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PRACTICAL IDENTIFICATION OF TIMED EVENT SYSTEMS
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Discrete event systems (DES’s) are well established models in what can now be considered their traditional applications such as manufacturing systems, air traffic and other transportation systems, and computer networks [1,2].

The problem of discrete controller design is of increasing significance. Embedded systems, for example, commonly have both “high level” discrete digital controllers and “low level” analog systems. Other examples include monitoring and control systems for automobiles and large buildings, pacemakers, and autonomous vehicles [1,3,4].

Control engineering has traditionally emphasized analog systems, but is increasingly treating the discrete part as a genuine control problem and not simply an exercise in microcontroller programming. For example, the Supervisory Control Theory of DES’s [5] is a continuing research area, as is the general problem of hybrid control [6], in which the discrete and analog parts must be designed jointly.

Analog control theory includes system identification as an important topic. The identification of DES in the form of finite automata also has an extensive literature. However, on the problem of timed discrete event system identification, the literature is almost silent.
The models yielded by identification are important for control design and also in their own right. Such a model can be used to analyze or simulate the behavior of a system in some context, such as its interaction with a proposed controller design, or as a component in a system-of-systems.

DES models can be arrived at by analysis (i.e., in terms of internal components), or simply by assuming a certain structural form. However, when internals are inaccessible or when analysis is relatively difficult or expensive (e.g., in the case of a legacy system that was left undocumented, or the reverse-engineering of a competitor’s product), model identification could be useful.

This dissertation describes the investigation and evaluation of a novel approach to identification of timed discrete event systems. The main results are a discrete-event systems formalism amenable to identification, and the identification algorithm itself. Simulation results are given that illustrate performance under both best-case and worst-case identification conditions.
Chapter 1: Introduction

In the course of engineering practice, the problem arises of determining how to build a system (or a mathematical model of a system) with the same behavior as a given, real-world system, with the caveat that the real-world system cannot be taken apart to see how it works. The only knowledge allowed of the real-world system are records of its outputs when it is subjected to certain inputs. This is known as the system identification problem.

Many uses for identification have been conceived. The archetypical application is as a prelude to controller design, since controller design techniques assume the existence of a mathematical model of the system to be controlled. In the engineering context these mathematical models typically take the form of differential equations or difference equations, either linear or nonlinear. A mature body of techniques exists to address these cases [7,8].

System identification becomes no less important when we turn our consideration to systems not well modeled in terms of differential or difference equations. In particular, we are interested here in variants of the “other” great dynamical systems model amenable to analysis, one complementary to the preeminent engineering model of the linear system, namely, finite state machines. We are especially concerned with finite state machine-like models that are extended to include a notion of real time. In this context, the input and output symbols of the FSM are called “events.” The relationship between event-based systems and FSMs is an important theme of this research.

It is my thesis that existing efficient algorithms designed for inference of regular languages can, under appropriate circumstances, be adapted to identification of timed event systems. In this work I will present such an adaptation and analyze its applicability to problems of practical interest.
1.1 Motivation

Theoretical interest in identification of machines goes back to the beginnings of automata theory. This quotation is from the seminal 1956 paper introducing the Moore model of the finite state machine.

“It may be instructive to consider several situations for which this sort of theory might serve as a mathematical model. The first example is one in which one or more copies of some secret device are captured or stolen from an enemy in wartime. The experimenter’s job is to determine in detail what the device does and how it works.” [9]

While reverse-engineering the artifacts of a military or industrial competitor are conceivable applications, many uses are less dramatic than the one Moore imagines. A surprisingly common technology problem in government and industry is to create and own a product, yet not know how it works. Such a situation can arise through poor planning or mismanagement, such as contractor requirements that fail to include system models in the deliverable, or the emergence of new kinds of questions that were not conceived of when a system was designed and documented, such as the formal verification of a legacy communication protocol. A high profile example of the former pattern is the infamous Fogbank case [10][11]. While not involving the specific technology of system identification, the human and managerial errors made in that program can arise in any technological endeavor, making it a cautionary tale of broad relevance.

Though Moore was vague on what kind of “secret device” would be well-modeled as an automaton, contemporary technology contains many examples of finite state machine-based systems, such as embedded systems, which often use an FSM model as a basis for design [12]. Additionally, since it is the nature of embedded systems to interact with a real-world environment, this FSM basis is typically extended in one way or another to account for the flow of time.
It is observed in [13] that the typical trend of controller software is to become more complex, harder to understand, harder to predict the impact of changes, and more expensive to maintain:

“Complex embedded software systems, such as industrial control systems or automotive systems, often consists of several million lines of code and are maintained over many years, sometimes decades, during which the software is exposed for changes continuously.”

As shown in [14], legacy software, which is dominant, is invariably unmodeled; and new software often goes unmodeled too, since building and maintaining models is time-consuming and expensive. The authors state that

“The lack of adequate, up-to-date models indeed causes misunderstandings, leads to unexpected side-effects in new releases and is the reason for many unsatisfied customers . . .

Modern telecommunication and IP-based applications are multi-tiered, distributed applications that typically run on heterogeneous platforms. Their correct operation depends increasingly on the interoperability of single software modules, rather than on their intrinsic algorithmic correctness.”

And finally, it was incisively noted in [15] that

“There also exist techniques for generating a model for finite-state systems by observing execution traces based on a machine learning algorithm first proposed by Angluin . . . However, techniques are not well-defined for real-time systems . . .”

This anecdotal evidence makes the case that there are potential applications for an identification technique for timed event systems.
1.2 Background

This background information may serve as a brief outline of some of the concepts and techniques to be used in the main body of this work.

1.2.1 The language learning problem

Here we introduce regular languages, and some of the difficulties involved in the problem of inferring a regular language from instances of the language.

We recall some relevant definitions. An alphabet is a set of atomic symbols, for example $A = \{a, b, c, d\}$. The Kleene closure of $A$, denoted $A^*$, is the set of all possible sequences of the elements of $A$; for example, $A^*$ would include the sequences $a$, $abbc$, $dcba$, and a countable infinity of others, along with the sequence of length zero. A language $L$ is a subset of such a closure, $L \subseteq A^*$. Often languages are described with a rule for deciding whether an element of $A^*$ is an element of $L$. For example, let language $L_1$ in the alphabet $\{a, b\}$ be the set of all sequences alternating in $a$ and $b$, that both start and end with $a$. The sequence $ababa$ is in $L_1$; the sequences $bbb$ and $abab$ are not.

An automaton is a structure customarily depicted as in Figure 1.1. This automaton has four states, labeled $S_0$ to $S_3$, and transition arrows labeled with symbols from the alphabet. (In later figures, states are often labeled with their associated output rather than with a state identifier; which convention is being used should be clear from the context.)

From the initial state $S_0$ (indicated by the incoming arrow) the symbols of a sequence, taken one after another, indicate which transition to follow. For example, the sequence

![Figure 1.1: An automaton that determines a regular language $L_1$.](image)
abaa would be processed as follows: from the initial state $S_0$, the first $a$ would take us to $S_1$, then the $b$ would take us to $S_2$, then the $a$ would take us back to $S_1$, then the final $a$ would take us to $S_3$.

A regular language is one whose membership rule can be expressed as an automaton. The automaton of Figure 1.1 expresses such a rule: any sequence that ends in the “accepting” or “marked” state $S_1$ (indicated with a bold stroke) is in the language; any other sequence is not. (There is a variation on this structure in which the output or marking is associated with a transition arrow. That is known as a Mealy model, as opposed to the Moore model in which the output or marking is associated with a state. It is well known that the Mealy and Moore models are of equal expressive power, and therefore we will freely use whichever representation happens to be better suited to the case at hand.)

In fact, the automaton of Figure 1.1 is a formal expression of the alternating $a$’s and $b$’s rule described in prose above. The sequence $ababa$ is in the automaton’s language because the automaton’s final state after processing this sequence is the marked state $S_1$. The sequence $bbb$ is doomed after the first $b$, which takes us to the unmarked state $S_3$. In $S_3$, both $a$ and $b$ transition back into $S_3$ again, making it inescapable by any subsequent sequence. Therefore $bbb$ is not in the language. The sequence $abab$ passes through the marked state $S_1$ twice, but since it ends in the unmarked $S_2$, it is not in the language.

Note that while some may consider the prose rule ambiguous on whether the sequences $a$, or $aa$, or the sequence of length zero are in the language, there is no doubt when the rule is given in automaton form ($a$ is in the language; $aa$ and the sequence of length zero are not).

In the language learning problem, we are given a finite number of sequences that belong to some regular language, and we want to find the automaton that gives the rule for this language. (Engineering applications of such a capability include circuit synthesis [16] and syntactic pattern recognition [17,18].)

The following example is adapted from [19]. Suppose we are given a single sequence $abcabdabcabd$ and would like to know the automaton that produced it. While there is not
enough information in this one sequence to determine a general rule, several reasonable hypotheses may come to mind.

One might guess, since the given example is the sequence $abcabd$ repeated twice, that the language membership rule allows only those sequences consisting of $abcabd$ repeated some number of times. The automaton for this rule is illustrated in Figure 1.2.

Alternatively one might guess that the rule allows only those sequences in which the patterns $abc$ and $abd$ appear in any order; under this hypothesis, the fact that the given example alternates from the first to the second to the first to the second in an apparent pattern is merely a coincidence. The automaton for this rule is illustrated in Figure 1.3.

There are other solutions which, though satisfying the formal requirement, are not so intuitively appealing. At one extreme we have an automaton that matches exactly the one observed sequence and nothing else, shown in Figure 1.4. This hypothesis is undesirable because it makes no attempt to generalize from the example given to it. To avoid this problem
we may decide to seek the simplest automaton that can match the observed behavior. But this yields an automaton degenerate in the opposite extreme, Figure 1.5. Certainly, this automaton places $abcabdabcabd$ in the language, as well as every other possible sequence. This solution is undesirable because it generalizes too much.

A famous result due to Gold [20] on the learnability of languages from examples is, roughly stated, that regular languages are not learnable from examples of the language. The fundamental problem is the one just observed, namely, “that no positive example can refute a too general hypothesis” [21].

In this seminal model of learnability, formal languages are learned from an infinite series of examples. The algorithm is fed this series, and with each example it may update its current guess as to the underlying language rule. The language is identified in the limit if after some finite amount of time the guesses do not change and are equivalent to the underlying language rule. However, there is no way to know when this condition has been reached, and therefore the algorithm must continue running forever. The influence of this learning model is aptly summarized in [22]: “This deceptively simple idea has generated a 

\footnote{Gold’s results implied an interesting paradox that he noted in his paper: on the one hand, it was widely believed that children acquire language from listening to positive examples; and yet he had shown that learning any but trivial formal languages only from positive examples is unworkable.}
large body of sophisticated literature”.

When the series of examples is broadened to include not only sequences in the language, but also sequences not in the language and labeled as such, regular languages do become learnable in the limit. However, in later work Gold [23] showed that the problem of inferring a minimal automaton from a given finite set of labeled example sequences is intractable.

The publication of [24] represented a considerable breakthrough in the language learning problem. This result and its significance for system identification are the subject of Chapter 3.

1.2.2 Timed models

Engineered systems with elements of both discrete states and timing are nothing new. However, the models supporting the analysis and design of such systems do not have the coherent and unified presence of linear systems theory. Rather, they appear to have emerged in different sub-disciplines in response to engineering needs.

The deployment of programmable logic controllers (PLC’s) relies on languages for the programming of complex industrial automation. The IEC 61131-3 standard can be taken as a codification of generally accepted models [25, 26]. The standard includes the ladder diagram, which conveys control concepts in terms close to relay logic — a notation judged expressive enough to be worth keeping even as its motivating implementation technology was going by the wayside [27].

Discrete event simulation has been widely applied to industry, operations, and business processes. A viewpoint emphasizing the relationship between traditional engineering systems and controls and discrete event systems includes figures such as Yu-Chi Ho, and is carried forward in textbooks such as [1].

In the field of formal verification a need arose for timed models with precise semantics. The seminal work [28] for this family of models is the timed automaton of Alur and Dill [29].

The following selection of models provides a context for the modeling approach taken
in this work. (Note that some are presented with minor simplifications or adaptations for expository purposes. Specifically, all models are deterministic, and automata have been liberalized to allow a finite output alphabet.)

**Untimed Finite State Machine**

The classic finite state machine (FSM), Figure 1.6, does not come with any notion of time, apart from the fact that the inputs and outputs have a certain ordering. What makes this model untimed is not that the input and output symbols do not have associated times of occurrence — indeed they may — but that timing does not affect its behavior. The outputs depend only on the sequence of input events, regardless of any timing that may be associated with them.

The interpretation of the finite state machine diagram is very close to that of the automaton of Figure 1.1. (The key difference is that the automaton is restricted to a binary
output — the final state is either marked or unmarked — while each state of an FSM can have any of a finite number of output symbols.) The initial state is indicated with the incoming arrow. An input $b$ causes a re-entry to the initial state, with output $c$. An input $a$ transitions to the middle state, whose output is also $c$. A second $a$ re-enters the middle state, for another output $c$. An input $b$ transitions to the rightmost state, whose output is $d$, etc.

The Figure also shows two timelines. Each timeline represents a trace or execution of the system. The inputs are depicted above the timeline and the outputs below it. The time associated with these events is encoded in their distance from the origin, as on any ordinary axis, so that the timeline may be read left-to-right. The second timeline has the same input sequence as the first, but with perturbed timing. Since the two input sequences differ only in their timing, their output sequences are identical (except for their timing), i.e., in either case, when the input is $baababb$, the output is $cccdcdd$, with output taking the timing of the input. The addition of time here is superficial.

FSM With Tick Event

One approach to adding time to a finite state machine that must be mentioned at the outset is the use of a special “tick” input symbol that represents the passage of a fixed quantum of time. Researchers have looked upon this approach with disfavor for a variety of reasons.

Significantly, this approach immediately reduces the timed system identification problem to the problem of finite state machine identification.

Delay Automaton

A delay automaton (DA), introduced in [30], is an automaton augmented with a single analog clock. This clock is reset every time the automaton makes a state transition; therefore the clock indicates the amount of time the system has been in its current state. Significantly, this clock value can affect the DA behavior. The guard conditions on a transition denote
Figure 1.7: A delay automaton.

that this transition can be taken only if the clock state satisfies the expression.

Consider the machine depicted in Figure 1.7. The transition from the middle to the rightmost state occurs on input event $b$ as it did in Figure 1.6, but the transition now also has an expression associated with it called a guard. The symbol $\tau$ represents the value of the clock at the time of the input event. From the middle state upon input $b$, the transition to the rightmost state will only occur if the system has been in the middle state for less than one second, $\tau < 1$. Otherwise, if $\tau \geq 1$, then an input $b$ will take the system back to the initial state.

In the timelines, the gray bar indicates a one-second interval following entry of the middle state. If a $b$ event occurs before one second has elapsed, the transition is to the rightmost state with an output $d$. 
Event-Recording Automaton

In the event-recording automaton (ERA) model, introduced in [31], each input symbol has an associated clock. Whenever a input occurs, its associated clock is reset. So at any given time, the clocks either give the time elapsed since the last occurrence of each corresponding input symbol, or take a special value indicating that the corresponding symbol has not occurred yet in the run.

Consider the machine depicted in Figure 1.8. Since this machine has two input symbols $a$ and $b$, it also has two clocks $\tau_a$ and $\tau_b$. (The $\tau_a$ clock happens to go unused in this example.) The guards on transitions out of the middle state now refer to the time elapsed since the previous input $b$. From this state, an input $b$ occurring less than two seconds after the previous $b$ transitions to the rightmost state, with output $d$. If it has been more than two seconds since the last input $b$, a $b$ takes us back to the initial state.

In the timelines, the gray bar indicates a two-second interval following an input $b$. 

Figure 1.8: An event-recording automaton.
Timed Automaton

The classic timed automaton (TA) of Alur and Dill [29] has a fixed finite number of clocks. Unlike the ERA, the number of clocks is not related to the number of input symbols; rather, the number of clocks is arbitrary. The transitions have guard expressions involving the clocks, similar to the previous examples. Additionally, a clock reset, here denoted $\tau_c \leftarrow 0$, can be associated with any transition.

Consider the machine depicted in Figure 1.9. This machine happens to have only one clock, $\tau_1$. This clock is reset whenever an input $a$ occurs from the initial state. In the timelines, the gray bar indicates a one-second interval following a reset of the $\tau_1$ clock.

This example happens to behave similarly to the DA of Figure 1.7. However, note that an input $a$ from the middle state resets the clock in the DA but does not in this TA.
Discrete Event System

This formulation appears in [1]. It is noteworthy for being a fairly literal expression of a traditional discrete event simulation in an explicit state-space form. In this model, when an event is enabled, its clock (i.e., the time to event occurrence) starts ticking. When the event occurs, the time to the next event of this type is computed with a "roll of the dice." If the event is not enabled, its clock is reset upon any event occurring.

\[
y^* = \min_{i \in \Gamma(x)} \{y_i\}
\]

\[
e' = \arg \min_{i \in \Gamma(x)} \{y_i\}
\]

\[
x' = f(x, e')
\]

\[
t' = t + y^*
\]

\[
y_i' = \begin{cases} 
    y_i - y^*, & i \neq e' \text{ and } i \in \Gamma(x) \\
    v_{i,N_i+1}, & i = e' \text{ or } i \notin \Gamma(x)
\end{cases}
\]

\[
N_i' = \begin{cases} 
    N_i + 1, & i = e' \text{ or } i \notin \Gamma(x) \\
    N_i, & \text{otherwise}
\end{cases}
\]

The current state is \(x\). For each state there is a set \(\Gamma(x)\) of enabled events. The \(y_i\) is the clock value, or remaining lifetime, of an event. The \(e'\) is the next event to occur. This event occurs next because it has the smallest clock value. The occurrence of the event advances the system state, via the state transition function \(f\), to \(x'\), and advances the global time to \(t'\).

The last two equations model events being "used up" as they are processed or expire. For the event type that just occurred (and also for any event types that were not enabled
in $x$), we obtain the next occurrence time $v_{i,N_i+1}$ for an event of that type from a random number source. For all other event types, their clocks are advanced by $t' - t$.

Since the events can be inputs or outputs, this model does not require outputs to be synchronous with inputs. Also, since system state can influence which events may occur (via $\Gamma(x)$), it can influence which input events may occur.

1.3 Literature Review

With few exceptions, research on the identification of discrete event systems focuses on the untimed or logical DES model. Here we review prior work on identification of timed DES models such as timed automata, and its applications.

Supavatanakul et. al. [32] outline an algorithm for timed automaton identification. No correctness proof for the algorithm is apparent. The algorithm does not request any experiments on its own, but rather depends on completeness of the given data. In subsequent work [33] the authors demonstrate the applicability of their technique to an industrial fault detection and isolation problem. (This work can be compared with [34], which uses an untimed grammar as the underlying mathematical model in a similar identification and control problem.)

Choi and Kim [35] demonstrate the learning of a DES in the DEVS formalism with recurrent neural networks. The authors demonstrate the success of their technique with examples: several graphs depict identified system response to a random input overlaid on the true system response to the same input, showing a good match. The paper does not describe intended applications.

Verwer [30] has investigated the identification of delay automata (DA), timed systems restricted to a single clock. He is interested in the problem of learning from given examples (in other work he investigates learning in the limit), rather than a framework that allows the algorithm to propose experiments. He mentions applications only in very general terms.

The state of the art in identification of Alur-Dill timed automata (a model related to,
but distinct from, the one considered in this work) is certainly found in the series of papers by Grinchtein and collaborators [36–39]. A summary of the conclusions is as follows.

General timed automata are judged to be very difficult to learn, so the scope is limited to the subset of TAs known as event recording automata (ERA). Since ERAs can be determinized, it suffices to learn deterministic ERAs (DERAs). The DERAs are not canonical (there is no unique minimal DERA), but for every DERA there is a unique minimal so-called simple DERA (SDERA) with the same behavior; so, it suffices to learn SDERAs.

Then, Angluin’s $L^*$ algorithm [24] is adapted to learn SDERAs, where the identified automaton takes an input alphabet extended in a sophisticated way: the usual input symbols are augmented with guard expressions. So instead of processing a symbol paired with the clock values at the time the symbol appears, the identified automaton processes a symbol paired with a symbolic expression of inequalities on clocks, representing a whole set of possible clock valuations.

Several algorithms are given which make different tradeoffs in computational complexity. In particular, the algorithm $TL^{s}\ast$ is reworked into another algorithm that has worse worst-case performance than $TL^{s}\ast$, but with expected better performance on average.

There is other identification work rooted in $L^*$ that is not explicitly concerned with real time but is worth noting both for technique and applications. (It may be seen as a fulfillment of research going back to [40].)

Berg [41] identifies state machines in which the inputs are parameterized. Her application is the identification of formal specifications for communication protocols from hardware, since such documentation is often unavailable or outdated. Simulation tests demonstrate identification of randomly generated machines and of a partial model of a network presence protocol.

Bohlin [42] uses $L^*$ to infer an automaton, then post-processes the result into a much more compact extended FSM model with state variables. They test the technique on A-MLC, a protocol deployed by several European telecom operators for communicating presence information for mobile devices (and not the same one as in [41] above). The technique
was successful, i.e., it passed the test posed by their equivalence oracle.

1.4 Overview

For a target model class for identification, none of the models described in section 1.2.2 is an ideal fit. The appropriate model should be oriented to simulation rather than verification, should make a clear distinction between input and output, and must allow spontaneous output events, i.e., output events not synchronous with some input event.

In Chapter 2 we introduce a model called timed event systems (TES) designed to meet these requirements. This model is developed as a special instance of an abstract system. One advantage of this formulation is that it allows us to study the relationship among different model types, in particular the relationship between timed event systems and finite state machines.

Chapter 3 is an exposition of the classic result of Angluin [24], generalized to apply to finite state machines. The result is an efficient algorithm for finite state machine identification. Unlike the traditional identification problem of inferring a system consistent with a given set of input-output examples, this algorithm formulates experiments designed to elicit exactly the behaviors from the unknown system needed for model formulation. This ability to actively experiment with the unknown system is the key to the algorithm’s efficiency.

A simple approach to reconciling timed event systems and finite state machines is given in Chapter 4. Here we show that a timed event system can be made to have the external appearance of a state machine. This is done to allow an FSM identification algorithm to be applied without modification to the TES identification problem. Additionally, some specializations of the algorithm of Chapter 3 are given to better adapt the algorithm to the system identification problem.

The goal of Chapter 5 is to demonstrate that the identification technique, although it cannot be proven to work in general, is in fact effective on a non-trivial identification problem. We also empirically study the main theoretically indicated weakness of the approach.

While the main argument of this work makes absolutely minimal assumptions about
the structure of the unknown system, and therefore requires a very general model form and faces the identification problem at its most difficult, we do not ignore the possibility that some knowledge of the unknown system’s form is available. Such a possibility is discussed in Appendix A.

1.5 Applications

There are some interesting applications for identification of timed machines. We expect it to be useful whenever constructing a model analytically is onerous or impractical, and to have applications similar to those for identification of linear systems (simulation, control system design) as well as in other areas.

Simulation; control system design. Suppose we have a manufacturing system that includes many subsystems in which timing is relevant. We would like to simulate the system in software to study the effects of modifications or new control algorithms.

Formal verification. We want to perform a verification study and some elements of the system have no available analytical model [39].

Automatic model ‘flattening.’ We have a sophisticated and detailed computer simulation of some process. We would like to embed the detailed simulation as a component in a wider-scope simulation, but the detailed simulation runs too slowly. So we automatically create a fast-running timed sequential machine model that reasonably approximates the detailed simulation, and embed this instead.
Chapter 2: Timed Event Systems

2.1 Introduction

It does not seem to be widely appreciated that timed discrete-event systems have a system theory analogous to that of linear systems. Here we introduce a Timed Event System (TES) formalism, and develop the elements of its system theory.

TES are closely related to the well-known DES model. Most knowledge of DES applies immediately to TES. We will argue here that a construct with so few restrictions has a mathematical structure that, though simple, is well worth exploring. Specifically, we show that TES and automata, like linear systems, are special cases of a general or abstract system.

There is a little risk that these results are perceived as an over-mathematization of straightforward concepts. But even with no claim to great depth or novelty, there are several reasons to develop these simple systems and their “abstract nonsense” [43] to this level of detail.

1. Since the models used here are not widely used in electrical engineering, it is worth taking some care in their description. As simple as these ideas are, I could not locate any reference that makes these points, so I have developed it here for my own purposes.

2. Software development is considerably aided by the precise expression of humdrum facts. Many ideas here are not mere abstractions but are closely followed in working software.

3. The ability to analyze systems formally is useful. For example, we will show the formal correctness of the usual DES simulation algorithm.

4. Most importantly, these models are foundational for the identification problem. For
example, the abstract formulation provides a language for expressing a relationship between a TES and an automaton.

There is interplay among these arguments as well, for example, if we need software to translate between TES and automaton based models of the same behavior, we should be precise about what those models are; and, writing a formal account of a simulation algorithm cannot help but influence how we write the software.

2.2 What is a block diagram?

Here we fill in details on the meaning of an interconnection of blocks in a way that fits very naturally with their usual interpretation.

2.2.1 Blocks, segments, and overlay

The *behavior* of a block in a block diagram is the rule it uses to transform an input to an output. These inputs and outputs are real-valued signals in the case of a linear system, or timelines in the case of a TES. When the system type is not important we generically call them *segments*. Segments are always functions of time and always have an associated duration.

A block maps an input segment to an output segment.

\[ y = \beta(u) \]

It is worth emphasizing that the segments \( u \) and \( y \) cover an interval of time; they are not instantaneous values. If the input \( u \) has duration \( t \), then the output \( y \) also has duration \( t \), and is understood to take place over the same interval of time as the input.

Additionally, some diagrams (including linear systems and TES diagrams) may contain a junction where signals are combined before entering a block. In linear systems this is called an adder or a summing junction. In a TES, events from different timelines are
simply interleaved. We will generically refer to this operation as an overlay. Overlay is denoted with the common plus sign or summation notation.

### 2.2.2 A diagram as a system of equations

It follows that a diagram of $N$ blocks indexed by $k = 1 \ldots N$ corresponds to a system of equations of the form

\[ y_k = \beta_k (u_k) \]
\[ u_k = \sum_{j \in I_k} y_j \]

Each block has input $u_k$ and output $y_k$. The $I_k$ are the indices, valued $0 \ldots N$, of block outputs that feed into block $k$, and encode the block diagram interconnections. It can include a special exogenous input (denoted as $u$ or $y_0$, as convenient) that is not the output of any block (or is the output of a block with no input — the important thing is that system behavior cannot affect it), and can be considered the exogenous input to the diagram overall.

Since the input to any block is a combination of the outputs that feed into it, we may also express the system as simply

\[ y_k = \beta_k \left( \sum_{j \in I_k} y_j \right) \]

In this form it is clear that the outputs $y_k$ constitute a fixed point of the system.

### 2.2.3 Solving a diagram

We consider a block diagram to pose a problem in which the block behaviors and exogenous input are known, the outputs are unknowns, and solving a block diagram means solving for
the signals on all the outputs, such that all the block input-output relations hold. (Since
the inputs are a combination of outputs, they can always be computed from the solution
after the fact.)

Viewed as a system of equations, the unknown variables $y_k$ to be solved for are not
numbers, or functions taken pointwise, but entire functions of time (technically they are
segments, but their length is already known to be equal to the length of the exogenous
input), a situation similar to that of a differential equation problem.

Interconnecting blocks cannot be taken for granted. The topology of a diagram has a
critical effect on how it may be solved, as discussed next.

2.2.4 Acyclic and cyclic interconnections

An interconnection with no cycles can always be solved directly in terms of the input signals
and block behaviors. For example, consider a cascade of two LTI blocks, where the behavior
of each is given as a convolution (Figure 2.1).

$$y_1 = h_1 * u$$
$$y_2 = h_2 * y_1$$

The special properties of linear systems allow us to combine the blocks $h_1$ and $h_2$ into
one, and then process the input with this composite only once. Since we did not solve for
$y_1$ this is technically not a complete solution of the diagram, but often in practice this is all
we need. Indeed, if $y_1$ is considered only an intermediate result, it is advantageous to avoid
allocating memory to store it.

Figure 2.1: A cascade of two LTI blocks
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On the other hand, we could process the entire input through $h_1$ to compute $y_1$, then take this result and pass it through $h_2$ to compute $y_2$. This block-by-block style implementation does not depend on linearity or any other special block properties (even causality). It is apparent that any acyclic block diagram may be solved this way.

Cyclic interconnection in a diagram is also known as feedback, one of the pillars of systems and control theory. Diagrams with feedback are significantly qualitatively different from the acyclics.

Consider the simple cyclic interconnection depicted in Figure 2.2 ($H(t)$ denotes a Heaviside step function).

\[
y(t) = \frac{1}{T} H(t) \ast (u(t) - y(t)) \\
= \frac{1}{T} \int_{0}^{t} (u(\tau) - y(\tau)) H(t - \tau) \, d\tau
\]

Note that the output $y(t)$ appears both inside and outside of the integral — this is the implicit equation that typically arises from feedback.

Again, since this system is a special linear type, it is immediately solvable with transform...
Figure 2.3: Diagram consisting of a lone block

The system of equations of an acyclic diagram can be solved by composition of behavior functions, but feedback introduces implicitness into the equations. Unlike the acyclic case, there does not appear to be a general solution method for cyclic diagrams that is independent of any special block properties like linearity.

2.2.5 Issues in solving a diagram

Any lone block, interpreted as a trivial interconnection, has a unique solution (Figure 2.3). But it does not follow that an interconnection of such blocks has a unique solution.

Consider the classic example [44] of a closed loop made of an integrator, a square root nonlinearity, and a scalar gain of two. Each of the individual blocks has a unique input-output behavior. The differential equation for the interconnected system is $\dot{x} = 2\sqrt{x}$. But for the initial condition $x(0) = 0$ the equation/diagram does not have a unique solution, for it is satisfied by both $x(t) = 0$ and $x(t) = t^2$.

Consider this simplest possible example: the identity function is well-defined, but an interconnection in which an identity block’s output is fed back to itself, is solved by any element of the function’s domain.
We see that feedback interconnection of blocks changes the fundamental nature of the problem.

It is worth noting that block behaviors are enough to decide if some given proposed solution is in fact correct. The blocks can simply be visited one by one to determine whether the proposed input-output relationship holds at every block.

2.3 Abstract Systems Theory

Here we develop and summarize properties of segments, the state transition and output functions, etc.

2.3.1 Segments and their operations — overview

The inputs and outputs on a block diagram may be called signals or waveforms, sequences, or timelines, in the context of a specific system type. Here we define a segment as an object general enough to accommodate any of these specific structures. (The reason we do this is to have a theory general enough to include linear systems, timed event systems, and automata. In particular, we do not rely on the timebase being either discrete or continuous, in order to accommodate either case.)

A segment consists of two parts. First, a segment is a function that can be evaluated at different times. The domain of this function is called a timebase, whose elements are of an appropriate time type. Additionally, a segment has an associated length, of the timebase type.

Expressing properties like causality depends on a notation for before and after. This role is filled by splitting and splicing of segments. The prefix and suffix operators pref and suff return the parts of a segment before and after some given breakpoint, and a splice (denoted by \( \oplus \)) combines two segments sequentially into one. Naturally, when the part of a segment before a breakpoint is spliced with the part of a segment after the breakpoint,
we recover the original segment.

\[
pref(u, t) \oplus \text{suff}(u, t) = u
\]

### 2.3.2 Segments and their operations — the details

Here we provide some detailed definitions that are useful for simple proofs (which serve as much as anything to merely illustrate the definitions) as well as for expressing software implementation requirements. A general reference for the abstract algebra comments is [45].

This section is admittedly tedious, but working these proofs in detail was a useful check on the robustness and completeness of the definitions, and provides a record of the thought process behind the model.

**Definition 2.1.** A *timebase* is a set of quantities used to specify duration. It always includes a zero element. It has a less-than-or-equal-to relation that imposes a total ordering on the elements [46], and binary plus and unary minus that, with the zero, satisfy the definition of a group.

**Proposition 2.2.** In any timebase, there is no \( t \) such that \( \tau \leq t < \tau \).

*Proof.* Assume there is some \( t \). Since \( \tau \leq t \) and the timebase is totally ordered, it follows that \( t \not\leq \tau \). But we are also asserting that \( t < \tau \), i.e., that \( (t \leq \tau) \land (t \not= \tau) \), which contradicts \( t \not\leq \tau \). Therefore, there is no such \( t \).

**Definition 2.3.** A *segment* is a tuple \((s, t)\) where \( t \) is the length or duration of the segment and \( s \) is a partial function. The domain of \( s \) is some timebase, and \( t \) is an element of the same timebase. The duration \( t \) is always greater than or equal to zero. Evaluation of the segment at some time \( \tau \) “falls through” to evaluation of its constituent function \( s \) whenever \( 0 \leq \tau < t \), otherwise the segment is undefined at \( \tau \).

It follows that two segments are equal precisely when their function parts are equal and
their durations are equal. Notationally, we will address the function part of a segment with function notation and the duration part with a len operator.

**Definition 2.4.** The splice of two segments is a segment. The splice operator is denoted with $\oplus$. The function and length of the splice are:

\[
(u_1 \oplus u_2)(t) = \begin{cases} 
  u_1(t) & 0 \leq t < \text{len}(u_1) \\
  u_2(t - \text{len}(u_1)) & \text{len}(u_1) \leq t < \text{len}(u_1) + \text{len}(u_2)
\end{cases}
\]

\[
\text{len}(u_1 \oplus u_2) = \text{len}(u_1) + \text{len}(u_2)
\]
Proposition 2.5. The splice is associative, \((u_1 \oplus u_2) \oplus u_3 = u_1 \oplus (u_2 \oplus u_3)\).

Proof. Using the definition,

\[
((u_1 \oplus u_2) \oplus u_3) (t) = \begin{cases} 
(u_1 \oplus u_2)(t) & 0 \leq t < \text{len}(u_1 \oplus u_2) \\
u_3(t - \text{len}(u_1 \oplus u_2)) & \text{len}(u_1 \oplus u_2) \leq t < \text{len}(u_1 \oplus u_2) + \text{len}(u_3)
\end{cases}
\]

\[
= \begin{cases} 
u_1(t) & 0 \leq t < \text{len}(u_1) \\
u_2(t - \text{len}(u_1)) & \text{len}(u_1) \leq t < \text{len}(u_1) + \text{len}(u_2) \\
u_3(t - \text{len}(u_1 \oplus u_2)) & \text{len}(u_1 \oplus u_2) \leq t < \text{len}(u_1 \oplus u_2) + \text{len}(u_3)
\end{cases}
\]

Since both \(0 \leq t < \text{len}(u_1)\) and \(\text{len}(u_1) \leq t < \text{len}(u_1) + \text{len}(u_2)\) imply \(0 \leq t < \text{len}(u_1 \oplus u_2)\), we do not need to preserve the latter condition.
Similarly,

\[
(u_1 \oplus (u_2 \oplus u_3))(t) = \begin{cases}
  u_1(t) & 0 \leq t < \text{len}(u_1) \\
  (u_2 \oplus u_3)(t - \text{len}(u_1)) & \text{len}(u_1) \leq t < \text{len}(u_1) + \text{len}(u_2 \oplus u_3)
\end{cases}
\]

\[
= \begin{cases}
  u_1(t) & 0 \leq t < \text{len}(u_1) \\
  u_2(t - \text{len}(u_1)) & 0 \leq t - \text{len}(u_1) < \text{len}(u_2) \\
  u_3(t - \text{len}(u_1) - \text{len}(u_2)) & \text{len}(u_2) \leq t - \text{len}(u_1) < \text{len}(u_1) + \text{len}(u_2 \oplus u_3)
\end{cases}
\]

Clearly the functions are equal.
We also see that

\[
\begin{align*}
\text{len}((u_1 \oplus u_2) \oplus u_3) &= \text{len}(u_1 \oplus u_2) + \text{len}(u_3) \\
&= \text{len}(u_1) + \text{len}(u_2) + \text{len}(u_3) \\
&= \text{len}(u_1) + \text{len}(u_2 \oplus u_3) \\
&= \text{len}(u_1 \oplus (u_2 \oplus u_3))
\end{align*}
\]

so the lengths are equal. Therefore, the splice is associative.
Since the splice operation is associative, a class of segments under splices constitutes a semigroup.

**Definition 2.6.** A special segment denoted by Λ has a length of zero and a function equal to the empty set.

**Proposition 2.7.** $u \oplus \Lambda = \Lambda \oplus u = u$.

*Proof.* We show that the segments $u \oplus \Lambda$ and $u$ are equal by showing that the lengths are equal and the function parts are equal. First,

\[
\text{len} \left( u \oplus \Lambda \right) = \text{len} \left( u \right) + \text{len} \left( \Lambda \right)
\]

\[
= \text{len} \left( u \right) + 0
\]

\[
= \text{len} \left( u \right)
\]

So the lengths are equal.

Since there is no $t$ such that $\text{len} \left( u \right) \leq t < \text{len} \left( u \right)$, then $(u \oplus \Lambda) (\tau) = u (\tau)$, i.e., the function parts of the segments are equal.

The argument for the other operand ordering of $\Lambda \oplus u = u$ is practically the same. \qed

Since Λ is the identity of the splice operator, a segment semigroup including Λ is also a monoid.

**Proposition 2.8.** If segment length is zero, the segment equals Λ.

*Proof.* The function part of such a segment can be evaluated at $t$ such that $0 \leq t < \text{len} \left( u \right)$. But there are no such $t$, so the function has empty domain, so the function is the empty set. Such a segment satisfies the definition of Λ. \qed
Definition 2.9. The pref and suff are defined in terms of the segments they return.

\[
(pref(u, \tau))(t) = u(t)
\]

\[
\text{len}(pref(u, \tau)) = \begin{cases} 
\tau & 0 \leq \tau < \text{len}(u) \\
0 & \tau < 0 \\
\text{len}(u) & \tau \geq \text{len}(u)
\end{cases}
\]

The suff is similar.

\[
(suff(u, \tau))(t) = u(\max(0, \tau) + t)
\]

\[
\text{len}(suff(u, \tau)) = \begin{cases} 
\text{len}(u) - \tau & 0 \leq \tau < \text{len}(u) \\
0 & \tau \geq \text{len}(u) \\
\text{len}(u) & \tau < 0
\end{cases}
\]

Proposition 2.10. For any \( t \), \( \text{pref}(u, t) \oplus \text{suff}(u, t) = u \).

Proof. We proceed by cases of \( \tau \). First, for any \( \tau \),

\[
(pref(u, \tau) \oplus suff(u, \tau))(t) = \\
\begin{cases} 
\text{pref}(u, \tau)(t) & 0 \leq t < \text{len}(\text{pref}(u, \tau)) \\
\text{suff}(u, \tau)(t - \text{len}(\text{pref})) & \text{len}(\text{pref}) \leq t < \text{len}(\text{pref}) + \text{len}(\text{suff})
\end{cases}
\]
If $\tau < 0$,

\[
(pref (u, \tau) \oplus suff (u, \tau))(t) = \begin{cases} 
  pref (u, \tau) (t) & 0 \leq t < 0 \\
  suff (u, \tau) (t - 0) & 0 \leq t < 0 + \text{len} (u)
\end{cases}
\]

\[= u (0 + t), \quad 0 \leq t < \text{len} (u)\]

\[\text{len} (pref (u, \tau) \oplus suff (u, \tau)) = 0 + \text{len} (u)\]

If $\tau \geq \text{len} (u)$,

\[
(pref (u, \tau) \oplus suff (u, \tau))(t) = \begin{cases} 
  u (t) & 0 \leq t < \text{len} (u) \\
  suff (u, \tau) (t - \text{len} (u)) & \text{len} (u) \leq t < \text{len} (u)
\end{cases}
\]

\[\text{len} (pref (u, \tau) \oplus suff (u, \tau)) = \text{len} (u) + 0\]
Finally, if \( 0 \leq \tau < \text{len}(u) \), then

\[
(pref(u, \tau) \oplus \text{suff}(u, \tau))(t) = \begin{cases} 
\text{pref}(u, \tau)(t) & 0 \leq t < \tau \\
\text{suff}(u, \tau)(t - \tau) & \tau \leq t < \tau + \text{len}(u) - \tau 
\end{cases}
\]

\[
= \begin{cases} 
\text{u}(t) & 0 \leq t < \tau \\
\text{u}(\tau + t - \tau) & \tau \leq t < \text{len}(u) 
\end{cases}
\]

\[
= \text{u}(t), \quad 0 \leq t < \text{len}(u)
\]

\[
\text{len}(\text{pref}(u, \tau) \oplus \text{suff}(u, \tau)) = \tau + \text{len}(u) - \tau = \text{len}(u)
\]

Therefore, for any \( t \), \( \text{pref}(u, t) \oplus \text{suff}(u, t) = u \). \square

Since the above holds for any \( t \), it can be used to decompose a segment into a splicing together of subsegments.
Proposition 2.11. $\text{suff}(u_1 \oplus u_2, \text{len}(u_1)) = u_2$

Proof. Since we always have $0 \leq \text{len}(u_1)$,

$$(\text{suff}(u_1 \oplus u_2, \text{len}(u_1))) (t) = (u_1 \oplus u_2) (\text{len}(u_1) + t)$$

$$= \begin{cases} u_1 (\text{len}(u_1) + t) & 0 \leq \text{len}(u_1) + t < \text{len}(u_1) \\ u_2 (\text{len}(u_1) + t - \text{len}(u_1)) & \text{len}(u_1) \leq \text{len}(u_1) + t < \text{len}(u_1 \oplus u_2) \end{cases}$$

$$= u_2 (\text{len}(u_1) + t - \text{len}(u_1)), \quad 0 \leq t < \text{len}(u_2)$$

The first case in the conditional expression never applies, because suff is only defined for $0 \leq t$.

As for length, if $\text{len}(u_1) < \text{len}(u_1 \oplus u_2)$, then

$$\text{len}(\text{suff}(u_1 \oplus u_2, \text{len}(u_1))) = \text{len}(u_1 \oplus u_2) - \text{len}(u_1)$$

$$= \text{len}(u_2)$$
If \( \text{len} \ (u_1) = \text{len} \ (u_1 \oplus u_2) \), then

\[
\text{len} \ (\text{suff} \ (u_1 \oplus u_2, \text{len} \ (u_1))) = 0
\]

which equals \( \text{len} \ (u_2) \) because the condition implies, via cancellation in the timebase group, that \( \text{len} \ (u_2) \) is zero:

\[
\text{len} \ (u_1 \oplus u_2) = \text{len} \ (u_1)
\]

\[
\text{len} \ (u_1) + \text{len} \ (u_2) = \text{len} \ (u_1) + 0
\]

\[
\text{len} \ (u_2) = 0
\]

Therefore, \( \text{suff} \ (u_1 \oplus u_2, \text{len} \ (u_1)) = u_2 \). \qed
2.3.3 Overlay operation

We introduce an overlay operator, denoted by the common plus sign. It corresponds to a signal combiner junction on a block diagram. It can take different specific interpretations over different types. Splice and overlay are related through:

\[
\begin{align*}
pref(u + v, t) &= \pref(u, t) + \pref(v, t) \\
\text{suff}(u + v, t) &= \text{suff}(u, t) + \text{suff}(v, t)
\end{align*}
\]

In what follows, use of a summation symbol refers to the overlay operator.

2.3.4 Overlay of splices

Lemma 2.12. A splice of overlays equals an overlay of splices, i.e.,

\[
(u_0 + v_0) \oplus (u_1 + v_1) \oplus \cdots \oplus (u_n + v_n) = (u_0 \oplus u_1 \oplus \cdots \oplus u_n) + (v_0 \oplus v_1 \oplus \cdots \oplus v_n)
\]

Proof. We proceed by induction. The base case is:

\[
(u_0 + v_0) \oplus (u_1 + v_1) \triangleq (\pref(u, t) + \pref(v, t)) \oplus (\text{suff}(u, t) + \text{suff}(v, t))
\]

\[
= \pref(u + v, t) \oplus \text{suff}(u + v, t)
\]

\[
= u + v
\]

\[
= (\pref(u, t) \oplus \text{suff}(u, t)) + (\pref(v, t) \oplus \text{suff}(v, t))
\]

\[
\triangleq (u_0 \oplus u_1) + (v_0 \oplus v_1)
\]
For the inductive step, we must show that
\[(u_0 + v_0) \oplus \cdots \oplus (u_n + v_n) = (u_0 \oplus \cdots \oplus u_n) + (v_0 \oplus \cdots \oplus v_n)\]
n implies
\[(u_0 + v_0) \oplus \cdots \oplus (u_{n+1} + v_{n+1}) = (u_0 \oplus \cdots \oplus u_{n+1}) + (v_0 \oplus \cdots \oplus v_{n+1})\]

And the inductive step does hold:
\[
\left[(u_0 + v_0) \oplus \cdots \oplus (u_n + v_n)\right] \oplus (u_{n+1} + v_{n+1})
= [(u_0 \oplus \cdots \oplus u_n) + (v_0 \oplus \cdots \oplus v_n)] \oplus (u_{n+1} + v_{n+1})
= [U_n + V_n] \oplus (u_{n+1} + v_{n+1})
= (U_n \oplus u_{n+1}) + (V_n \oplus v_{n+1})
= (u_0 \oplus \cdots \oplus u_n \oplus u_{n+1}) + (v_0 \oplus \cdots \oplus v_n \oplus v_{n+1})
\]

2.3.5 Segment spaces

Segments ultimately are elements of sets called segment spaces that serve as domains and ranges of behavior block functions. Here are some examples of segment spaces.

Real-time waveforms

In this case the timebase is the real numbers, and the generators are some continuous functions on a finite interval. The splices of these give piecewise continuous functions.
(N.B. The $H(t)$ below denotes a Heaviside step function.)

\[ u_1(t) = H(t - 1.0), \quad 0.0 \leq t < 2.0 \]
\[ u_2(t) = H(t - 1.0) - H(t - 2.0), \quad 0.0 \leq t < 3.0 \]
\[ u_1 \oplus u_2 = \begin{cases} 
    H(t - 1.0) & 0 \leq t < 2.0 \\
    H(t - 3.0) - H(t - 4.0) & 2.0 \leq t < 5.0 
\end{cases} \]

**Discrete sequences**

Discrete sequences take a timebase of the integers and are perhaps the simplest segment type.

\[ u_1(t) = \{(0, a), (1, b)\}, \quad \text{len}(u_1) = 2 \]
\[ u_2(t) = \{(0, c), (1, d), (2, e)\}, \quad \text{len}(u_2) = 3 \]
\[ u_1 \oplus u_2 = \{(0, a), (1, b), (2, c), (3, d), (4, e)\}, \quad \text{len}(u_1 \oplus u_2) = 5 \]

Note that for discrete time, the timebase serves only to order the sequence. Therefore the segments may be much more conveniently denoted as tuples, for example, leaving the indices implicit (or notationally suppressed). (We will not ‘really’ get rid of the indices,
since the time shift in the concatenation formula depends on them.)

\[ u_1 = (a, b), \ \text{len}(u_1) = 2 \]

\[ u_2 = (c, d, e), \ \text{len}(u_2) = 3 \]

\[ u_1 \oplus u_2 = (a, b, c, d, e), \ \text{len}(u_1 \oplus u_2) = 5 \]

**Event timelines**

Here the timebase is more abstract. It consists of a set of tuples \((k, \tau)\) each encoding an integer index \(k \in \mathbb{Z}\) annotated with a real-valued sim time \(t \in \mathbb{R}\). The zero is \((0, 0.0)\).

Intuitively, the \(\tau\) indicates what we typically think of as the simulation time. The integer \(k\) provides an ordering for events that occur at the “same” \(\tau\). Therefore there are no simultaneous events properly speaking, although events can be meaningfully described as happening at the same time (the same \(\tau\)). (N.B. In this example we again notationally suppress the integer part of the timebase and write tuples instead.)

\[ u_1(t) = ((1.0, a), (3.0, b)), \ \text{len}(u_1) \triangleq (2, 3.0) \]

\[ u_2(t) = ((3.0, a), (5.0, b)), \ \text{len}(u_2) \triangleq (2, 3.0) \]

\[ u_1 \oplus u_2 = ((1.0, a), (3.0, b), (3.0, a), (5.0, b)), \ \text{len}(u_1 \oplus u_2) = (4, 6.0) \]

### 2.3.6 System theory in a nutshell

Earlier we introduced the behavior function \(y = \beta(u)\). We will now introduce some associated functions that constitute an alternative account of the behavior.

**Definition 2.13.** Introduce a memory function \(\mu\), state transition function \(f\), and output
function $g$ which together must satisfy

$$f(\mu(u_{01}), u_{12}) = \mu(u_{01} \oplus u_{12})$$

$$g(\mu(u_{01}), u_{12}) = \text{suff}(\beta(u_{01} \oplus u_{12}), \text{len}(u_{01}))$$

This is called a realization of the behavior.

**Proposition 2.14.** Given a behavior function, then corresponding memory, output, and state transition functions exist.

**Proof.** We will proceed by construction. Let $\mu$ be the identity function (i.e., $\mu(u) = u$), and define the output and state transition functions as

$$f(x, u_{12}) = x \oplus u_{12}$$

$$g(x, u_{12}) = \text{suff}(\beta(x \oplus u_{12}), \text{len}(x))$$

Since $\mu$ is the identity, the functions obviously satisfy the requirement.

**Definition 2.15.** The *state space* is the image of the memory function. (Sometimes this is called the *reachable* state space, to distinguish it from some easily expressed superset that is called the state space for convenience.)

The output function condition shows that the value of the memory function satisfies the classical definition of state, namely, that it, along with the input, is all the information needed (by the output function) to compute system output indefinitely into the future.

Intuitively, the memory function returns the state arrived at by some input sequence, starting from a fixed initial state. This state summarizes all information in past input that is relevant to future output.
The memory, state transition, and output functions exist but are not unique. Indeed, the construction used in the proof, called the free realization, is an “inefficient” solution. In practice we prefer a memory function that forgets everything about past input except what is essential to future system behavior.

**Definition 2.16.** There is a distinguished state in the state space \( x_0 = \mu (\Lambda) \) called the *initial state*.

Observe that a given state transition equation, with knowledge of the initial state, determines the memory function.

\[
f (x_0, u) = f (\mu (\Lambda), u) = \mu (\Lambda \oplus u) = \mu (u)
\]

Therefore for many applications, the memory function never need be mentioned.

**Remark 2.17.** An alternative formulation of state transition function requirement that does not explicitly refer to the memory function. Since \( \mu (u) = f (x_0, u) \), then the requirement

\[
f (\mu (u_0), u_{12}) = \mu (u_0 \oplus u_{12})
\]

holds whenever

\[
f (f (x_0, u_0), u_{12}) = f (x_0, u_0 \oplus u_{12})
\]

holds.

**Proposition 2.18.** \( g (x_0, u) = \beta (u) \)
Proof.

\[ g(x_0, u) = g(\mu(\Lambda), u) \]

\[ = \text{suff}(\beta(\Lambda \oplus u), \text{len}(\Lambda)) \]

\[ = \text{suff}(\beta(u), \text{len}(\Lambda)) \]

\[ = \text{suff}(\Lambda \oplus \beta(u), \text{len}(\Lambda)) \]

\[ = \beta(u) \]

Therefore, when an output equation and initial state are known, we do not necessarily ever need to refer to the behavior function. \qed

Remark 2.19. An alternative formulation of the output function requirement that does not explicitly refer to the memory or behavior functions is

\[ g(\mu(u_{01}), u_{12}) = \text{suff}(\beta(u_{01} \oplus u_{12}), \text{len}(u_{01})) \]

\[ g(f(x_0, u_{01}), u_{12}) = \text{suff}(g(x_0, u_{01} \oplus u_{12}), \text{len}(u_{01})) \]

Interestingly, we have not yet made any explicit mention of causality.

Definition 2.20. Behavioral causality is the property that

\[ \beta(u_{01} \oplus u_{12}) = \beta(u_{01}) \oplus \text{suff}(\beta(u_{01} \oplus u_{12}), \text{len}(u_{01})) \]

For our purposes, we expect a block behavior function to have the property that later inputs will not change earlier outputs. The condition in the definition above means that if
$t$ marks the time where $u_{01}$ ends and $u_{12}$ begins, the output before $t$ cannot be affected by the input after $t$, though the output after $t$ may depend on the input both before and after $t$.

**Remark 2.21.** It might appear that causality is implied by the transition and output function properties. But consider this behavior function.

\[
\beta((a)) = (1)
\]

\[
\beta((a,a)) = (2,2)
\]

\[
\beta((a,a,a)) = (3,3,3)
\]

\[
\beta((a,a,a,a)) = (4,4,4,4)
\]

\[\vdots\]

It is not causal, but it can still be perfectly well represented by state and output equations that satisfy the properties above.

\[
\mu(s) = \text{len}(s)
\]

\[
f(\mu(s_1), s_2) = \mu(s_1) + \mu(s_2)
\]

\[
g(\mu(s_1), s_2) = \left(\mu(s_1) + \mu(s_2), \ldots, \mu(s_1) + \mu(s_2)\right)_{\text{len}(s_2)}
\]

Thus, an underlying transition and output function realization does not, by itself, imply behavioral causality.
Next we show that a causality property in the behavior function implies a similar property in the realization.

**Proposition 2.22.** The transition-output system realization of a causal behavior, is causal.

**Proof.** First,

\[
\beta (u_{01} \oplus (u_{12} \oplus u_{23})) = \beta (u_{01}) \oplus \text{suff} (\beta (u_{01} \oplus u_{12} \oplus u_{23}), \text{len} (u_{01}))
\]

\[
= \beta (u_{01}) \oplus g (\mu (u_{01}), u_{12} \oplus u_{23})
\]

Also,

\[
\beta ((u_{01} \oplus u_{12}) \oplus u_{23}) = \beta (u_{01} \oplus u_{12}) \oplus \text{suff} (\beta (u_{01} \oplus u_{12} \oplus u_{23}), \text{len} (u_{01} \oplus u_{12}))
\]

\[
= \beta (u_{01} \oplus u_{12}) \oplus g (\mu (u_{01} \oplus u_{12}), u_{23})
\]

\[
= \beta (u_{01}) \oplus \text{suff} (\beta (u_{01} \oplus u_{12}), \text{len} (u_{01})) \oplus g (\mu (u_{01} \oplus u_{12}), u_{23})
\]

\[
= \beta (u_{01}) \oplus g (\mu (u_{01}), u_{12}) \oplus g (\mu (u_{01} \oplus u_{12}), u_{23})
\]

Taking the suff (·, len (u_{01})) of each of these, we get

\[
g (\mu (u_{01}), u_{12} \oplus u_{23}) = g (\mu (u_{01}), u_{12}) \oplus g (\mu (u_{01} \oplus u_{12}), u_{23})
\]

\[
g (x_{1}, u_{12} \oplus u_{23}) = g (x_{1}, u_{12}) \oplus g (f (x_{1}, u_{12}), u_{23})
\]

The final equation is the output causality relation. \(\square\)
Lemma 2.23. A causal output equation distributes over splices.

Proof. The property itself is the base case. The inductive step:

\[ g(x_0, u_0 \oplus u_{12} \oplus \cdots \oplus u_{ab}) = g(x_0, u_0) \oplus g(x_1, u_{12}) \oplus \cdots \oplus g(x_a, u_{ab}) \]

This implies

\[ g(x_0, u_0 \oplus u_{12} \oplus \cdots \oplus (u_{ab} \oplus u_{bc})) = g(x_0, u_0) \oplus g(x_1, u_{12}) \oplus \cdots \oplus g(x_a, (u_{ab} \oplus u_{bc})) \]

\[ = g(x_0, u_0) \oplus g(x_1, u_{12}) \oplus \cdots \oplus g(x_a, u_{ab}) \oplus g(x_b, u_{bc}) \]

Where \( x_1 = f(x_0, u_0) \), \( x_2 = f(x_1, u_{12}) \), etc.

Proposition 2.24. System causality implies behavior causality.

Proof. Since system causality holds, it holds from the initial state \( x_0 \).

\[ g(x_0, u_1 \oplus u_2) = g(x_0, u_1) \oplus g(f(x_0, u_1), u_2) \]

The state transition from the initial state is an alias for the memory function.

\[ g(x_0, u_1 \oplus u_2) = g(x_0, u_1) \oplus g(\mu(u_1), u_2) \]

Relating output and behavior, and the output function property,

\[ \beta(x_0, u_1 \oplus u_2) = \beta(x_0, u_1) \oplus \text{suff}(\beta(u_1 \oplus u_2), u_1) \]

Proposition 2.25. The state transition function requirement and output causality relation
together imply that the output function requirement holds.

Proof.

\[
\text{suff}(g(x_0, u_{01} \oplus u_{12}), \text{len}(u_{01})) = \text{suff}(g(x_0, u_{01}) \oplus g(f(x_0, u_{01}), u_{12}), \text{len}(u_{01}))
\]
\[
= g(f(x_0, u_{01}), u_{12})
\]

□

2.3.7 Linear systems example

Consider a linear system of the form:

\[
\dot{x}(t) = Ax(t) + Bu(t)
\]
\[
y(t) = Cx(t) + Du(t)
\]

The behavior is \( y = \beta(u) \) where the output segment \( y \) has a duration same as \( u \) and a function given by the solution of the above system of ordinary differential equations, namely,

\[
y(t) = C \left( e^{(t-t_0)A}x_0 + \int_{t_0}^{t} e^{(t-\tau)A}Bu(\tau - t_0) \, d\tau \right) + Du(t)
\]

Viewed as a convolution integral, the upper integration limit of \( t \) ensures that the argument \( t - \tau \) to the convolution kernel is always nonnegative, making this a causal behavior function.
A good candidate for the state transition function in the sense meant here is [47]:

\[ f(x_0, u) = e^{(t-t_0)A}x_0 + \int_{t_0}^{t} e^{(t-\tau)A}Bu(\tau - t_0)\,d\tau \]

This function satisfies the state transition requirement: we know that

\[
f(f(x_0, u_{01}), u_{12}) = f \left( e^{(t_1-t_0)A}x_0 + \int_{t_0}^{t_1} e^{(t_1-\tau)A}Bu_{01}(\tau - t_0)\,d\tau, u_{12} \right)
\]

\[= e^{(t_2-t_1)A} \left( e^{(t_1-t_0)A}x_0 + \int_{t_0}^{t_1} e^{(t_1-\tau)A}Bu_{01}(\tau - t_0)\,d\tau \right) + \int_{t_1}^{t_2} e^{(t_2-\tau)A}Bu_{12}(\tau - t_1)\,d\tau\]

\[= e^{(t_2-t_0)A}x_0 + \int_{t_0}^{t_1} e^{(t_2-\tau)A}Bu_{01}(\tau - t_0)\,d\tau + \int_{t_1}^{t_2} e^{(t_2-\tau)A}Bu_{12}(\tau - t_1)\,d\tau\]

But also (and using the formal definition of the splice),

\[ f(x_0, u_{01} \oplus u_{12}) = e^{(t_2-t_0)A}x_0 + \int_{t_0}^{t_2} e^{(t_2-\tau)A}B(u_{01} \oplus u_{12})(\tau - t_0)\,d\tau \]

\[= e^{(t_2-t_0)A}x_0 + \int_{t_0}^{t_1} e^{(t_2-\tau)A}Bu_{01}(\tau - t_0)\,d\tau + \int_{t_1}^{t_2} e^{(t_2-\tau)A}Bu_{12}(\tau - t_1)\,d\tau\]

Therefore,

\[ f(x_0, u_{01} \oplus u_{12}) = f(f(x_0, u_{01}), u_{12}) \]

Since the behavior is causal and the state transition requirement holds, it follows that the output function requirement also holds. Therefore we have established the state transition and output functions for the behavior of a system of linear time-invariant differential equations.
2.4 Timed Event Systems Theory

A timed event system, like any system, accepts an input signal and produces an output signal. The signals are of a novel type: they do not consist of quantities varying in time, but of events occurring at associated times. (This TES-specific signal type is called a timeline.) The events do not have any special restrictions on them. In practice they are implemented as arbitrary software objects (in the sense of object-oriented programming).

The computation of outputs from inputs is also quite free, but one important constraint relied on here is causality, namely, an input event at some time cannot produce an output event at some earlier time.

Causality follows naturally from a TES block when its behavior is described not explicitly with a behavior function, but rather in terms of a more convenient function called the event response function (ERF).

There is a difference of emphasis or viewpoint between the behavior and ERF descriptions of a block. Behavior emphasizes a relationship that holds among the input and output segments “all at once.” The ERF viewpoint emphasizes the pointwise dynamic evolution of the output as a response to the input.

2.4.1 Event response function and external dynamics

Here we define the ERF and show that it defines a behavior.

In the ERF viewpoint, the state of a block is partitioned into two parts, called the external state $q$ and internal state $x$, for a total state $(x,q)$. The rationale for this is to support the partitioning of block dynamics into external dynamics and ERF (or internal dynamics), as described below.

Intuitively, the external state contains pending output events scheduled by the block. The internal state contains any relevant summary of input history, and is private to the block.

The ERF computes the changes to total block state caused by some input event $e$. 
Therefore, an input event can affect both external state (e.g., it can schedule an output event) and internal state.

\[ x', q' = h(x, q, e) \]

Clearly the ERF by itself is not enough to define a behavior, because it does not account for the passage of time. The effect of the simple passage of time, i.e. a stretch of time in which no input events occur, is modeled with external dynamics. External dynamics is not dependent on internal state and cannot affect internal state. Over the lapse of time \( \tau \) the block output segment \( y_\tau \) is computed. Expressing external dynamics as a function \( H \),

\[ y_\tau, q' = H(q, \tau) \]

The above expression is necessary but not sufficient to constrain \( H \); by itself it ascribes \( H \) too much freedom. But if \( q \) is modeled formally as a timeline type (which is quite appropriate), then external dynamics can be precisely defined as

\[ y_\tau = \text{pref}(q, \tau) \]

\[ q' = \text{suff}(q, \tau) \]

The interpretation of this is straightforward. In a lapse of time \( \tau \), any pending output events scheduled to occur in the next \( \tau \) time units appear on the output. The remaining pending events are those that are scheduled to occur after \( \tau \). The waiting time for all of these events is reduced by \( \tau \) (this is the effect of the suff).

Note that since in this model the passage of time does not affect internal state, a block cannot simulate something as simple as an analog clock. If a block needs to know the time of an event arrival, this information must be included with the event.
2.4.2 TES block behavior

We take for granted that an input segment is always equal to some splicing together of pure events and pure time lapses. (An argument that such a decomposition is possible is as follows: as a segment, the timeline is a tuple of a function and a duration; the domain of the function is totally ordered; therefore the events can be totally ordered (i.e., can be sorted; the number of events is finite) and the time delays between them can be computed.)

Given such a decomposition of the input segment, we can compute the corresponding output segment.

Let the decomposition of the input segment be:

\[ u_1 \oplus u_2 \oplus \cdots \oplus u_n \]

where each \( u_i \) is either a time lapse segment or a segment containing one event (NB a segment containing one event has length \((1, 0, 0)\), which is not a length of zero in the timeline type).

Then

\[
\begin{align*}
  f ((x, q), u_i) &= \begin{cases} 
  h (x, q, e) & \text{if } u_i = \text{Event} (e) \\
  (x, \text{suff} (q, \tau)) & \text{if } u_i = \text{Lapse} (\tau)
  \end{cases} \\
  g ((x, q), u_i) &= \begin{cases} 
  \Lambda & \text{if } u_i = \text{Event} (e) \\
  \text{pref} (q, \tau) & \text{if } u_i = \text{Lapse} (\tau)
  \end{cases}
\end{align*}
\]

With \( u = u_1 \oplus u_2 \oplus \cdots \oplus u_n \) and using the distributive property of the output function over splices, the behavior follows immediately as \( \beta (u) = g ((x_0, q_0), u) \).

The question remains of how to orchestrate internal and external dynamics in an interconnection of blocks, so that the resulting outputs for all blocks satisfy the interconnection’s block diagram equation.
2.4.3 TES simulation example

Here we simulate a simple system (Figure 2.4) by hand. The block $\beta_1$ is a unit delay.

The block diagram equation for this system is

$$y_1 = \beta_1 (y_0 + y_1)$$

Let the exogenous input $y_0$ be a timeline of length 2.5 with a single event $a$ at 0.0.

$$y_0 = \{(0.0, a), 2.5\}$$

Event $a$ at 0.0 passes through the summing junction to the delay block. The delayed version appears at 1.0 on $y_1$. This feeds back through the summer to the block, producing a delayed version on $y_1$ at 2.0. This also feeds back and causes the delay block to schedule another output at 3.0, but since the simulation runs for only 2.5 seconds, this last output event never appears (instead it remains pending in $q_1$). The total output of the simulation is

$$y_1 = \{(1.0, a), (2.0, a)\}, 2.5)$$

Note that $y_1$ could not be computed by a simpleminded application of $\beta_1$, because the input $y_0 + y_1$ to the block over the whole input interval was not known before the simulation was run. (It is interesting to note that a solution using $\beta_1$ alone does exist, though it is more expensive: fixed point iteration of $\beta_1$, starting from $y_1 = (\{\}, 2.5)$, arrives at the solution in a finite number of steps. A related technique for differential equations is called Picard iteration, which converges in the limit.)
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However, a given solution can be verified by a straightforward application of $\beta_1$. We give an example of how the block behaviors can verify the solution. Suppose we were given the above solution without explanation and asked if it does indeed satisfy the block diagram equation. Since this diagram has only one block, there is only one function to check. The processing performed by a delay block can be written down by inspection. Does the solution $y_1$ computed by the simulation indeed satisfy the block diagram equation $y_1 = \beta_1 (y_0 + y_1)$?

\[
y_0 + y_1 = (\{(0.0, a), (1.0, a), (2.0, a)\}, 2.5)
\]

\[
\beta_1 (y_0 + y_1) = (\{(1.0, a), (2.0, a)\}, 2.5)
\]

\[= y_1
\]

Therefore, the block diagram equation is satisfied by the simulation output.

These arguments are formalized and made general in the next section.

### 2.5 Simulation Solves a TES Diagram

Here we will show that the well-known DES/TES simulation algorithm solves the block diagram.

Here the specific notations for internal (ERS) and external dynamics are wrapped up by the behavior function. However, the algorithm presented is TES-specific, since the total external state must be examined to determine the time of the next pending event.

#### 2.5.1 The pending event

As far as the algorithm here is concerned, the critical feature of a TES is that the time of the next event can always be determined. We simply assume this capability here, but note in passing that while it is often simple to implement in software, it is not a triviality;
references [50–52] are entry points to the interesting literature on this subject.

Knowing the next event (including its time of occurrence) means that all output signals are known from the current time up to the event time, namely, they are all uneventful except for one, on which the pending event occurs at the end of the interval.

2.5.2 Simulation algorithm

Suppose the total diagram is in state \((X, Q)\), where \(X\) is the collection of the block internal states and \(Q\) is the collection of block external states (i.e., pending output events).

From \(Q\) we can determine the next event \(e_i\), its time of occurrence \(t_i\), and the block \(k\) sending it.

Denote the output of block \(k\) from the previous to the current event as \(y_{k,i}\). Typically this will be a segment of length \(t_i - t_{i-1}\) containing exactly one event \(e_i\) at time \(t_i\). The outputs \(y_{j,i}\) for all other blocks \(j \neq k\) are uneventful on this interval.

This determines all outputs for this interval. The outputs determine the inputs for this interval. How do we know these inputs will not include some new interfering event? An interfering event could not be caused by \(e_i\) because the blocks are causal. And, an interfering event could not have been scheduled by some other block because this would contradict the determination that \(e_i\) was the next pending event. Therefore, the outputs satisfy the block diagram equations on the current interval.

Processing the event \(e_i\) removes it from the sender’s queue and updates the receive block’s state to \((x_i, q_i)\). Iterate until there is no pending event, upon which the algorithm terminates, returning the outputs \(y_n\) for all blocks, spliced together across the intervals.

2.5.3 Correctness of algorithm output

A straightforward application of the above lemmas (namely, output equation distributes over splices; a splice of overlays equals an overlay of splices) shows that this simulation output solves the diagram, i.e., that satisfying the implicit relation per block and per interval as the algorithm does, is sufficient to satisfy it for all blocks in the diagram over the entire
simulation timeline.

\[ y_n = g_n \left( x_0, \sum_{m \in I_n} y_{m,1} \right) \oplus g_n \left( x_1, \sum_{m \in I_n} y_{m,2} \right) \oplus \cdots \oplus g_n \left( x_{N-1}, \sum_{m \in I_n} y_{m,N} \right) \]

\[ = g_n \left( x_0, \sum_{m \in I_n} y_{m,1} \oplus \sum_{m \in I_n} y_{m,2} \oplus \cdots \oplus \sum_{m \in I_n} y_{m,N} \right) \]

\[ = g_n \left( x_0, \sum_{m \in I_n} y_{m,1} \oplus y_{m,2} \oplus \cdots \oplus y_{m,N} \right) \]

\[ = g_n \left( x_0, \sum_{m \in I_n} y_{m} \right) \]
Chapter 3: FSM Identification

This chapter is not yet about timed event systems, but rather about finite state machines. We review the problem of FSM identification, and then consider in detail how the problem is solved by an adaptation of a classic result on learning regular languages. The FSM identification algorithm presented here includes the original language learning algorithm as a special case. Although the differences in the algorithm and its proofs between the original and generalized versions are relatively minor, the broadening of applicability is substantial, a theme to be continued in the following chapter.

3.1 From language learning to FSM identification

A major goal of computational learning theory (CoLT) is learning from examples the rule that characterizes a subset of a known set. For example, a central problem is the inference of a Boolean function from input-output examples. In this case the set consists of all possible input variable valuations, and the subset consists of those valuations that evaluate to “true.” Reconstructing the Boolean function is straightforward in principle if the output to every possible input is considered, except that this involves exponentially many terms. A key concern is efficiency (computational complexity) and its related questions such as, how “learnable” are different classes of Boolean functions? Is an algorithm guaranteed to converge to the correct answer, and if so how quickly? Questions such as this touch on deep topics in computer science \footnote{53} as well as being of some practical interest \footnote{54}.

A regular language is a special form of subset of the closure of an alphabet. Because of its simplicity, familiarity, and importance in computer science, learning a regular language is an interesting CoLT problem. In \footnote{23}, Gold showed that inferring a minimal automaton
from a given set of example strings, labeled with an indicator of membership in the regular language, is intractable. In 1987 Angluin developed an algorithm that efficiently identifies a regular language [24]. This positive result was made possible by making different assumptions than Gold — in contrast to a given a priori set of examples, Angluin allows the algorithm to query for the language membership of arbitrary strings of its own devising.

CoLT has not gotten much attention from the system identification community, perhaps because, as noted in [55], traditional CoLT “is aimed at trying to learn a ‘static’ set or function.”

Now when considering an infinite set such as a regular language, it is apparent that an algorithm does not represent this language literally as an infinite set (for which finite time would not suffice, let alone finite memory), but rather uses some finite representation.

An automaton is an important finite representation of a regular language. And while the language represented by an automaton is a static set, the automaton itself is a dynamical system! Therefore, a solution to a static language learning problem has a dynamical systems interpretation.

In fact, tracing back through the references (especially from [24] to [56] to [57]), the ideas leading up to Angluin’s algorithm have their roots in automata and abstract systems theory.

This observation does not diminish Angluin’s contribution in the slightest. From the systems identification viewpoint, her paper originates two crucial advances: the algorithm is efficient, and (in its PAC variant) does not require access to system internals (i.e., to current state, the state space, or even state space size).

What is the difference between Angluin’s algorithm and the one presented here? The output of Angluin’s algorithm is a regular language represented as an automaton. An automaton can be considered a special case of a finite state machine, namely, an FSM with a binary output alphabet. The algorithm here differs from Angluin’s in that the output alphabet is not assumed to be binary. In this sense, it is a strict generalization of Angluin’s result. Similarly, the proof given here simply shows that Angluin’s proof more or less goes
through without assuming a binary output.

In the algorithm and proofs this is a modest change. But the resulting broadening of applicability is appreciable, as is the shift in viewpoint: we go from identifying a regular language to identifying a machine, and from querying membership in a language to performing an experiment on the unknown system.

Another modest novelty is the explanation of algorithm behavior in terms of observation tree diagrams. While diagramming system evolution as a tree is hardly novel \[58,59\], using a tree to visualize the meaning of approximate Nerode equivalence does not seem to appear in the tutorial literature on Angluin’s algorithm, and is important to intuitive understanding and therefore to application and adaptation of the algorithm.

### 3.2 The finite state machine

**Definition 3.1.** A finite state machine of Moore type is a tuple \((Q, q_0, \delta, \gamma, A, Z)\) of:

- A finite set \(Q\) of states, and an initial state \(q_0 \in Q\)
- A finite set \(A\) of input symbols
- A finite set \(Z\) of output symbols
- A transition function \(\delta : Q \times A \to Q\) that, given a current state and current input, returns the next state
- An output function \(\gamma : Q \to Z\) that associates an output value with each state

The set \(A\) is called the input alphabet, \(Z\) the output alphabet, and \(Q\) the state space. Sometimes the input and output alphabets are implicit in the definitions of \(\delta\) and \(\gamma\), respectively, so the FSM can also be given as \((Q, q_0, \delta, \gamma)\).

A finite state machine is commonly diagrammed as in Figure 3.11. In that figure there are three states. The initial state \(q_0\) is depicted with a heavy stroke (initial state is also commonly designated with an unlabeled incoming arrow or other device \[60\]). If the uppermost state in the diagram is \(q_1\), then for an input symbol of 0, from \(q_0\) we follow the
outward arrow labeled 0 to \( q_1 \). This corresponds to a transition function that evaluates \( \delta (q_0, 0) = q_1 \).

Also, the output of \( q_0 \) is 1 and the output of \( q_1 \) is 0; the states in the diagram are labeled with their outputs. In the formal model these facts correspond to an output function that evaluates \( \gamma (q_0) = 1, \gamma (q_1) = 0 \).

We call the above model \emph{internal} since it explicitly uses a state \( q \in Q \) that in general cannot be uniquely determined from the output. A strictly behavioral or \emph{external} model can be constructed from the internal model as follows.

First, it is convenient to extend the definition of the transition function from input symbols to input sequences, i.e., to extend its domain from a state and an input symbol to a state and an input sequence.

\textbf{Definition 3.2.}

\[
\delta (q, \Lambda) \triangleq q
\]

\[
\delta (q, a \cdot s) \triangleq \delta (\delta (q, a), s)
\]

This then allows us to immediately write an external description, given by \( \beta' (u) = \gamma (\delta (q_0, u)). \) (We will often write the latter expression as \( \gamma \delta (u) \) for brevity.) This function returns the final symbol output by the FSM in processing input sequence \( u \). This external model is a good model of an FSM in a black box. We can feed it input sequences and see the outputs they generate, but the internal workings of state transitions are completely unknown.

Again referring to the diagram in Figure \ref{fig:fsm}, we can read out that for the input sequence 1100, we end up at \( q_0 \) whose output is 1. In the formal model this corresponds to \( \gamma \delta (1100) = 1 \).
3.3 The Identification Problem

The FSM identification problem can be informally stated as: given a behavioral FSM model \( \beta' \), infer a state space, transition function, and output functions satisfying it. By being given \( \beta' \) we mean that we can determine the machine’s response to any input sequences. We assume the behavior \( \beta' \) is not arbitrary but is in fact an external model of an FSM.

State spaces such as a Euclidean space come equipped with concepts of linear dependence, a metric, etc. In contrast, the discreteness of an FSM state space leaves it relatively devoid of structure. The state space is a mere set, and the kinds of objects in the set are not important. All that matters is that the set is finite.

The task is to somehow build up a representation of state from the only information available, namely, input-output traces. Most fundamentally, this representation will need to answer identity questions such as deciding whether two states are equal to each other or not. Once this is possible, we can work out the transition and output functions.

Note that our goal is not quite an exact reconstruction of the FSM underlying \( \beta' \) — this is impossible in principle if, for example, the underlying FSM has redundant states. Rather, we aim only for behavioral equivalence.

3.4 Introduction to the algorithm

Here we provide definitions and preliminary discussion of constructs used in the algorithm.

3.4.1 Preliminaries

First we briefly review some definitions and notation.

As used here, a sequence is simply a synonym for a tuple. Given a set \( A \), the set \( A^* \) (called the Kleene closure of \( A \)) consists of sequences of symbols in \( A \). It includes \( \Lambda \), the sequence of length zero.

We frequently will express concatenation of symbols and sequences with a dot operator. For symbols \( a_i \), a concatenation of symbols denoted \( a_1 \cdot a_2 \cdot a_3 \) means the sequence \( (a_1, a_2, a_3) \).
consisting of those symbols. Let \( s = a_1 \cdot a_2 \cdot a_3 \) be a sequence; then the concatenation of this sequence and a symbol, denoted \( s \cdot a \), means the sequence \( a_1 \cdot a_2 \cdot a_3 \cdot a \). Concatenation of sequences \( s_1 \) and \( s_2 \), denoted \( s_1 \cdot s_2 \), means the sequence consisting of the symbols in \( s_1 \) followed by the symbols in \( s_2 \). (Note that sequences built up with the dot operator always consist of symbols, never of other sequences.) Finally, the concatenation of sets \( S_1 \) and \( S_2 \), denoted \( S_1 \cdot S_2 \), is a set consisting of all \( s_1 \cdot s_2 \) for all \( s_1 \in S_1 \) and \( s_2 \in S_2 \).

For any sequence \( s \), we have that \( s \cdot \Lambda = \Lambda \cdot s = s \).

A set of sequences is *prefix-closed* whenever all prefixes of every sequence in the set are also in the set.

Similarly, a set of sequences is *suffix-closed* whenever all suffixes of every sequence in the set are also in the set.

The *prefix closure* of a set \( S \) is a set containing all the sequences in \( S \), and all the prefixes of all the sequences in \( S \). The *prefix reduction* of a set \( S \) is a subset of \( S \) in which no element is a prefix of another element.

Set difference is denoted with a minus sign.

### 3.4.2 Data structures

The algorithm maintains three structures: the sets \( S \) and \( E \), and the function \( T \). These are not fixed, but change as the algorithm executes.

The set \( S \) consists of sequences in the input alphabet. A sequence in \( S \) can be thought of as representing the state reached by that sequence starting from the initial state. (Note that different sequences in \( S \) may reach the same state.)

The set \( E \) also consists of sequences in the input alphabet. The sequences in \( E \) represent distinguishing experiments for states. They give the subtree on which state behavior is compared.

The algorithm stores the results of its experiments in a function \( T \). The domain of \( T \) is the set of experiments performed so far, and \( T \) evaluates to the result of the experiment, namely, the final output symbol. Thus \( T \) captures a subset of the SUT’s behavior. As more
experiments are performed, the domain of $T$ grows.

### 3.4.3 Discussion: tree diagram

Here we discuss representation and diagramming of input-output information stored in $S, E, T$.

In Figure 3.1 we see a diagram of raw input-output traces. The input symbol is recorded above the line and the corresponding output symbol is recorded below the line. These traces always begin from the system's initial state.

This same data is redrawn in Figure 3.2. Since the system is deterministic, the same input sequences always lead to the same output sequences. Also, since the system is causal, later inputs cannot affect earlier outputs. Therefore many input-output traces have an early portion in common. This figure is derived from Figure 3.1 by merging common input-output portions from different traces onto a single line. For example, the last two traces in Figure 3.1 both begin with input sequences 1,1,0,1 and necessarily have equal output sequences on this interval. Therefore the same information appears in Figure 3.2 collapsed onto a single
Figure 3.2: Since the system is deterministic and causal, the traces can be redrawn as a tree.

Figure 3.3: The input-output data resembles an FSM.
line. Note that the first input symbol is given a line shared by all traces that begin with that symbol.

The same data is redrawn yet again in Figure 3.3. This is done simply to make clear the similarity of an observation tree with an FSM. The similarity is that we can interpret the diagram as having nodes connected by transitions with associated inputs and outputs. The difference is that an FSM has transitions and outputs defined for every state, but the observation tree does not. In particular, while numerous nodes near the root or interior of the tree do have all transitions defined, the leaf nodes have no transitions defined. Since a finite tree always has leaf nodes, and leaf nodes have no transitions, a finite tree is not an FSM. But as will be shown, under appropriate conditions it can be transformed into an FSM.

3.4.4 Discussion: characterizing state by behavior

When a system is described to us in a way not explicitly involving state, is state still a meaningful concept? To infer a state-based model from input-output sequences we must address this question.

Applying an input sequence to a system from its initial state, drives it to some state. Certainly we can associate in some sense the resulting state with the input sequence that led to it. But it would be inadequate to define state in terms of the sequence leading to it, because then it would not be possible to have two different input sequences that lead to the same state.

If state is hidden from us, how would we ever know that two different input sequences led to the same state in a system? If two input sequences lead to the same state, then system behavior will be the same from this point on, regardless of which input sequence was used. This is an informal expression of the concept of Nerode equivalence of states.

Subtrees with common behavior from the starting node are indicated in Figure 3.4. It is entirely possible for two nodes in the observation tree to represent the same state, i.e., they diagram the same state being reached by different input sequences. In fact, for an
Figure 3.4: The dashed regions indicate subtrees with common behavior. These subtrees consist of input sequences $\Lambda$, 0, 00, 1.

SUT with a finite number of states, this eventually must happen. The critical idea here for determining when two nodes represent the same state is the characterization of state by behavior.

If two nodes produce different outputs for the same input sequences, they certainly do not represent the same state. If they produce the same outputs for several input sequences they might be the same state, or they might be different with their difference not yet discovered by an input sequence that distinguishes them. All we know is that there is no evidence that demonstrates that they represent different states.

Consider the nodes in Figure 3.4 reached by input sequences 10 and 1101. The dashed regions show that system behavior matches from these points on subsequent inputs $\Lambda$, 0, 00, 1. True Nerode equivalence would have them match for all possible subsequent inputs. The more limited concept of equivalence is the type used in this work; its advantage is that it can be checked by finite experimentation.
The observation tree viewpoint and the concept of equivalent states provides great insight into the FSM identification problem, and additionally highlights several challenges.

- Under what conditions can an observation tree be transformed into an FSM?
- How do we build up an observation tree such that these conditions are met?
- How do we know the resulting FSM is consistent with the tree it was derived from?

All of these questions will be addressed in what follows.

3.4.5 The sequence characterization function

We define a sequence characterization function \( \rho \) in terms of the observation table \((S, E, T)\).

It maps an input sequence to a structure characterizing system behavior following that sequence, namely, its behavior in response to \( E \). It is defined on \( S \cup S \cdot A \).

**Definition 3.3.**

\[
\rho(u) = \{(e_1, T(u \cdot e_1)), (e_2, T(u \cdot e_2)), \ldots, (e_n, T(u \cdot e_n))\}
\]

For all elements \( e_k \in E \).

It is important to emphasize that since \( \rho \) draws from \( S, E, T \), it is *not* defined for all input sequences \( A^* \), but only on \( S \cup S \cdot A \).

Equivalence of states is defined in terms of \( \rho \).

**Definition 3.4** (Equivalence of states). Let \( s_1 \) and \( s_2 \) be sequences in \( S \) or \( S \cdot A \). The states reached by \( s_1 \) and \( s_2 \) are called *equivalent* whenever \( \rho(s_1) = \rho(s_2) \).

Note that \( \rho(s_1) = \rho(s_2) \) implies \( T(s_1 \cdot e) = T(s_2 \cdot e) \) for all \( e \in E \).

\(^1\)Although this interpretation will not be emphasized, it is worth noting that as a set of ordered pairs, \( \rho(u) \) satisfies the set-theoretic definition of a function, which means that using expressions like \( \rho(u)(s) \) would be quite reasonable.
It was earlier noted that $S, E, T$ change as the algorithm runs. Therefore, the definitions of $\rho$ and of equivalence also change as the algorithm runs. If $E = \{\Lambda, 0, 00, 1\}$, then the regions in Figure 3.4 are a schematic of $\rho(10)$ and $\rho(1101)$; since these subtrees are equal, the (states reached by the) sequences 10 and 1101 are equivalent.

### 3.4.6 Closure and Consistency

Closure and consistency are properties of the table $S, E, T$ that may or may not hold at any given time.

**Closure** means that every element of $S \cdot A$ is equivalent to some element in $S$, i.e., there is always an $s \in S$ such that for all $s_1 \in S$ and $a \in A$, $\rho(s_1 \cdot a) = \rho(s)$. Informally, closure means that every next-state is equivalent to some state.

**Consistency** means that for $s_1, s_2 \in S$, $\rho(s_1) = \rho(s_2)$ implies $\rho(s_1 \cdot a) = \rho(s_2 \cdot a)$ for all $a \in A$. Informally, consistency means that if two states are equivalent, then all of their corresponding next-states are also equivalent.

Closure and consistency are significant because when $S, E, T$ has these properties, it can be transformed into an FSM.

### 3.4.7 Discussion: diagramming the concepts

Here we will preview the above concepts in action, in terms of the illustrations that accompany the detailed example in section 3.7.

The tree diagrams represent the sets $S, E, T$ at a certain point in algorithm execution. The sequence of edge labels from the initial node (rendered with emphasis) to any node represents an input sequence. The value in a node holds the SUT output in response to the sequence leading to that node. An input sequence, or sequence of arrow labels, is an input to $T$, and the value in a node is the corresponding output. The nodes to the left of the heavy dotted line correspond to the elements in the set $S$, i.e., the sequences in $S$ lead to these nodes.

\footnote{This definition of equivalence stands in contrast to others that commonly appear in the literature, such as equal behavior on all input sequences \cite{57,62} or on all input sequences up to some length $k$ \cite{16,62}.}
The set of nodes in $S \cdot A$, informally called the next-states, are the nodes one step to the right of the nodes in $S$. They include the “layer” of nodes $(S \cdot A) - S$ that lie immediately to the right of the dashed line.

All nodes taken together correspond to the elements of $(S \cup S \cdot A) \cdot E$, i.e., the complete domain of $T$. A behavior on the diagram is the subtree reachable by the sequences in $E$ from some starting node in $S \cup S \cdot A$.

For example, in Figure 3.10, $S = \{\Lambda, 0, 1, 11\}$, $S \cdot A = \{0, 1, 00, 01, 10, 11, 110, 111\}$, and $T(\Lambda) = 1, T(0) = 0, T(1) = 0, T(00) = 1$, etc.

For a sequence $s$, the characterization $\rho(s)$ gives the behavior of the system for sequences in $E$ starting from the node $s$. At the stage of the algorithm’s execution in this Figure, $E = \{\Lambda, 0\}$. Behaviors on this $E$ will include only the starting node’s output, and the output of the node reached after an input of 0. Therefore, characterizations for the elements of $S$ are:

\[
\rho(\Lambda) = \{(\Lambda, 1), (0, 0)\}
\]
\[
\rho(0) = \{(\Lambda, 0), (0, 1)\}
\]
\[
\rho(1) = \{(\Lambda, 0), (0, 0)\}
\]
\[
\rho(11) = \{(\Lambda, 1), (0, 0)\}
\]

Note that among these four elements of $S$, there are only three distinct behaviors. In particular, since $\rho(\Lambda) = \rho(11)$, the sequences $\Lambda$ and 11 are equivalent.

For another example of $\rho$ we refer to Figure 3.13. By this point in the algorithm’s execution, $E = \{\Lambda, 0, 1\}$. Therefore the characterizations at this time will include more behavior than before, namely, output due to the input sequence 1. So for the same arguments as
above, we now have:

\[ \rho(\Lambda) = \{(\Lambda, 1), (0, 0), (1, 0)\} \]

\[ \rho(0) = \{(\Lambda, 0), (0, 1), (1, 0)\} \]

\[ \rho(1) = \{(\Lambda, 0), (0, 0), (1, 1)\} \]

\[ \rho(11) = \{(\Lambda, 1), (0, 0), (1, 0)\} \]

There are still only three distinct behaviors on these four nodes (since \(\Lambda\) and 11 are still equivalent), but at a different sequence a fourth behavior has appeared, namely, \(\rho(01) = \{(\Lambda, 0), (0, 0), (1, 0)\}\).

We finish this section by highlighting examples of closure and consistency.

Consider Figure 3.6. At this point in the algorithm’s execution, \(E = \{\Lambda\}\), therefore behavior is compared only on the immediate node output. Both nodes in \(S \cdot A\) have outputs of 0. There is only one node in \(S\), and its output is 1. Since there is a sequence in \(S \cdot A\) (actually there are two: 0 and 1) that is not equivalent to any sequence in \(S\) (because their outputs differ), this \(S, E, T\) is not closed.

Consider Figure 3.9. At this point we still have \(E = \{\Lambda\}\). The two shaded nodes are equivalent, \(\rho(0) = \rho(1)\). For consistency to hold, this requires that we also have \(\rho(00) = \rho(10)\) and \(\rho(01) = \rho(11)\). But in fact neither of these hold, because the outputs for both pairs are different. Therefore this \(S, E, T\) is not consistent.

Finally, consider Figure 3.10. At this point in the algorithm’s execution, \(E = \{\Lambda, 0\}\), therefore behavior is compared at the immediate node output as well as on the output after an input of 0. In this case all the behaviors in \(S \cdot A\) can also be found in \(S\), so \(S, E, T\) is closed. Also, for the equivalent sequences 0 and 1, now that \(E\) has been augmented, we do have that \(\rho(00) = \rho(10)\) and \(\rho(01) = \rho(11)\). So this \(S, E, T\) is also consistent.
3.4.8 Equivalence of machines

How does the algorithm know if the conjecture matches the SUT? This can be considered a problem of empirically determining if two functions, the SUT model $\beta'(u)$ and the conjecture $\gamma\delta(u)$, are equal for all inputs $u$. Clearly this cannot be done by enumeration, since the number of tests required would be infinite.

Angluin addressed this problem in two steps. First, it is simply assumed that a query regarding the equivalence of two models can in fact be answered by an “oracle.” If the two systems are in fact equivalent the oracle would report it; otherwise it will return an input sequence $u$ that evaluates to a different output in the two models, $\gamma\delta(u) \neq \beta'(u)$, and thus serves as a counterexample to the hypothesis that the conjecture matches the SUT.

In some circumstances such an oracle is in fact available, such as a case where we have access to the underlying SUT, and can therefore check for homomorphism of SUT and conjecture.

However, in applications such as ours no such oracle is available. To handle such cases, we take the step of providing a surrogate for the exact equivalence query. This is a statistical test of equivalence that forsakes access to internal structure and relies on experimentation only. In effect, the ideal oracle’s testing (in principle) for output equality over every possible input is approximated by empirical testing for output equality over a substantial but finite number of random inputs. This is a widely-used criterion known as Probable Approximate Correctness, or PAC [63].

Informally, the statistical principle at work is, if $\beta'(u) = \gamma\delta(u)$ for a large number of random $u$’s, there is a good chance that $\beta'(u)$ will continue to equal $\gamma\delta(u)$ most of the time (for $u$’s that continue to be drawn from that same random source).

If one of the random inputs leads to a different output, this sequence is returned as the counterexample. Otherwise, once the SUT and conjecture match in behavior a certain number of times, the conjecture is deemed probably approximately correct.

For our identification application, there is no oracle of exact equivalence, and we use the statistical approach exclusively.
Initialization: $S$ and $E$ are sets containing $\Lambda$, and $T$ is a function defined on $\Lambda$ and the elements of $A$.

Repeat forever: (main loop)
  Repeat until $(S,E,T)$ is closed and consistent:
    If $(S,E,T)$ is not consistent, then augment $E$ with $a \cdot e$, and extend $T$.
    If $(S,E,T)$ is not closed, then augment $S$ with $s_1 \cdot a$, and extend $T$.
  Construct FSM $M$ from $(S,E,T)$.
  Compare $M$ to $\beta$ with the equivalenceTest.
  If $M$ is not equivalent to $\beta$, then augment $S$ with prefixClosure(counterexample), and extend $T$;
  Else, return $M$ and terminate.

Figure 3.5: The identification algorithm

### 3.5 Algorithm

The identification algorithm is outlined in Figure 3.5. It is a working implementation of this algorithm that is referred to in section 5.1.4.

#### 3.5.1 Inputs

The algorithm is given an alphabet $A$ of input symbols and a behavior function $\beta'$ that takes an input sequence to an output symbol. The function $\beta'$ is assumed to be an external model of a bona fide FSM. It models the black box or SUT which we can experiment on but whose internals we have no access to. The algorithm is free to assemble input sequences $u$ in $A^*$, and observe the behavior function’s response to them. (Note that in this section, $\beta'$ always refers to the SUT, and the symbols $\delta$ and $\gamma$ always refer to the current conjecture.)

#### 3.5.2 The query function extendT

The algorithm will routinely add new elements to $S$ or $E$. Since the domain of $T$ is $(S \cup S \cdot A) \cdot E$, experiments must be run to define $T$ for these new sequences. They are
determined by calling $\beta'$, i.e., by performing an experiment on the SUT. Therefore every call to extendT means conducting experiments on the SUT. This operation is centralized in a function called extendT in the pseudocode.

This function takes a list of input sequences, applies each input sequence $u$ to $\beta'$, and then records the output in $T$, i.e., $T(u) \triangleq \beta'(u)$.

### 3.5.3 Initialization

Assign the sets $S$ and $E$ their initial values of $A$. Call extendT on $A$ and the elements of $A$.

After initialization we enter the main loop. The main loop consists of two major parts: the closure and consistency loop, and the conjecture test.

### 3.5.4 Closure and consistency loop

The closure and consistency loop iterates until $S, E, T$ is closed and consistent.

First it performs the consistency check. Recall that consistency requires $\rho(s_1) = \rho(s_2)$ to imply $\rho(s_1 \cdot a) = \rho(s_2 \cdot a)$ for all $s_1, s_2 \in S$ and $a \in A$. If the table is not consistent, this means that there are some $s_1, s_2, a, e$ for which $\rho(s_1) = \rho(s_2)$ but $T(s_1 \cdot a \cdot e) \neq T(s_2 \cdot a \cdot e)$. Thus, the consistency check function returns True if $S, E, T$ is consistent, otherwise it returns the $s_1, s_2, a, e$ that violate consistency. If $S, E, T$ is not consistent, then $a \cdot e$ is added to $E$. This broadens the domain of $T$, and new experiments need to be run by extendT to fill in its values.

Next we perform the closure check. Recall that closure requires every $s_a$ in $S \cdot A$ to be equivalent to some $s$ in $S$. If $S, E, T$ is not closed, there is some $\rho(s_a)$ not equal to any $\rho(s)$. Thus, the closure check function returns True if $S, E, T$ is closed, or the sequence $s_a$ that violates closure. If $S, E, T$ is not closed, $s_a$ is added to $S$. This broadens the domain of $T$, and new experiments need to be run by extendT to fill in its values.

If $S, E, T$ was found to be both closed and consistent, we exit the closure and consistency loop and move on to the conjecture test; otherwise we repeat the loop.
3.5.5 FSM Construction and Conjecture Test

Once the table is closed and consistent, we can construct an FSM $M$ consistent with all observations so far. This is our guess or conjecture of the actual system.

**Definition 3.5.** The FSM $M$ is the tuple $(Q, q_0, \delta, \gamma)$ where:

$$Q = \rho(S)$$

$$q_0 = \rho(\Lambda)$$

$$\delta(\rho(s), a) = \rho(s \cdot a)$$

$$\gamma(\rho(s)) = T(s)$$

It is worth noting that this definition can be readily implemented as an algorithm in a high-level programming language; that equivalent states are “merged” simply by virtue of $Q$ being a set, which cannot contain duplicates; and that the states in this realization are not mere integers or labels, but behaviors that can be meaningfully compared for equality.

Next we perform a statistical test comparing the outputs of the SUT behavior $\beta'(u)$ and the conjecture $M$’s behavior $\gamma \delta(u)$ on random input sequences $u$ to determine whether the conjecture is an adequate match to the SUT. We use a formula for the required number $r$ of matches, and then enter a loop that iterates $r$ times. In each iteration, we generate a random input sequence $u$ and pass it to both the SUT and $M$. If any of these $u$ lead to different outputs between the systems, it is a counterexample disproving the equivalence of the SUT and $M$ — we exit the statistical testing loop, add $u$’s prefix closure to $S$, and extend $T$ to this new domain. Then we repeat the main loop by returning to the closure and consistency step.

On the other hand, if the statistical testing loop terminates after the outputs of the SUT and $M$ matched $r$ times, this means that the SUT and $M$ are PAC equivalent. We
return the machine $M$ as the solution, and terminate.

3.6 Algorithm correctness

Here we demonstrate the correctness of the realization step at the heart of the algorithm, and summarize its algorithmic properties.

3.6.1 Invariants

The set $S$ initially contains only $\Lambda$, and is augmented with either $s \cdot a$ (i.e., a sequence already in $S$ appended with a single symbol from $A$) or the prefix closure of a counterexample; therefore, $S$ is a prefix-closed subset of $A^*$.

Similarly, $E$ initially contains only $\Lambda$, and is augmented with $a \cdot e$ (i.e., a single symbol from $A$ suffixed with a sequence already in $E$), resulting in it being a suffix-closed subset of $A^*$.

3.6.2 Conjecture FSM is well-defined

Here we show that the construction in definition 3.5 is well-defined.

Let us obviate a potential problem with $\delta(\rho(u), a) = \rho(u \cdot a)$ and show that it is well-defined.

**Proof.** Suppose we have two distinct sequences $u_1 \neq u_2$ in $S$ that refer to equivalent states, $\rho(u_1) = \rho(u_2)$. To avoid an inconsistent definition of $\delta$, we must have that $\rho(u_1 \cdot a) = \rho(u_2 \cdot a)$; but this property is exactly what is called for by the consistency requirement.

Also, the range of $\delta$ must be a subset of $Q$, in particular, $\rho(u \cdot a)$ must lie in $Q$. But this is exactly what is called for by closure. \qed

We need similar assurances that the output function $\gamma(\rho(u)) = T(u)$ is well-defined. If sequences $u_1$ and $u_2$ in $S$ are distinct, but $\rho(u_1) = \rho(u_2)$, how do we know that $T(u_1) = T(u_2)$?
Proof. Since $\rho(u_1) = \rho(u_2)$, it follows that $T(u_1 \cdot e) = T(u_2 \cdot e)$ for any $e \in E$, and since $\Lambda \in E$, then $T(u_1) = T(u_2)$.

In definition 3.2 we extended the domain of the transition function to sequences. It follows that, as long as $u \in S$, so that $u \cdot a$ is in $\rho$’s domain of $S \cdot A$,

$$\delta(\rho(u), a \cdot s) = \delta(\delta(\rho(u), a), s)$$

$$= \delta(\rho(u \cdot a), s)$$

**Proposition 3.6.** By induction, the above extends to $\delta(\rho(u_1), u_2 \cdot u_3) = \delta(\rho(u_1 \cdot u_2), u_3)$, as long as $u_1 \cdot u_2 \in S \cup S \cdot A$.

### 3.6.3 Conjecture FSM matches observations

**Proposition 3.7.** Starting from the initial state, the transition function maps the accessor sequence to a state, $s_a \in S \cup S \cdot A$, to its corresponding state.

Proof. NB this only makes sense for $s_a \in S \cup S \cdot A$, the domain of $\rho$.

$$\delta(\rho(\Lambda), s_a) = \delta(\rho(\Lambda \cdot s_a), \Lambda)$$

$$= \rho(\Lambda \cdot s_a)$$

$$= \rho(s_a)$$

where we use result 3.6, definition 3.2, and a concatenation property of $\Lambda$.

**Proposition 3.8.** For $s_a \in S \cup S \cdot A$, then $\delta(\rho(\Lambda), s_a \cdot u)$ is equal to $\delta(\rho(\Lambda), s_1 \cdot u)$ for some $s_1 \in S$. 
\[ \delta (\rho (\Lambda), s \cdot u) = \delta (\rho (s), u) \]
\[ = \delta (\rho (s_1), u) \]
\[ = \delta (\rho (\Lambda), s_1 \cdot u) \]

where we use result 3.6 the closure property, and result 3.6 again.

Proposition 3.9. The machine \( M \) is consistent with all observations recorded so far; or,
\[ \gamma (\delta (\rho (\Lambda), s_{ae})) = T (s_{ae}) \] for any \( s_{ae} \in (S \cup S \cdot A) \cdot E \).

This result is nontrivial because \( T \) is defined on \( (S \cup S \cdot A) \cdot E \), but the values returned by \( \gamma \) only come from \( T \) defined on \( S \). We must take care in the proof to be sure we are not applying these equations where the functions involved are undefined.

Proof. We want to show that \( \gamma (\delta (\rho (\Lambda), s \cdot e)) = T (s \cdot e) \), for any \( s_{a} \in S \cup S \cdot A, e \in E \).

The proof is by induction.

For the base case we suppose that \( e = \Lambda \). We will show that the result holds whether \( s_{a} \) is in \( S \) or \( S \cdot A \).

- If \( s_{a} \) is in \( S \), then \( \gamma (\delta (\rho (\Lambda), s_{a})) = \gamma (\rho (s_{a})) = T (s_{a}) \), by result 3.7 and definition 3.5.
- If \( s_{a} \) is in \( S \cdot A \), there is by closure some \( s_{1} \in S \) such that \( \rho (s_{1}) = \rho (s_{a}) \). So \( \gamma (\delta (\rho (\Lambda), s_{a})) = \gamma (\rho (s_{a})) = \gamma (\rho (s_{1})) = T (s_{1}) \). But \( \rho (s_{1}) = \rho (s_{a}) \) implies \( T (s_{1}) = T (s_{a}) \). Therefore, \( \gamma (\delta (\rho (\Lambda), s_{a})) = T (s_{a}) \).

Next we address the inductive step. Let \( e_{k+1} \) be an element of \( E \) of length \( k + 1 \). Since \( E \) is suffix-closed, we have the factorization \( e_{k+1} = a \cdot e_{k} \), and \( e_{k} \) is in \( E \). We show that for \( s_{a} \in S \cup S \cdot A \), if \( \gamma (\delta (\rho (\Lambda), s_{a} \cdot e_{k})) = T (s_{a} \cdot e_{k}) \), then \( \gamma (\delta (\rho (\Lambda), s_{a} \cdot e_{k+1})) = T (s_{a} \cdot e_{k+1}) \).
So what is $\gamma(\delta(\rho(\Lambda), s_a \cdot e_{k+1}))$?

$$
\gamma(\delta(\rho(\Lambda), s_a \cdot e_{k+1})) = \gamma(\delta(\rho(\Lambda), s_1 \cdot e_{k+1}))
$$

$$
= \gamma(\delta(\rho(\Lambda), s_1 \cdot a \cdot e_k))
$$

$$
= T(s_1 \cdot a \cdot e_k)
$$

$$
= T(s_1 \cdot e_{k+1})
$$

$$
= T(s_a \cdot e_{k+1})
$$

Where the steps above follow by applying result 3.8, the definition of $e_{k+1}$, the inductive hypothesis, the definition of $e_{k+1}$ again, and definition 3.4 (because $\rho(s_a) = \rho(s_1)$ in 3.8).

### 3.6.4 Minimality and termination

Here we give brief summary “proofs” of results that are important in themselves but not a key concern for this work. The results are stated here in weakened form, and many details have been omitted. For a full development of these nontrivial proofs consult [24, 64, 65].

**Proposition 3.10.** Suppose $M'$ is some FSM consistent with $T$. This $M'$ does not have fewer states than the realization $M$.

**Proof.** The states in $Q$ are not equivalent to each other, because they are all distinguishable by some sequence in $E$. Let $Q'$ be the state space of $M'$. Every state in $Q$ is equivalent to some state in $Q'$, because $M'$ must contain states producing the behaviors recorded in $T$. Therefore there are at least $|Q|$ states in $Q'$ that are not equivalent to each other (because they also are distinguishable by some sequence in $E$). Therefore there are at least as many states in $Q'$ as in $Q$. 

\[ \square \]
Proposition 3.11. The algorithm terminates.

Proof. Any FSM consistent with \( T \) must have at least \( |\rho(S)| \) states. The underlying unknown system is obviously consistent with \( T \). Suppose its minimal form has \( n \) states.

If \( T \) is not closed or not consistent, we must increase the size of \( |\rho(S)| \) by at least one. Since \( |\rho(S)| = 1 \) after initialization, it can be increased at most \( n - 1 \) times, after which \( T \) must be closed and consistent.

Similarly, if a counterexample is found for a conjecture \( M \), this increases \( |\rho(S)| \) by at least one. So an incorrect conjecture can be made at most \( n - 1 \) times.

Since the algorithm can make no more than \( n \) closure or consistency adjustments before making a conjecture, and can make no more than \( n \) conjectures, the algorithm terminates. \( \square \)

3.7 Example

Here is an example of the algorithm at work. For simplicity, the input and output alphabets for the SUT are both \( \{0, 1\} \). For a peek ahead at what the underlying system is, see the correct final answer produced by the algorithm in Figure 3.14.

A guide to interpreting the diagrams was given in section 3.4.7.

1. The algorithm begins with an initialization. \( \beta'(\Lambda), \beta'(0), \beta'(1) \). Then we enter the main loop of the algorithm.

Our observation tree \( T \) at this point is diagrammed in Figure 3.6. This tree is trivially consistent because there is only one node in \( S \). But it is not closed, since there is no node in \( S \) whose behavior matches those seen in \( S \cdot A \) (at this point \( E \) still contains only \( \Lambda \), the behavior in \( S \) is \( \{(\Lambda, 1)\} \) but the behaviors in \( S \cdot A \) are both \( \{(\Lambda, 0)\} \)). Therefore we move (the node reached by) sequence 0 into \( S \). (In the figure this is done by redrawing the line.) Since we are now missing next-states (i.e., since \( S \) has been augmented, \( T \) is no longer completely defined on all of its domain \( (S \cup S \cdot A) \cdot E \)), we must query for them by running more experiments.
Figure 3.6: Observation tree upon entering main loop.

Figure 3.7: A closed and consistent tree with two unique behaviors; $E = \{\Lambda\}$. 
2. After querying the SUT with input sequences 00, 01, we arrive at the observation table in Figure 3.7. It is consistent, again trivially, because all behaviors in $S$ are unique; and closed, since all behaviors in $S \cdot A$ appear in $S$. With closure and consistency established, we realize our first conjecture $M_1$ from $T$. (In this case this can be visualized by rerouting every arrow to a node in the $(S \cdot A) - S$ layer to its behavioral equivalent in $S$.)

3. This conjectured automaton, 3.8, fails the equivalence test. The counterexample is the input sequence 11. In our conjectured system this gives output 0 but the real SUT gives output 1 in response to the same input sequence. So we move the counterexample 11 (and all its prefixes) into $S$, and run experiments (namely 10, 11, 110, 111) to extend the definition of $T$ for its augmented domain.

The resulting observation table, Figure 3.9, is closed but not consistent, because we have two behaviorally equivalent states in $S$ whose next-states are behaviorally inconsistent, i.e., the two shaded nodes in $S$ have output 0 but one changes to a state with output 1 in response to input 0, the other gives output 0 in response to input 0. (They also differ in response to 1, but we are interested in the fewest inputs that can distinguish among them.)

The current entries in $E$ do not adequately distinguish these states. But clearly, the input sequence 0 does, so add this input sequence to $E$, so that now $E = \{\Lambda, 0\}$. Judgments about behavior are no longer restricted to output only (i.e., response to input $\Lambda$), but must also take the later response to input 0 into account. Since the
domain of \( T \) has grown, run membership queries to extend the table.

4. The result (Figure 3.10) is closed — there are three distinct behaviors in \( S \cdot A \), and all can be found in \( S \). It is also consistent — there is one pair of sequences in \( S \) (namely \( \Lambda \) and 11) with the same behavior, and their corresponding successors also have the same behavior.

We transform the closed and consistent tree into our second conjecture \( M_2 \) (Figure 3.11) and subject it to an equivalence test. This test fails on the counterexample input sequence 011. Our conjecture \( M_2 \) predicts an output of 1, but the actual system gives an output of 0. We add this correction to the observation tree, and run more queries to define \( T \) on its extended domain.

5. The result is Figure 3.12. This tree is closed but not consistent — the behaviorally equivalent shaded nodes transition to behaviorally inequivalent successors upon input 1. So we add 1 to \( E \) and run queries to define \( T \) on its extended domain.
Figure 3.10: A closed and consistent tree with three unique behaviors; $E = \{\Lambda, 0\}$.

Figure 3.11: The second conjecture, $M_2$. 
Figure 3.12: Once again, a tree that is closed but not consistent.

Figure 3.13: A closed and consistent tree with four unique behaviors; $E = \{A, 0, 1\}$. 
6. The result in Figure 3.13 is closed and consistent. Of the five nodes in $S$, there are four unique behaviors. Build a conjecture $M_3$ from the tree. This machine passes the equivalence test (Figure 3.14). It is a correct identification.
Chapter 4: TES Identification

Chapter 3 was a strict generalization of Angluin’s algorithm to finite state machines. In this chapter we address the theoretical and practical concerns of specializing those results to timed event systems.

First we will describe how the identification algorithm of Chapter 3 applies to timed event systems. Then we will provide changes to the algorithm that better adapt it to this new application.

4.1 Finitization

In this section we address the practical problem of reconciling the timed event system model of Chapter 2 with the finite state machine identification algorithm of Chapter 3.

4.1.1 Introduction

Let us revisit the family of traditional timed automaton models. Roughly speaking, they consist of classical automata augmented with real-time clocks and transition guards. They typically have two ways to advance the total system state: a transition due to the passage of time, which simply advances the clock portion of the state, or a transition due to the occurrence of an event, which causes a transition in the automaton portion of the state. Note that an output event can only occur synchronous with an input event. The only effect of the clocks is to influence or modulate, via guard expressions, system behavior when an event occurs.

Now, an important FSM property is that each input symbol has an associated output symbol. If we take the input alphabet to include both the set $A$ of input events and the set $\mathbb{R}_{\geq 0}$ of non-negative delays, this same correspondence can be set up to a certain extent in
the family of traditional timed automaton models. Aligning input and output sequences, an input delay corresponds to an output delay. Also, every output event is synchronous with some input event.

However, it is not clear in this family of models how to express a “spontaneous” output event, i.e., one that is not synchronous with an input event. Without this capability, systems as simple as a unit delay block cannot be expressed.

For example, with output spontaneity, a single input symbol may actually generate an output delay, event, and another delay. For the modeling needs of this work, output spontaneity is essential. This forces us to shift our viewpoint away from the approach taken in the traditional models.

Significantly, the example suggests that instead of input and output alphabets consisting of delays and events, the alphabets rather should consist of relatively brief timeline snippets. Once we make this change, an output timeline corresponding to an input timeline can be determined quite naturally, spontaneous events and all. The idea of using timelines as input and output symbols is the key to applying FSM identification to TES.

4.1.2 Notation review

For convenience, here we summarize notation important in this chapter.

The external model \( \beta' \) (introduced in Section 3.2) takes an input sequence to an output symbol, i.e., \( \beta' : A^* \rightarrow Z \). (The prime is intended to suggest a single output symbol.) In contrast, the external model \( \beta \) (introduced in Section 2.2.1) takes an input timeline to an output timeline, \( \beta : U \rightarrow Y \).

For sequences such as the input sequence passed to \( \beta' \), a dot operator (used in chapter 3) gives concatenation of sequences. Since sequences are always made up of symbols, we “overloaded” the dot operator for convenience so that for sequences \( s_j \) and symbols \( a_k \), all of \( s_1 \cdot s_2, a_1 \cdot a_2, \) and \( s_1 \cdot a_1 \) yield sequences of symbols.

Timelines also have their own notion of concatenation. We will keep the circle-plus symbol introduced in Chapter 2 to denote concatenation of timelines. While sequences are
always built from symbols, timelines are simply built from other timelines\(^1\). Therefore there is no need to define additional behaviors for the circle-plus operator.

Both the circle-plus and dot operations are splices in the sense of Definition 2.4, but refer to different types. Instead of using the circle-plus as the notation in both cases and disambiguating on context, we continue to use the dot notation when the operands are sequences and the circle-plus when they are timelines.

Finally we introduce an operation that “promotes” sequence concatenation to timeline concatenation.

**Definition 4.1.**

\[
promote(a_1 \cdot \ldots \cdot a_n) = a_1 \oplus \ldots \oplus a_n
\]

### 4.1.3 Identification

Our identification approach is to find an FSM whose behavior matches the timed-event SUT. We will express this relationship in the form of a commutative diagram\(^6\), Figure 4.1. Such diagrams can be very helpful for expressing concepts like “system A simulates system B” succinctly and precisely.

In general, commutative diagrams make a statement about different paths that connect the same endpoints. As used here, each arrow on the diagram represents a function from its domain to its codomain. If there are different paths connecting the same endpoints, the diagram implies that applying the sequence of functions along either path to some element

\(^1\)If in the input alphabet we changed each symbol to a sequence of length one containing that symbol, this apparent contrast between sequences and timelines would disappear. This approach is actually advantageous in the software implementation. It would eliminate the apparent relative complexity of the dot concatenator, at the cost of extra explanation it would have required early in the narrative.
from the starting set, yields a common element in the ending set. (Note that this is a much
stronger statement than merely expressing the relationship of domains and codomains of a
collection of functions.)

In this particular diagram there are two paths from \( A^* \) to \( Y \), namely, up–then–across,
and across–then–up. In either case we begin with some element \( a_1 \cdot a_2 \cdots a_n \in A^* \), which is
a sequence of timelines. First we consider the up–then–across path. The promote operation
takes the sequence \( a_1 \cdot a_2 \cdots a_n \) and, using the splice proper to timelines, concatenates them
together into a single timeline \( u \in U \), namely, \( u = a_1 \oplus a_2 \oplus \cdots \oplus a_n \). Then we pass this
input timeline through \( \beta \) to compute the corresponding output timeline \( y \).

Taking the other path, the input sequence of timelines \( a_1 \cdot a_2 \cdots a_n \) is fed to the finite
state machine, which produces a corresponding sequence of output timelines \( z_1 \cdot z_2 \cdots z_n \in
Z^* \). This output sequence is promoted to a timeline using the splice proper to timelines,
\( z_1 \oplus z_2 \oplus \cdots \oplus z_n \).

We can understand the “rows” of this diagram as expressing a correspondence. Every
element of \( A^* \) has a corresponding element in \( U \). We can find this corresponding element
with the promote operation. In the bottom row, the meaning of the \( a \)’s as timelines is left
uninterpreted; they are treated as arbitrary symbols. To carry this sequence to the top
row, the promote operation must recognize the \( a \)’s as timelines. Similarly, every element
of \( Z^* \) has a corresponding element in \( Y \), which can also be computed with promotion. A
sequence of \( z \)’s is treated as a sequence of arbitrary symbols, but promotion acknowledges
them as timelines in order to map them to an element of \( Y \). So in the bottom row, the
FSM transforms an input sequence to an output sequence without caring that the symbols
represent timelines; in contrast, the top row is only meaningful because it involves timelines.
If \( \beta \) and the FSM map corresponding inputs to corresponding outputs, then \( \beta \) and the FSM
themselves correspond with each other.

Finally, our expression of the identification problem is, find an FSM such that this
diagram commutes, i.e., such that when corresponding inputs are fed to the FSM and the
target system, their outputs also correspond.
4.1.4 Approach

We have described the FSM we are looking for. Here we show how it may be found with FSM identification. The key is to make a TES appear to take a sequence of symbols as input and produce a sequence of symbols as output. We show how a behavior $\beta$ and input alphabet $A$ may effectively construct a finitized behavior $\phi$ that has the “interface” of a state machine.

Consider a causal behavior function that takes an input timeline to an output timeline, $\beta : U \to Y$, and choose a finite subset $A \subset U$ of the set of input timelines. We will denote an element of $A$ as $a$ and of $A^*$ as $a_1 \cdot a_2 \cdots a_n$. Note that $a$ is in $U$, $a_1 \cdot a_2 \cdots a_n$ is not in $U$, but $\oplus a_1 \oplus \cdots \oplus a_n$ is in $U$.

Definition 4.2.

$$\phi' (a_1 \cdot a_2 \cdots a_n) \triangleq \text{suff} (\beta (a_1 \oplus \cdots \oplus a_n), \text{len} (a_1 \oplus \cdots \oplus a_n-1))$$

Let us interpret this definition. We begin with a behavior $\beta$ and input timeline snippets $a_1 \cdot a_2 \cdots a_n$. We can splice these input timeline snippets together and compute system response to them. The suff keeps only the portion of the output timeline corresponding to the final snippet $a_n$ in the input timeline. Therefore $\phi'$ gives the output timeline corresponding to the final input snippet.

Definition 4.3.

$$\phi (a_1 \cdot \ldots \cdot a_n) = \phi' (a_1) \cdot \phi' (a_1 \cdot a_2) \cdot \ldots \cdot \phi' (a_1 \cdot \ldots \cdot a_n)$$

And now let us interpret this definition. We know that $\phi' (a_1)$ gives the output timeline response to $a_1$, $\phi' (a_1 \cdot a_2)$ gives the response to input $a_2$ (after having processed $a_1$), and $\phi' (a_1 \cdot \ldots \cdot a_n)$ gives the response to $a_n$ (after having processed $a_1 \cdot \ldots \cdot a_{n-1}$). It follows that $\phi$ takes a sequence of input timeline snippets to a corresponding sequence of output timeline snippets.
The motivation behind these definitions is that they relate a timeline-based behavior $\beta$ to a sequence-based behavior $\phi$.

**Proposition 4.4.** For causal $\beta$, if the FSM in figure 4.1 has the above behavior $\phi$, then the diagram commutes.

**Proof.** To show that the diagram commutes, we will show that the two paths through the diagram give equal results, i.e.,

$$\text{promote}(\phi(a_1 \cdot a_2 \cdot \ldots \cdot a_n)) = \beta(\text{promote}(a_1 \cdot a_2 \cdot \ldots \cdot a_n))$$

First, using the definitions above and 2.13 (and where $g$ refers to a realization of $\beta$),

$$\phi(a_1 \cdot a_2 \cdot \ldots \cdot a_n) = \phi'(a_1) \cdot \phi'(a_1 \cdot a_2) \cdot \ldots \cdot \phi'(a_1 \cdot a_2 \cdot \ldots \cdot a_n)$$

$$= \beta(a_1) \cdot \text{suff}(\beta(a_1 \oplus a_2), \text{len}(a_1)) \cdot \ldots \cdot \text{suff}(\beta(a_1 \oplus \cdots \oplus a_n), \text{len}(a_1 \oplus \cdots \oplus a_{n-1}))$$

$$= g(\mu(\Lambda), a_1) \cdot g(\mu(a_1), a_2) \cdot \ldots \cdot g(\mu(a_1 \oplus \cdots \oplus a_{n-1}), a_n)$$

Promoting this sequence we obtain

$$\text{promote}(\phi(a_1 \cdot a_2 \cdot \ldots \cdot a_n)) = \text{promote}(g(\mu(\Lambda), a_1) \cdot g(\mu(a_1), a_2) \cdot \ldots \cdot g(\mu(a_1 \oplus \cdots \oplus a_{n-1}), a_n))$$

$$= g(\mu(\Lambda), a_1) \oplus g(\mu(a_1), a_2) \oplus \ldots \oplus g(\mu(a_1 \oplus \cdots \oplus a_{n-1}), a_n)$$

Then, using 2.23 (which holds when $\beta$ is causal) and 2.18

$$g(\mu(\Lambda), a_1) \oplus g(\mu(a_1), a_2) \oplus \ldots \oplus g(\mu(a_1 \oplus \cdots \oplus a_{n-1}), a_n) = g(\mu(\Lambda), a_1 \oplus \cdots \oplus a_n)$$

$$= \beta(a_1 \oplus \cdots \oplus a_n) \quad \Box$$
So from $\beta$ and $A$ we have defined a new behavior $\phi$. This new behavior processes sequences instead of timelines, i.e., it has the interface of a state machine. (Note that we have not shown this behavior to necessarily correspond to a finite state machine.)

And now the identification approach is simply this.

1. Express the sequence-based behavior $\phi$ in terms of the timeline behavior $\beta$.
2. Choose an input alphabet $A \subset U$.
3. Use this $A$ and $\phi$ as the inputs to the FSM identification algorithm variant described in Section 4.2.

We have shown that we can construct a sequential behavior $\phi$ that has the behavior of a timed event system $\beta$. But we have not shown that $\phi$ can be realized with a finite number of states. In fact it generally cannot. Since the reachable subspace $\mu(A^*)$ of $\phi$ depends on $A$, the selection of $A$ is of substantial importance. These considerations are explored experimentally in chapter 5.

4.1.5 A pragmatic concern

This theoretical discussion actually raises a minor issue discovered in practice. Our approach relies on the algebraic property that a splice of a split of timelines equals the original timeline. However, if the split time does not have a finite binary representation (such as $1/3$, which is a repeating decimal in binary as it is in base-10 and therefore not exactly representable in conventional floating point), this property does not exactly hold.

As far as this work is concerned this problem is easily addressed. Since the user has the ability to choose the input alphabet, we always choose the duration of these input timelines to be friendly to binary fraction representations.
4.2 Algorithm enhancements

In the previous chapter we described an adaptation of Angluin’s algorithm that identifies finite state machines instead of regular languages.

The algorithm of chapter 3 is directly applicable to the TES identification problem as described above, except for one technical flaw concerning probable approximate correctness, which is addressed and corrected below. Additionally, some other heuristic changes based on the shift from languages to machines are considered, with a view mostly to reducing the total number of experiments required.

4.2.1 Relevant output

As an automaton or FSM operates, it produces a sequence of output symbols. In the special case of an automaton, these symbols indicate the language membership of the input sequence so far. For determining language membership, only the final output symbol matters.

For example, consider the FSM in Figure 3.14 and interpret it as an automaton whose output indicates language membership. Consider an input sequence $u = 001101$. The corresponding output sequence (suppressing the output of the initial state) is $y = 010100$. As indicators, this output tells us that the sequences 00 and 0011 are in the language, but all other prefixes of $u$ are not, including the complete sequence. If we are interested in language membership of the input sequence as a whole, we only care about the final output symbol. Normally the language memberships of the prefixes of the input sequence are irrelevant. This is why the original algorithm modeled the system behavior as $\beta'$, a function taking an input sequence to a single output symbol.

Consider the output of the systems in Figures 3.14 and 3.11 to the input sequence $u = 0111$. Their output sequences are 0000 and 0010, respectively. They are not equal, but they do agree in the last symbol, namely, they both indicate that this input sequence is not in the language.

If the input sequence 0111 was generated in a statistical test of equivalence of 3.14 and 3.11 it would be appropriate to count the comparison as a match as far as languages are
concerned, but if our goal is a probably approximately correct system, this would mean we were ignoring an error.

Instead of an elaborate investigation into what agreement in the final symbols tells us about agreement of the entire output sequences, we do something much simpler. We change from using a function $\beta'$ that returns only the final output, to $\beta$ that returns the entire output sequence. (In the context of the identification problem this makes perfect physical sense.) We compare entire output sequences in the statistical test, so that when the algorithm terminates, its PAC assurance applies to the output sequences, not only to the final output symbols.

### 4.2.2 Corollary changes

The substantial difference made by considering entire sequences is that the statistical acceptance test is made stronger — probable approximate correctness holds for the whole output sequence, not just the final output symbol. But other advantages emerge from this shift from a languages to a systems viewpoint.

One easy benefit is that instead of running a batch of new experiments, it suffices to run their prefix reduction. For example, if the algorithm calls for the results to input sequences 0, 00, and 001, it suffices to actually run only 001. The output symbols for all three input sequences can be filled into the observation table using the results of the single output sequence.

Another advantage of this change is that since we compare the whole output sequence, counterexamples can be trimmed down to the first place they are wrong. A shorter counterexample requires fewer experiments for its processing.

### 4.2.3 The silent suffix heuristic

What is here called the silent suffix heuristic assumes that making experiments slightly longer in order to reduce the total number of experiments is a good tradeoff. The experiments are lengthened by appending an extension $s_{\text{suff}}$ to the input sequence. The idea is
that the extended experiment also includes other longer experiments likely to be requested in the future.

How to choose $s_{suff}$ is quite dependent on the system at hand, but some observations that often hold in practical systems suggest a starting point.

- Many systems revert to a well-known reference mode or initial condition in case of a long uneventful spell.
- In some cases, an uneventful input is “least expensive” to run in some sense.
- Most of the time, no input event is occurring.

While the design of $s_{suff}$ is ultimately up to the analyst, these observations suggest setting it to a period of time in which no input events occur when no better options present themselves.

As for the algorithm, at certain points it has a choice of input symbols, and in this implementation it chooses them in order from $A$. However $s_{suff}$ is chosen, it should be coordinated with the ordering of $A$. When the algorithm needs to extend an experiment, it begins with the first element in $A$. Therefore, the first symbol in $s_{suff}$ and the first element in $A$ should be the same symbol.

For example, when experiment $s$ is called for, we actually run $s \cdot s_{suff}$. We return only the portion of the output corresponding to $s$ but store the entire result. Then later if any prefix of $s \cdot s_{suff}$ is called for, it need not be run, but the result simply recalled from a database.

### 4.3 The modified algorithm

The resulting algorithm is really just a variant of the one described in the previous chapter. Instead of repeating the bulk of that presentation, only the changes will be described.

A working implementation of this algorithm is demonstrated in the next chapter.

\footnote{Although $A$ is a set for all mathematical purposes, in software practice it is implemented with an ordering of elements, a property which turns out to be useful here.}
4.3.1 Input

In Figure 3.5, the input to the algorithm was an alphabet $A$ of input symbols and a final-output behavior function $\beta'$. In this variant, the input is an alphabet $A$ of input symbols and a whole-output behavior function $\beta$. Note that now the behavior maps to an output sequence instead of a single output symbol.

4.3.2 The query function $\text{extendT}$

The general role of $\text{extendT}$ is the same as before — it takes a list of input sequences, runs experiments on the SUT to find their associated outputs, and enters the results into the observation tree — but its details and implementation are different.

First we take the given list of input sequences and compute their prefix reduction.

Then, for each input sequence $u$ in the reduction that was not already in $T$:

1. Run the experiment $\beta(u \cdot s_{\text{suff}})$, where $s_{\text{suff}}$ is the silent suffix,

2. Loop over the prefixes $u_i$ of $u \cdot s_{\text{suff}}$ and their associated output symbol $z_i$ in the output sequence, and enter them into $T$, i.e., $\beta(u_i) \triangleq z_i$.

Note that the signature of $T$ is still $T : A^* \rightarrow Z$ as it was before.

Also, the operation of the silent suffix is very simple. The results of the extended part of the input sequence are simply recorded in $T$. Since this lies beyond $T$’s official domain of $(S \cup S \cdot A) \cdot E$, the main algorithm is not even aware of this data’s presence. If and when some part of the algorithm augments $S$ or $E$ and calls for filling out $T$’s domain on an input sequence that has already been run, $\text{extendT}$ detects the fact that the answer is already in place in $T$ and skips ahead to the next input sequence.

4.3.3 Conjecture test

As before, we build the conjecture $M$ and then test it in a loop with random inputs. The changes are that the entire output sequences are now compared, instead of just the final
symbol; and a counterexample input sequence is truncated to the first disagreement in the
output sequences.
Chapter 5: Experimental Results

The contribution of this dissertation is a system identification technique. Theoretical considerations form an important part of the argument, but ultimately the value of a tool lies in its usefulness, which is not a mathematical property and therefore cannot be proven to hold. Rather, it is a judgment made on the basis of practice and experience.

The examples chosen here stand in place of extensive industrial application. They are artificial cases meant to illustrate intended usage of the technique, and additionally, to highlight its strengths and weaknesses.

The search-track example is an SUT of appreciable complexity. The number of experiments required for identification may be considered rather high for many applications. The example takes advantage of serendipitously chosen input timing.

In contrast, the queue example is an extremely simple SUT; however, its input alphabet is poorly chosen, putting the identification algorithm at a disadvantage.

It is worth noting the difference between the intended application of this technique and the way the technique is used here. In practice, the algorithm is expected to operate on a piece of hardware such as an embedded system. The system will be instrumented so that a computer can reset the system, send it input events, and record its output events. However, in the examples here, the SUT is a piece of software interfaced to the identification algorithm, running on the same computer. Therefore all of the engineering issues of instrumenting real hardware are ignored. These issues are expected to include timing jitter and the mapping between events and physical signals. The particular problems posed by such issues are expected to vary considerably from system to system.
5.1 Search-Track Example

Here we illustrate the method by applying it to an SUT of a notional search-track radar system.

5.1.1 SUT description

An environment is divided into a $4 \times 4$ grid of cells. A “radar” can place a gate over any selected cell. This gate allows the radar to sense the presence or absence of a target in that cell only. A logic block arbitrates between search and track behaviors (Figure 5.1). In terms of our formalism, all blocks in the figure between the input and output, taken together, correspond to the SUT behavior function $\beta$.

The input is a sequence of target maps for the whole $4 \times 4$ environment. The gate block filters the data in these maps, passing through information about the presence or absence of a target only for the currently selected cell. This is intended to roughly model the information available in a sequence of radar returns.

Initially the logic block gives the search block control over the currently selected cell. The search block moves the cell over the entire environment in a raster pattern, spending one second in each cell. When the search block finds a cell containing a target, it notifies the logic block, which then hands control of the cell to the tracker. The tracker block attempts to keep the selected cell over the target. If the radar returns indicate a target present, the
tracker takes no action. If the target is lost, the tracker quickly checks the four adjacent
cells (or their available subset, if the target was last tracked in an edge cell) in an attempt
to re-establish track. (In this experiment it spends 0.25 seconds in each adjacent cell.) If
the tracker loses track it notifies the logic block, which transfers control of the cell back to
the search block.

5.1.2 Identification arrangements

In the experimental setup, the periodic sequence of target maps is provided by the identifi-
cation algorithm at a rate of four per second as input to the gate block, and the sequence of
cell selection events constitutes the output. The identification task is to compute a model
of the complete system. (The model only aims to be behaviorally equivalent to the SUT
in Figure 5.1 — we have no interest in, or hope of, recovering the block structure, hidden
events, etc.)

Before attempting identification of this system, the analyst needs to design an input
alphabet \( A \) and a random process in that alphabet, i.e., assign a distribution to \( A^* \).

For this system, a single input event is a target map that encodes per-cell occupancy of
the entire \( 4 \times 4 \) environment. Allowing every possible occupancy combination of the \( 4 \times 4 \)
grid would lead to an alphabet containing \( 2^{16} = 65536 \) distinct elementary input timelines.
We prefer to begin with a smaller alphabet of 17 timelines: 16 in which any one cell may
be occupied in the interval, and a 17th in which no cell is occupied during the interval.

The input random process design is important, since the quality of the identification
will be with respect to this process. The design involves a tradeoff: if the process ranges
over fewer possibilities, the identification problem is easier but applies to a narrower range
of situations; a process that includes a very wide range of inputs is broadly applicable but
could make identification quite expensive.

In this example, we decide to use a simple independent identically distributed (IID) input
process. Each sample is 200 symbols long, and each symbol is uniformly and independently
chosen from \( A \). (This is a choice of convenience over realism, since actual targets would
move through adjacent cells rather than jumping around or disappearing at random.)

5.1.3 Simulation results

The identification algorithm enters the closure-consistency loop and crafts a sequence of experiments. After 129 experiments its observations are sufficient to conjecture a model of the SUT. This conjecture is illustrated in Figure 5.2 and has 8 states.

After constructing a conjecture, the identification algorithm transitions to equivalence test mode, where it sends input sequences generated by the random process to both the SUT and its conjecture and compares the results. In this run, the conjecture predicted a different outcome than the actual system on the very first random experiment. This counterexample is incorporated in the observations, and the algorithm returns to the closure-consistency loop.

It takes 1091 more experiments (for a total of 1221 experiments so far) before the algorithm finds its database of observations sufficient to make its second conjecture, an FSM of 73 states illustrated in Figure 5.3. When facing the battery of random tests, this conjecture fails on the first randomly-generated input sequence, just as its predecessor. The
Figure 5.3: The second conjectured FSM
Figure 5.4: The third conjectured FSM
Figure 5.5: The fourth and final conjectured FSM
counterexample is incorporated into the observations and the algorithm goes back to the closure-consistency drawing board.

After 535 more experiments, the algorithm makes its third conjecture, this time consisting of 104 states and illustrated in Figure 5.4. Once again, the conjectured system fails to match SUT performance on the first random trial. The counterexample is noted and, 2489 experiments later, for a total of 4247 experiments, the identification algorithm makes its fourth conjecture, an FSM of 253 states illustrated in Figure 5.5. This one is able to pass the required 116 random trials without any errors. It is accepted as probably approximately correct.

These results were obtained using ideal input alphabet timing, e.g., the 0.25 second input event period evenly divides the one second period of the search behavior. The effects of non-ideal timing are investigated in Section 5.2, but first we will use the search-track example to measure the effectiveness of the heuristics introduced in Chapter 4.

5.1.4 Heuristic effectiveness

Here we present the raw data showing the difference in learning effort between the algorithm of Chapter 3, and the algorithm enhanced with the heuristics of Chapter 4. Each algorithm was run for fifteen trials on the search-track problem, where each trial used a different random seed for the input process. The results are depicted in Figure 5.6.

Every trial of the algorithm without heuristics needed at least 20000 experiments (an average of about 23448 experiments). Every trial of the algorithm with heuristics needed fewer than 5000 experiments (an average of about 4351 experiments) for the same identification quality. In this case, use of the heuristics allowed a model of the same quality to be inferred with approximately one-fourth the learning effort.

5.2 Queue Example

It goes without saying that identification techniques applied blindly cannot be expected to succeed; and as the complexity of the system type increases, so must the user’s care. In the
Figure 5.6: Impact of heuristics on learning effort
previous section we showed simulation results for a reasonably complex system identified with the benefit of ideal input timing. Here we explore the opposite extreme of a very simple system analyzed with unfortunate timing.

In these experiments the SUT is a very simple queue block. When an input arrives at an empty queue, it departs $T_q$ seconds later. If the queue is busy, a new input arrival leaves $T_q$ seconds after the last already-pending departure.

For an input alphabet we use

$$A = \{(\{\}, \tau_q) , \{(\tau_q/2, a)\} , \tau_q)\}$$

i.e., the symbols are a pure time lapse of duration $\tau_q$, and an interval of duration $\tau_q$ containing event $a$ at its midpoint. Every sample of the random process is a sequence of 30 alphabet symbols. Five symbols, uniformly distributed in the sequence, contain the event $a$, the other 25 are the time lapse.

We vary $\tau_q$ to study its effect on identification performance. The $\tau_q$ values lie in a reasonable range but otherwise were chosen quite arbitrarily. We chose to quantize $\tau_q$ to $2^{-6}$. This is mostly to avoid the annoyance of roundoff error when splicing. However, the queue processing time is a practically incommensurable $T_q = 0.314159$.

Since one of the inputs to the identification algorithm is a random process, its final output is also random. The scatter plot in Figure 5.7 illustrates the learning effort (i.e., number of experiments) needed to arrive at a PAC conjecture, for several designs of the input alphabet over several trials (ten trials per $\tau_q$).

The clearest feature in this figure is the “sour spot” at $\tau_q = 0.15625$ where the learning effort skyrockets. Also noteworthy is the flat region for the larger $\tau_q$ values. In these cases, the elementary input timelines are so long that the queue has finished processing them before the elementary timeline ends.

These results illustrate the hazard of applying the technique without careful preparation. Some choices of input timing can conceal an SUT’s underlying simplicity.
Figure 5.7: Effort needed to identify a simple queue model
Chapter 6: Conclusions

To conclude, we review the contributions made in this work, and present some of the new questions raised by this research.

6.1 Contributions

1. Development of a timed event system model in an abstract systems context. The model allows for arbitrary event timing, spontaneous output events that are not required to be synchronous with an input event, subsystem composition (one that completely avoids explicit construction of synchronized products of automata), an effectively arbitrary number of clocks (through they are not explicitly addressed as such), a simple and familiar mechanism for scoping of events (namely, the block diagram), and the ability to retract scheduled events that have not yet occurred. An important feature is the simplicity with which all of these features can be exercised. The model is developed in enough detail to allow formulation of an identification problem in its terms, for implementation in working software, and for proof of simple theorems such as the correctness of the discrete event system simulation algorithm.

2. Development and presentation of an algorithm for identification of finite state machines. This algorithm is a strict generalization of Angluin’s seminal contribution, which addressed the problem of identification of regular languages. A detailed proof is given of the critical property that every FSM constructed by the algorithm is consistent with all experimental data. It is shown historically that one influence on Angluin’s algorithm was systems theory, and the presentation of the algorithm is from

---

Footnote: While intended as a means to an end, the inherent value of this part of the problem in its own right was a pleasant surprise in the course of this research. Thus the inclusion of systems theory material that goes beyond what is strictly necessary for the identification task.
the systems theory viewpoint.

3. Development of a finitization construction that permits the interpretation of a timed event system as an abstract system, or state machine. This is done to bridge the gap between timed event systems and finite state machines, so that a finite state machine identification algorithm can be applied to a timed event system. The theoretical concept also finds a concrete implementation in software.

4. Development and implementation of heuristic adaptations of the identification algorithm. These exploit the additional information available from an FSM not available from a regular language oracle, to improve identification efficiency. The heuristics are shown to give a fourfold improvement in learning efficiency over the unenhanced algorithm.

5. While recognizing that the technique has theoretical limitations, show by a detailed example a case in which the goal of automatic identification of a timed event system is achieved.

6.2 Future research

The work described in this paper represents a first step in adapting a technique from computational learning theory to a system identification problem. Early experience suggests numerous lines of investigation and development, including:

1. Extending the algorithm with noise tolerance, along the lines of \[67\].

2. Allowing the input process to depend on SUT behavior (this will sometimes be necessary to give the input process the desired probability distribution).

3. Finding heuristics for reducing the number of experiments needed. Could occasional user intervention help guide identification? Can exploratory data analysis, data mining, or optimization of initial results suggest better input alphabets?
4. Can applying knowledge of SUT subsystems reduce identification complexity? For example, in the search-track identification problem, an analyst might hypothesize that a subsystem in the SUT is generating commands to move the gate of interest either left, right, up, or down, and that the gate position is then being updated in a predictable way. Externally implementing this hypothesized predictable part could reduce the problem to that of identifying the generation of left, right, up, and down events, and would substantially reduce the size of the state space of the unknown system.

5. What is the natural analogue of the region automaton [28,29] for an ERF?

6. Can the discrete event system simulation correctness proof be interpreted as a system-theoretic justification for the technique of deadlock resolution via null messages used in distributed discrete event simulation [50,52]?

7. Can the concept of a code, i.e. a set of symbol sequences with a unique factorization in that set [68], and related concepts aid in input alphabet design?

8. How do we translate the identification product from its FSM form into other representations?

6.3 Epilogue

Currently, an analyst faced with the need to elicit the behavior of a complex event-based system does not have a wealth of techniques available. An identification technique is proposed here not as a complete solution but as a starting point. Like any sophisticated tool it should be used with other complementary methods when possible, and can only really be effective when applied with insight and engineering judgment. In spite of its limitations, it is hoped that the approach presented here can be a useful aid in addressing this difficult problem.
Appendix A: Analog Guards Example

The problem and examples used in the main body of this work consider identification problems in their most difficult form. In this appendix we consider scaling down to a less demanding model class, with a proportionate decrease in caveats. The result here is one arrived at relatively early in the course of this research. One benefit of considering a simpler problem is that we do not use the additional layer of abstraction described in Chapter 4.

A.1 The analog guard machine

A very simple model with some timed automaton-like features is an “analog guard” machine (AGM). An AGM is an FSM with optional conditions or guards included on the transitions. These guards take the form of a simple comparison on a real variable, e.g., \( x \leq 1.6 \). (How intricate the guards are allowed to get will certainly affect identification complexity.) For system behavior to be well defined, guards must be mutually exclusive and exhaustive, of course.

The AGM was not found in the literature but rather was developed as a foil to the ERA. The motivation for it is as follows. Recall that in an ERA, each input symbol has an associated clock, which gets reset to zero whenever its corresponding symbol is received. Since the analog clock values can be completely determined from the input sequence, it appears that ERA identification reduces to AGM identification.

Consider the AGM in Figure A.1. The states, from left to right, are referred to as \( S_0 \), \( S_1 \), \( S_2 \). A typical run with the machine may be as follows.

1. Start in the initial state \( S_0 \). Its output is 0 before any input is applied.

2. An input \( b \) arrives, causing a self transition to \( S_0 \).
3. An input $a$ causes transition to $S_1$.

4. Input $b$ occurs. There are two $b$ transitions out of $S_1$, and they depend on the value of $x$. (The value of $x$ means the value of $x$ associated with this input, e.g., the value of $x$ “when” the input $b$ occurs; $x$ can take different values every time.) Say the value of $x$ when $b$ occurs is 2.5. This value determines that the transition we take is back to $S_0$.

5. Another $a$ takes us to $S_1$.

6. It is followed by another $b$. This time the value of $x$ is 3.14. The transition is to $S_2$, and the output changes to 1 for the first time in the run.

### A.2 Identification technique

We seek to apply Angluin’s algorithm directly to this AGM. With a sensible choice of input alphabet this is possible. The idea is to extend the input alphabet to include a sampling of values for $x$. Here I choose values for $x$ representative of the range of values it will take in the input distribution of interest. This is reasonable from the PAC criterion point of view.

$$A = \{(a, 0.375), (a, 1.0), (a, 2.25), (b, 0.375), (b, 1.0), (b, 2.25)\}$$

This input alphabet and a software implementation of the AGM in the Figure are passed into the identification algorithm. The result is depicted in Figure A.2.

The only “problem” in the results figure is the middle state, which has two outgoing

![Figure A.1: An analog guard machine](image-url)
transitions on \( b \). In such a situation, the transition is disambiguated by the analog component. It remains to infer a guard expression consistent with these particular data values.

For small problems such as this, a guard can be inferred by inspection. However, it is of interest to note that inferring such a guard from examples is a problem ideally suited to numerous data mining or statistical learning algorithms, such as classification trees \[69\]. The sophistication of the inference algorithm should be matched to the richness of the guard language.

This identification approach stands as a rough-and-ready complement to the elegant theoretical results of \[39\]. It must be admitted that the approach here naively applied is exponential in the number of analog inputs.
Appendix B: FSM Minimization

The rationale underlying Angluin’s algorithm can become considerably clearer when it is seen as an evolution of techniques used in classical finite state machine minimization algorithms. To this end, the classical FSM minimization algorithms are reviewed here.

It is interesting to note that while the algorithms here rely on a “state splitting” principle, many practical grammatical inference algorithms work from a complementary “state merging” principle, e.g. [70].

Some important definitions are as follows (see [62]). States are equivalent if and only if they produce the same output sequence in response to any possible input. If two states are not equivalent, then they are distinguishable, and an input sequence that leads them to different outputs is a distinguishing sequence for the pair. Equivalence of states $S_i$ and $S_j$ is denoted $S_i \equiv S_j$, and $S_i \not\equiv S_j$ denotes that $S_i$ and $S_j$ are not equivalent.

It is important to note that the definition of equivalence implies that if two states are equivalent, then their successor states after any input symbol are also equivalent.

B.1 Propositional approach

Here we develop the implication table using a propositional logic interpretation. The big picture is, we show how facts about distinguishability of pairs of states imply distinguishability of other pairs.

Consider the machine $M_1$ in Figure B.1.

Step P1. Some states are distinguishable because they have different outputs. This can be read directly from the FSM diagram. For example, since the states $A$ and $B$ in Figure B.1 have different outputs, i.e., the outputs given input 0 and 1 are 0 and 1 for $A$ but 0 and 0 for $B$, the states $A$ and $B$ are distinguishable. Therefore we note that $A \not\equiv B$, and
so forth for the other pairs of states. These become our starting facts. (It should be clear that we are writing these facts in an arrangement corresponding to the familiar implication table — columns correspond to the states A to E, rows correspond to the states B to F, and a fact regarding a pair of states is entered in the table at the pair’s unique coordinate.)

\[
\begin{align*}
B \not\equiv A \\
C \not\equiv B \\
D \not\equiv A & \quad D \not\equiv C \\
E \not\equiv B & \quad E \not\equiv D \\
F \not\equiv A & \quad F \not\equiv C & \quad F \not\equiv E
\end{align*}
\]

Next we find a way to apply the principle mentioned above, namely, if two states \( S_i \) and \( S_j \) are equivalent, then their successors for all inputs are also equivalent. This principle lets us go to the FSM diagram and derive rules from it.

As an example, consider the states \( A \) and \( E \). The successors to \( A \) and \( E \) given the input 0 are \( E \) and \( C \), respectively, and the successors to \( A \) and \( E \) upon input 1 are \( D \) and \( F \), respectively. Therefore by the principle, if \( A \) is equivalent to \( E \), it follows then that \( E \) is equivalent to \( C \) and \( D \) is equivalent to \( F \), or in symbols, \( A \equiv E \rightarrow E \equiv C \land D \equiv F \).
However, our starting facts above pertain to distinguishability, not equivalence. We can apply the contrapositive, $(p \rightarrow q) \leftrightarrow (\neg q \rightarrow \neg p)$, to transform rules such as the one above into a more useful form, namely, $E \not\equiv C \lor D \not\equiv F \rightarrow A \not\equiv E$. This rule allows us to deduce new facts about distinguishability from previously known facts about distinguishability.

There are some minor issues to be aware of in this procedure. Consider the pair of states $A$ and $B$ from the FSM diagram. This pair gives us the rule $A \equiv B \rightarrow E \equiv F \land D \equiv D$. But we already know that $D \equiv D$, so this can be left unsaid. More interestingly, we know this rule will contrapose into a form $\ldots \rightarrow A \not\equiv B$. But we already know that $A \not\equiv B$ because it is one of our starting facts. There is nothing that can be concluded from this rule that we do not already know, so the whole rule may be skipped.

Taking these kinds of details into account, we generate all the rules from the FSM diagram and note them appropriately in the table. The skipped rules such as the $A \not\equiv B$ example above correspond to spaces already filled with state distinguishability facts in our table of propositions.

<table>
<thead>
<tr>
<th>$B \not\equiv A$</th>
<th>$C \not\equiv B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D \not\equiv B$</td>
<td>$D \not\equiv C$</td>
</tr>
<tr>
<td>$\rightarrow C \not\equiv A$</td>
<td>$E \not\equiv C \lor F \not\equiv D$</td>
</tr>
<tr>
<td>$\rightarrow E \not\equiv A$</td>
<td>$E \not\equiv B$</td>
</tr>
<tr>
<td>$\rightarrow E \not\equiv C$</td>
<td>$E \not\equiv D$</td>
</tr>
<tr>
<td>$F \not\equiv A$</td>
<td>$D \not\equiv C$</td>
</tr>
<tr>
<td>$\rightarrow F \not\equiv B$</td>
<td>$F \not\equiv C$</td>
</tr>
<tr>
<td>$\rightarrow F \not\equiv D$</td>
<td>$F \not\equiv E$</td>
</tr>
</tbody>
</table>

The pair $A, C$ gives $C \equiv A \rightarrow D \equiv B$, which contraposes into the rule $D \not\equiv B \rightarrow C \not\equiv A$.

For the pair $D, B$ we get a tautology which tells us nothing we do not already know, so we let it go unsaid (and leave its cell in the table blank).

For the pair $E, C$ we get $E \not\equiv C \lor F \not\equiv B \rightarrow E \not\equiv C$, for which we only need to write
the interesting part $F \neq B \rightarrow E \neq C$.

With such a regular form, a simple algorithm can use the starting facts and the rules to deduce all facts. In step P2 we apply the rules to the facts from step P1 to find that $F \neq B$ and $F \neq D$. These are the new facts in P2.

In step P3 we apply the rules to the new facts from P2 to determine that $E \neq C$ and $E \neq A$.

In step P4 we see that there is nothing new to learn from the new facts from P3, so we terminate.

B.1.1 Distinguishing sequences

The results of the algorithm can be used to find distinguishing sequences for states, including the length of the distinguishing sequence.

The facts of step P1 give the pairs that are 1-distinguishable, because they can be distinguished by looking at the output on some single input.

The facts of step P2 give the pairs that are 2-distinguishable. For example, we use $C \neq B$ (from P1) and $C \neq B \rightarrow F \neq D$ to conclude $F \neq D$. This proof that $F \neq D$ suggests how to find the distinguishing sequence for $F, D$: first apply an input of 1 to drive $F, D$ to $C, B$. We know $C$ and $B$ are distinguishable by different outputs (a P1 fact) for an input of 1. So the distinguishing input sequence for $F, D$ is 1,1.

B.2 State partitioning

An algorithm substantially the same as the above but diagrammed rather differently, known variously as the Huffman-Mealy method [71] and the Moore reduction procedure [62], is worth reviewing. This approach emphasizes successive refinement of a partition on the states.

We begin with an initial partition of the states based on their outputs. In response to inputs 0,1, the states $A, C,$ and $E$ have outputs 0,1, and the states $B, D,$ and $F$ have outputs 0,0. For the first row of the diagram we write the states grouped this way. Also,
each state is annotated below with its next-states for all inputs.

\[
\begin{array}{ccc|ccc|}
A & C & E & B & D & F \\
E, D & E, B & C, F & F, D & F, B & B, C \\
\end{array}
\]

Then we begin to iteratively refine this partitioning until it is proper. In a proper partition, for each input, the corresponding next-states are all in the same partition. (This requirement is trivially satisfied if a partition contains only one state.) For the first partition in the diagram above, \(E, E, C\) are all in the same partition (the first), and \(D, B, F\) are all in the same partition as well (they are all in the second). So far, so good.

For the second partition, \(F, F, B\) are all in the same partition, but \(D, B, C\) are not. So we refine the second partition to fix this, putting \(B\) and \(D\) (which on an input of 1 go to \(D\) and \(B\), respectively) on one side, and \(F\) (which goes to \(C\) on a 1 input) on the other.

\[
\begin{array}{ccc|c|}
A & C & E & B & D & F \\
E, D & E, B & C, F & F, D & F, B & B, C \\
\end{array}
\]

And we iterate. Putting \(F\) in its own partition “breaks” the first partition on input 1 — though \(E, E, C\) are still in the same partition, \(D\) and \(B\) are no longer in the same partition as \(F\), so we must split again.

\[
\begin{array}{ccc|c|}
A & C & E & B & D & F \\
E, D & E, B & C, F & F, D & F, B & B, C \\
\end{array}
\]

Since every partition now satisfies the requirement, we terminate.
B.3 Result

By two different means we have arrived at an equivalence relation on the states of the machine $M_1$.

Both the final set of facts from the propositional approach, and the final partition in the refinement approach, lead us to conclude that the states $A$ and $C$ are equivalent, and $D$ and $B$ are equivalent. The resulting minimized machine is depicted in Figure B.2. In the Figure, states $A$ and $C$ are merged into one new state labeled $AC$, and the merge of $D$ and $B$ is labeled $DB$. 
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