MIGRATION AND THE MI GRANT IN MAJOR U.SMETROPOLITAN AREAS
DURI NG AMERIEGQA) RELERB SI OND

by

SevenCarter Christopher
A Dissertation
Submitted to the
Graduate Faculty
of
George Mason University
in Partial Fulfilment of
The Requirements fdre Degree
of
Doctor of Philosophy
Earth Systems and Geoinformation Scgnce

Committee:

Dr. TimothyF. Leslie Dissertation Director

Dr. Kevin M. Curtin Committee Member

Dr. Richard M. Medin&ommittee Member

Dr. Kingsley E. Hayne€ommittee Member

Dr. SheryL. BeachDepartment Chairperson

Dr. Richard Diecchio, Interim Associate Dean
for Student and Academic Affairs, College of
Science

Dr. Peggy Agouris, Interim Dean, College of
Science

Date: Fall Semester 2013
George Mason University
Fairfax, VA




Migrationand the Migrant Major U.S. Metropolitan Aresi r i ng Amer i cads
Recessiond

A Dissertatiorsubmitted in partial fulfillment of the requirements for the degbexialr
of Philosophyt George Masonriiversity

By

Steven Carter Christopher
Master of Science
University of Southern Mississj@ai07
Bachelor of Arts
College of William and Mary, 2001

Director:Timothy F. LeslieAsociateProfessor
Department of Geography and Geolnformation Seienc

FallSemeste2013
George Mason University
Fairfax, VA



Copyright2013 Steven Carter Christopher
All Rights Reserved



DEDICATION

For my familyCheryl, Henry, and Emmett



ACKNOWLEDGEMENTS

| would like toexpress myagpest gratitude toy advisor, Dr. Timothy F. Leslie, Associate
Professor at George Mason University, for his energetic support, enceiui,aand
motivation throughout my doctoral pragrayou were always available to review, discuss,
theorize, or justhat, and | greatly appreciate all the time you have sacrificed to get this
dissertation completéou taught me a lot about the research process, simultaneously
keeping me focused while allowing me to explore and expdtimasia privilege to be
yourfirst doctoral student

| would also like to thank my commitieler. Kingsley Haynes, Dr. Richard
Medina, and Dr. Kevin Curtinfor theirthoughtful counseling and guidance throughout
both the dissertation process and my academic courSevamikyou dr your eagerness to
support my research efforts, the stimulating discussions, and your commitment to excellence
dit has all made me a better researcher.

Lastly, this dissertation and Doctorate of Philosophy would not have been possible
without the supp and sacrifices of nmgautifulife, Cheryl, and sons, Henry and
Emmett.You were resigned to too many evenings and weekends without husband and dad,
and | am eager to catch up on the missed time.



TABLE OF CONTENTS

Page
S A ) N = 1 =SSR vii
IS o) o [0 =SOSR IX
Y 0111 > Vo4 PSSR Xi.
IO [ 0T U T4 1[0 o P 1
2.Background and Literature REVIEW. ..........uuuiiiii oo e 8....
2.1. Migration and the Migrant..............oooviiceeeeeeriiiiie e 12.
2.1.1. Nealassical migration theory.............coovvvivceceeeeiiiiie e 12
2.1.2The decision t0 MIgrate............cooeeeiiicmmmmuiiiiiiiiii e 14
2.2. Migration and DiStanCce DECAY...........uuerrrrimccecceeeeeeee e seeeeeeeeeeeees 19
2.2.1. The gravity modeld spatial interaction.....................ceeeeeennnn.. 23
2.2.2. Spatial variation of distance decay..............ccceeeemeeeeeeeeeneene, 26..
2.3. Migrant Clustering and Economic NiChes..............cccceeeeeeiiiin. 28...
2.3.1. Theories of niche formation.............cccooviccccccc e eeees 31
2.3.2. Quantifying niche formation and propensity................cccceeee.. 34
2.3.3. Spatial variation in niche formation..................coeemmeiiieeeeee... 35..
2.4. ForeigiBorn Impacts on the Local Labor Farce...........ccooiveeeecennnee 36
2.5. ResSearch OPPOrtUNILY..........uueeeeeeeeeaaeaaa e ee e e e e e e mmemeee e eeeeeeeeeeea 39.
3.Methods, Data, and RESUILS...........ooo oot e eeeeees 42
3.1.Current Trends in Migration..............cccuvvviceeeeeeeeeeeeeeee e mmmeeeeeeeennnn 43,
700 001 181V 11 T T £ RSP < |
L2, DALA. ... cceeeeiieeeee e e mmeennn s 45
3. 1.3  RESUILS ...t e 49
3.1.4. DISCUSSIQI......cceiiieeeeiiiiicemmnnmaaeseeeeeeeeeeeesmmeeeensssnnaaseeeeeeeesanann 62
3.2. Spatial Interaction REEBION. .........uuuiiiiiiiiiii e 63.
G T 1Y 11 T T £ SRR 66
3.2.1.1. Deriving the distance decay parameter................... 66
3.2.1.2. Explaining distartcay parameter variation..............71.
I J 3 - - T 79
B.2.3RESUIS....ceee e 82
3.2.3.1. Local variation in distance decay.................ceeeemen.... 82
3.2.3.2. Explaining distance decay............ccevsccceeeereeevinnnnnnnnd 81..



3,24, DiSCUSSIQN . ...ttt e et e e e e mmmen A

3.3. NiCNE FOIMALIQN. ....cuuiiiiiiiiiiiiit e eeeeeee e e e e e e e e s mmmmmnas a7

3.3 IMETNOAS. ... ——— 98

3.3.1.1. Niche identification............ccceee it ccceeeeeeeeiee oo 98

3.3.1.2. Propensity t0 NICRE............uviiiiiieeeeee e 10

3.3.1.3. Spatial variation in metropolitan propensity ta.nich&0l

3.3.1.4. Drivers of niche propensity..........cccceevvveeeeeeervnnnnnnnn. 104

.3 2DAtA. . e 109

33,3, RESUIS ..t s 114

3.3.3.1. Niche identification...............ccooiieemeeeeieeeiieeeeeeeeeeee e 114

3.3.3.2. Propensity to NiChe...........ovvviiiicm e 118

3.3.3.3. Spatial variation in metropolitan propensity ta.nich#l9

3.3.3.4. Drivers of niche Propensity...............eeeraceeeeaeeeeeeenns 122

3.3 4ADISCUSSION. ....ciiiiiiiiee e ceeceee bbbt e e e e e e e e e e e e e e e e 128

3.4. Foreigiiborn Population IMpact............ccoeeeiiiiccceeeeeicee e 130
Gt I 1Y =11 T T £ SR 131

R N D T - B UP 139

343  RESUILS ... - 145

3.4.4, DISCUSSION......cciiiiiieeee e cecmeeniiiiiiiibib et e e e e e e e e e e e e e e e e anns 190

o o 1111 o PP 15
Y o] o =1 o o [P 161
] (=] (=] [ R 16

Vi



LIST OF TABLES

Table Page
Table 1. The 51 U.S. metropolitan areas with populations greater thdinond@hese
cities are the analytical focus of this dissertation................occceeeeveeeiiiiiiie e 46

Table 2. Correlations between migration rate for the U.S. Counties, and education levels, age
LY 2o K=Y g o e =T o =) S PPPUPPPRR 55..

Table3. Correlations between anigration rate for the 51 study cities, and education levels,
age levels, and gENUET..........oo et 61.

Table 4. Spatial interaction variables and their expected sign and significance...Z0.

Table 5. The employment structure categories and employment growth of economic sectors
during the recession with their NAICS codes (U.S. Bureau of Labor Statistics,.2d¥1).

Table 6. Independent variables for distdecay parameter regression.................... 18..
Table 7. Distance decay parameter estimates for the three sets of flows.analyze28

Table 8. Wilcoxon signeahk test statistics between the distance deeaygpar estimates.

e et eeeeeeeeeeeeeeeeeeemmmmmmmssssssssssssssssssasmssseeeeeeeeeeeeeeeeeenmmmnnnttstttttettteeteesama————aeeeeeeeeennnand 84...
Table 9. Norstationarity test values, along with global distance decay and local standard
deviation values for each set of flIOWS............ooo i eieeei e 85..
Table 10: City names correspondingeaanks/numbers in Figure.7....................... 86.

Table 11. Full regression results the atetnoetro model, and the two coutdymetro
models, with model diagNOSHICS............uueuiiis e errmmme e e e e a3

Table 12. Goodnesd-fit statisticsdr Niche Index as a Beta probability distributioa03
Table 13. Independent variables in multivariate regression model for niche profé8sity.

Table 14. Study cities and the number of immigraups included in their sample..110

vii



Table 15. Immigrant group countries included in the study and the number of cities where

they meet the sample SIZe CHteLIA. ... .....oiiii i emmmmme e e 111
Table 16. Industry secsanalyzed for immigrant niche identification.................... 113
Table 17. Sector niches totals across 26 cities and 42 immigrant.groups.......... 115

Table 18. Number of study cities whose propensity to nichéfisasitin different from

the reference cities, New York and Los Angeles...............uvcemmmmeiiiiiieeeiieeeiiiieeen 121
Table 19. Beta regression results for spatial variation in Niche.Index................ 121
Table 20. Beta regression results foignamt group propensity to niche................. 123

Table 21. The employment structure categories and the unemployment growth {for native
born workers) of economic sectors during the recession with their NAICS codes (U.S.
Bureau of Labort&istiCS, 2011).....uuiiiiieieeiiiiiieceeeeee e e e 137

Table 22. Expected sign and significance of independent variables for each.mdds.

Table 23. Percent foreigarn population of the study cities for the 2D0®/ period..140

Table 24. Gl obal Morandéds | spatial autocor
(2= L4 =1 ] [ 144
Table 25. Full regression results, including normality.tests..............ceeeeeevvvnnnnnnn. 146

Table 26: Moran's | tests for spatial autocorrelation of county and metropalitelroir
0T To =T To] I = 1S PP PPPPPPPPP 163

Table 27: Moran's | tests for spatial dependence of residuals faoMettmm and
Countyto-Metro distanca&lecay MOdelS...........uuuuiiiiiiiicceeeee e 163

Table 28: Moran's | tests for spatial autocorrelation of the dependent variables for Native
Unemployment, Income, and Poverty Growth madels.................oceeeeeeniiieennee.n. 164

Table 29: Moranldests for spatial dependence of residuals for Native Unemployment,
Income, and Poverty Growth models............cooouiiiicee e 164

viii



LIST OF FIGURES

Figure Page
Figure 1: Example spatial interaction curves with largmalhdistance decay parameters.
PP PP PPP PP PPPPPA 24...

Figure 2. The 51 U.S. metropolitan areas with populations greater than one million. These

cities are the analytical focus of this dissertation, and they are shown as areas and centroids.

PP PPPPPPPPP 41...

Figure 3. Oumigration rate for all U.S. counties, presented in five classes using Jenks
NATUFAL BIrEaKS.......ceeeeieiiiie et mmmmmme e e e e e e e e et eemmnnn e e e e e e e e e eeeeeean 50

Figure 4: Immigration rate for all U.S. counties, presented in five classesisiiatieal
BIEAKS . ..ottt —————— e e e e et ——————— e e e e e e eeee s aannnnnerernes 50

Figure 5. Counties with high @nd high oumigration rates with the 51 study cities.51

Figure 6. Chart of oumigration and kmigration rates, and raw net migratssds for the
51 STUAY CIUIES....eeeeeeieeeiieiie et et eereeee ettt ettt e e e e e e s mmmmmm s e 58

Figure 7: Map of local distance decay estimates. City circle sizes represent distance decay
values. The numbers correspond to distance decay rank (smallest to largestiador metro
metro flovs. The names of these cities is presented in Table.1Q.............ccceeeee.. 86

Figure 8. Map of the 26 metropolitan areas represented by their total immigrant group
sample size used in thiS StUAY.-..........oooi i ceeeeee e 111

Figure 9. Mapf the study cities depicting the number of niches identified in each (by size),
along with the spatial variation in niche propensity (by cOlOr)............oovveeeeeennnnns 120

Figure 10. Chart representing the relationship betweerooativenemplayent growth
(x-axis), poverty growth-&xis), and income growth (relative circle size), and the region of
(T2 1o o I o 1 VA (o1 (o (= oo ] (o T 143

Figure 11. Niches by city for immigrants with representation across five or more cities:
Chi na, El Sal vador, |l ndi a, and..Ka.r.el&l al

on



Figure 12. Niches by city for immigrants with representation across five or more cities:
Mexi co, Philippines, armsdicheIndex.n.a.m.,...aldng wi



ABSTRACT

MIGRATION AND THE MI GRANT IN MAJOR U.SMETROPOLITAN AREAS
DURI NG AMERIEGQAD REXCE&RB S| ONS

Steven Carter Christopher, PhD
George Mason Universig013

DissertatiorDirector: Dr.Timothy F. Leslie

Thisdissertation explaséhe nature of the migrant and migration within the context of the
recent economic downturn in the U.S. Because most migration is rooted in gcdhatmics

is, the migrant expects a positive net economic returthdocost/investment of
migrating many questions of context aRegearehris i n
performed indur complementary, though separate, areas of resggrakion trends for
20062010 the spatial variation of migration distadecay, the employment niches of U.S.
immigrants, and the impact of the U.S. fodeayn population on domséc labor and
economic growthnvestigating migration trendsis shown thathe demographic variables
linked to migration during the 26@®&0 period are in line with traditional migration theory,

but that metropolitan ouhigration may operate under a different set of norms than overall
migration. Analysis also reveals spatial clusters throughout the United States of high and low
outmigrationrates. This research presents a novel method for identifying the elements of

attraction for migrants in destination cities. Using astbge regression approach,



destinatiorspecific distanegecay parametdmshich are controlled for spatial structare)
regressed against socioeconomic variables describing each déstalgtmmemonstrate

that unemployment, diversity, education, industry, and climate are significant pull factors,
and are directly tied to the distance decay coefficients. &arshredso presents a novel
method for measuring immigraaonomicclusteringusing the Niche Inder, measure of

the propensity of an immigrant grougidom niches. The spatial distribution of nichiss
alsoinvestigated lis shown that immigrant grqas consistently form niches in the same
industries across spabat the propensity to form niches is highly variable across space.
Additionally, propensity to niche is shown to be driven by immigrant group population,
metropolitan population, unemploymaattange, and English proficiency. Laghig

research reveals cities with larger proportions of ftn@ignresidents had nativern

workers who fared worse over the course of the recession: they experienced greater
unemployment growth, less incomemgnp and an expansion of poverty. Higher education

is also significagt correlated wittmproved outcomes for natieern workers during a
recession, while metropolitan accessitslitprrelated with poorer outcomes, likiely to

intercity competitionfor jobs. These four research components contribute to our
understanding of the geography, demographics, economics, and sociology of migration, and

howmigrationrelated impactgaried from convention during tBeeat Recession.



1. INTRODUCTION

Human migration has been studied across a number of scientific disciplines, from
demography to sociology, political scieec®enomics, and geograpfiing, 2012)
Understanding why, when, and where humans migrate allows us to answer critical questions
about our economies, our populatiang, migration policieand thé intersection iplace
and space. Migration is a complex phenomewvidenced by tliversity of social science
disciplines involved in its resegfétllegrini & Fotheringham, 2002; Plane & Bitter,.1997)
Complicating migration research is that each fiaetmmanic, political, demographic,
social, and environmeritatdan be weighed uniquely by each potential migrant,
compounding the difficulty of identifyingd modeling decisigratterngBlack, Kniveton,

& SchmidiVerkerk, 2011)

The majority of migrantsove in orderto improve their social or economic
condition, rejoin thefiamily, or obtain an educati@@reenwood, 1985 hese pull factors
drawinternationamigrantsnot justto the U.S., buio U.S. cities. iles are the economic
engines of the U.S. economy, offer the most job and education opporamitsegport
much ofthenat i on6és economic growth due to the i
industrial/sectoral diversif@laeser, Kallal, Scheinkman, & Shleifer, 1992; Porter,A000)
such, domestic migrants are drawn to cities for many of the same reasons-lagrforeign

increased earnings potential and employment opportySteper & Scott, 2009)



However, cities alsifer the greatest competition for jadosd are relatively higbst areas
to move into. Thus, migration to cities requires investments (in skills development, housing,
and transportation) that thegrantanticipates will be returned to him or her over time.

The U.S. Census reports that as of 2010, 12.9 percent of the national population was
foreigrborn, with more than 50 percent coming from Latin America and nearly 30 percent
coming from Asigthe® numbers include legal and illegal migrants, insofar as the illegal
mi grants participated in the UUS.CerBulsnsus?o
Bureau, 2012elJrbanand suburbarareas housever 95 percent of the 40 million
immigrantsn the US as of 201@J. H. Wilson & Singer, 201While this percentage has
been fairly consistent since 1980, the raw number of immigrants since then has more than
doubledThe urban destinationnst a recent phenomen@r the migrantthe majority of
U.S. immigratioand internal migratiagince the beginning of the 20th century has been to
U.S. citiegMassey, 199Bartel, 1989xhough thenternatbonal originshaveshiftedquite
markedlyover the course of the century.

Masse§ @995yeview of 20th century U.S. immigration shows theenitiry shift
from a Europeaddominated migrant community to one dominated by immigrants from the
Americas and Asi#lis conclusionghat U.S. immigration flows should be expected to
continue indefinitely as the origins and destinations become increasingly kasstered
proven correcgiven recent Census statidticdd Wilson & Singer, 201The importance
of studying international migration is evidenced by the ample research on the topic across
academic disciplines, but this may be at the expense of studying domestic(Eliggation

2012; King & Skeldon, 201Mternal migrationd that is, migration withiam count r y 0 :



boundarie®d actuallycomposes the bulk of human migration and, as such, is a critical
component o mi gr ati on $1975,dl994eviés of thendetermimhdts and
consequences of U.S. internal migratiorigighthe important externalities, both positive
and negative, of domestic migration: urban growth is both critically reliaflows of
migrants, but hamstrung by the need to service this growing populace (the majority of which
are arriving at an agibere they will soon be reproducing)

Migration to urban areashetherfrom internal or internationakrigins represents
the bulk of migration imost nationgBoyle, 2009; Fan, 2009; Plane, Henrie, & Perry, 2005)
Likewise, urban areas, in most developed copatiee home t o t he maj ori
population(World Bank, 2011)Studying migration in the context of urban areas, then,
allows us tdnvestigatehe largest flows and largest impactsaically and socially
Recent research has shown that as cities have sprawled, international migrants have
accompanied the domestic urbanites in their move to sybBuHbi&Vilson & Singer, 2011)
The data also show that smaller cities are attracting a greater proporéiannuifyrants
than larger citigd. H. Wilson & Singer, 2011)

Key to understandingny type ofmigmant or migration is contextuahg the
behavior These behaviors are not static over space and time, but vary by origin, destination,
andtime period. Accordingly, general theories provide a starting point for deciphering the
nature of migrant behavior in a gieentext. Thegoal of ths dissertation is to explore the
nature of the migrant and migration within the context of the recent economic downturn in
theUSAmeri cads O0Great Recessi o(NBER®®OBRriori al | vy

to the financial crisis of 20Q@08, national unemploymentesathovered around five



percent(U.S. Bureau of Labor Statistics, 201\84th the beginnings of the aomic

decline in December ZODONBER, 2008)overall unemployment began to increase in 2008,
peaking at 10 percent in October 200%. Bureau of Labor Statistics, 2012ayever,
unemployment, like the effects of the recession itself, is not spatially homogeneous: while
the average U.B8nemployment rate for 2009 was 9.3 percent, state unemployment ranged
from 4.1 percent (North Dakota) to 13.4 percent (Michigan), and metropeéitaraaged

from 3.7 percent (Bismark, ND) to 27.9 percent (El Centro, CA) unempldqih&nt
Bureau of Labor Statistics, 2012c)

Just as the recession did not affect all places equally, immigrants aedidertiise
werealsonot affected equally. From 2008 to 2009, the unemployment rate for natives
increaed from 5.8 percent to 9.2 percent, while febgignunemployment rose from 5.8
percent to 9.7 percent, marking the first time since 2003 that thelforeigate \as
higher than the native rgt¢.S. Bureau of Labor Statistics, 20122009 unemployment
also varied spatiallgnong and betweenimmigrants and native residenbearing
explorationOn the surface, larger cities appear more insulated from financial upheaval than
smaller citiesperhaps due ttheir greatereconomic diversitycf. Quigley, 1998But
perhaps theatger foreig#born populations of these larger cities offer some employment
insulation to natives, slowing native unemployment through their own higher unemployment
rates and potentially raising wages in the process, as less competition remains in the job
market and the remaining natives employed compensate for those that were laid off.
Ottaviano and Per{2006b)showed that increased cultural diversity in cities leads to

increased gaine productivity and wages for natives in the long Given the recent



economic turmoil, the question thesesiof whether the inverse holds true: idcesased
diversity (as measured through a greater fdr@ign population) lead to lower
unemployment and larger wage gains?

Returning to the migrant as @age and educaticapecificspatieeconomic agertiit
tha is, the migranas a member of a given age and education eotpatis a positive net
economic return for the céisvestmentof migratin@ manyotherquestions of conteate
relevantin light of the Great Recessi@®o migration rates shift duringrecession®o
migrants seletheirdestinations in the samewly?w st rongly is a dest
tied its recessiorecoverf Do migranteconomic niches shift in step with metropolitan
employment? This dissertation will address these quasttytisally through four areas of
researchiirst,an updated contextudbw of migration propensiill be presentedsing
intercountyand metropolitamigration flows and the demographic characteristics of each
county. This will be followed by amvestigabn of local distancdecayvariation and
migrant attraction to metropolitan areas during the Great Recession. Next, migrant
economic clustering in metropolitan avalide quatified, to include propensity to cluster,
using recessiegra data. Rally, the impact ahigrantpopulationon domestic wages and
employment during the recessisihbe explored

This research addresses migraigtation phenomena associated with both internal
and international migrants. The analysis of internal migrgenerally concerned with their
mobility, destinations, and pull factors. The analysis of international migration is concerned
with their behaviors in and impacts on their local econdmiestudy of migration must

first contextualize the flows and,the best extent possible, the demographics associated



with these flowsThis contextualizatioprovides the necessary framework for assessing the
patterns and trends identified in the follmwanalytical portions. Migration as a spatial
interaction proess is a quintessential research area in geography, and the ability to analyze
the elements of attraction for migrant destinations allows us to see where they are going, and
why they are going thefEhe migrant destinations of focus here are citiesidinoa
understanding where and why internal migrants are moving, this research also seeks to more
fully understand the immigrant behaviors in these cities. Immigrant economic niches are a
fundamental phenomenon supporting immigrant employment inaoités, i mmi gr ant
impact on local economies illuminates their role in determining thaupudsmamics of

the migration decision.

These four research areas are complementary and offeroanselll look at the
dynamics of migration during the 2080 tne period. Thiglissertation presents key
discoveries about internal and international migrants, and introduces new methods for the
analysis of both. First, it is shown there is a qualitative difference in the migration flows at
different scales of anasysMetropolitasevel outflows are associated with significantly
different demographics and pull factors than cdewvty outflows. A new method for
assessing pull factors is introduced: astage spatial interaction regression that utilizes
local distace decay parameter estimates to idefgifyents of metropolitan attraction and
repulsion. It is also shown that immigrant niches have both spatially homogeneous and
heterogeneous tendencies, that much of the research on niches to date has been based on
cities whose immigrants (as a whole) are less prone to clustering, and that many cities offer

potentially unique takes on immigrant niche formation. Lastly, this research shows that a



cityds p e r-lwmissigngicantly correlatedgmith poorfgrmance of native

born | abor force during the recession, as
A review of the relevant literature for these research areas igiasédmt

following section.This is followed by thereserdation of the analytical methqddata,

results, and discussion for each research Togidissertationoncludesvith a discussion

of the significance of these research topics, the impact of the results to the fields of

geography and migration research, and thieatigns of the results on future research.



2. BACKGROUND AND LITERATURE REVIEW

Human migration nearly al ways obeiogurs to
(Laber & Chase, 1971; Ravenstein, 1888gther fleeing a wiarn country for the safety
of its neighbor, or moving to the city (or a new city) for a better paying job, migrants are
undertaking risk and cost for the potential payoff of a better life. The causes and
considerations of migration are multifaceted, yet it is at the confluereéaoéth where
someone chooses to migrate and selects a destination. Migration drivers (causes) and push
and pull factors (consi de r-makingprosesds withaheu | at e
necessary opportunity costs of moving from his curre lodalor s ome pl ace 0f¢
Migration can beefinedasthe change in the cente o f gravity of 0 |
(Hagerstrand, 19577 his is an important definition, for it identifrégration as unique and
di fferent from commuting, which is regul ar
employment. But this distinction does not leave us with a wholly clear understanding of
migration; only what it is n&mpirical studies of grationhave been less than consistent
in defining the phenomenon, witlost studies limiting migration strictly interregional
mobility but some equating it with restdg mobility within a regiofiRees, 2001) oriy
di st aoftena gualifies, as moves across boundaries may be shorter in distance than
moves within a single zo(ioyle, 2009)but distance qualifiers are rarely captaréhe

migrant dataVligrationcan beviewed as a spatime phenomenothat spanghe temporal



spectrum from shoterm to permanent just as it spans the spatial spectrum from local to
international. The study of migratis theefore thestudy of moement and, igen the

variety of approaches to migration research and the variety of data with which to analyze fit,
migration is best defined by the scale of movement being analyzed.

Contextually, this places international migration across national laoders
internal/domestic migration across some-ratimnal or regional boundary. Whhes
distinction appears easily identifiable, bottaracterizations are highly subjecties
crossing of county boundaries may, for example, be a logical local dsalenfiinating
migration fromresidential mobilitytHowever, this becomes confounded in most large
metropolitan areas whielecomposd of multiple counti®, orwhen the set of counties
being studied are not relatively homogeneous in size (e.g.,98gwalarties average just
over 350square miles in area, while Arizona counties average over 7,500 square miles in
ared (U.S. Census Bureau, 2010¢hile international moves offer a madiscernible
gualificationthe quality of international migration can meet dubious circumstances: should
the 100 km move from Antwerpen, Belgium to Rotterdam, Natleba interpreted @n
studied differently than th@@km move fronwashington, DC to Philadelphia, ng
& Skeldon, 2010@)Domestic and international migration is suggect to some temporal
frame (awhat point does the vacationer become a migrantthese are rarely studied in
conjunction with spa analysi§Roseman, 1971Distinctions of this sort are typically
defined by the data available and researctiBggkd, 2009)

The study of migration is multifacetétie essential questions of why to migrate,

where to migrate, and how many will migrate compose the majority of early and current



migration research, both within and outside the field of geodfam@®nwood, 1975;
Sjaastad, 1962; Tobler, 19%%)addition tothe continual refinement of theories to the
above questions, contemporary scholarship on international migration has also sought to
understand the migrant assimilation process, their labor behaviors, and the impact on local
economies. A regionalizatiomtiehas focused these questions heavily on Europe and the
Americas, perhaps resulting in part from shifting migration policies in the face of terrorist
extremism since the September 11, 2001 afditietstadt, Speaker, Meissner, & Chishti,
2011) Recent research on internal migration has sought to understand the cultural impact of
shifting ethnic populations internal to a country, while also seeking to harhwnize t
theories and results with those of international migration research.

Ki n@@323r evi ew of t he bapioggmgeioh esedrch, whilel e i
providing a concise overview of major theoretical camps and championing the role of
historical and future role of geographers in migration studies, largely ignores the
contributions of quantitative geographers and thodgirgjuposinigration phenomena.
Geographers such as Fotheringham, Sheppard, Plane, Tobler, and Wilson, who contributed
much to our understanding of migration as a spatial interaction process, are omitted, as are
any mention of scholars investigating thegration, assimilation, segregation, and labor
patterns of migran{sf. Fotheringham, 1984; Plane, 1993; Sheppard, 1978; Tobler, 1981; A.
G. Wilson, 1971)While it is easy to conceptualize migration as massive transnational
movements of volumes f p e o p | migration sedeargh@ese doing much to

illuminate the subtleties of migeatd their decisioamaking process. In fact, Tobler

10



(1995) argues that this miefocus may be detrimahtto understanding whether
Ravensteinds | aws are stil] relevant today
The remainder of this chapter is devoted to reviewing the relevalarshi@and
concepts supporting the analytical workhisf dissertationrhis dissertatiorwill research
four areas: migration propensity, the spatial variation of migration distance decay, the
employment niches of U.S. immigrants, and the impact of the U.S:bioneigapulation
on domestic labomhese foutopics address four critical nodes in migration analysis, which
are highly interdependeiiio frame this researchn overviewof the major theoretical
foundations for why people migrai® presented firsto includea review of the specific
factors thta drive migration, characterize the migrant, and influence his profensity
migrateThis is followed by survey ofthe currendiscus®n of the relationshipetween
migration and distancas well as the analysis of migration using the gspeiial
interaction procesand the roleof distance in this analysiext, an overview of the
phenomenon of niche formati among immigrant communitiess presentedFinally,
research omhe role of the community of migrants on metropolitan labor and economic
growth is discussed, in context of the importance and benefits of urban economic and
cultural diversity These sections, taken together, should illuminate the foundational
principles of who migrants are and why they migrate, how their mobility can be modeled

why and how these migrants form economic niches, and their impact on local economies.
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2.1. Migrat ion and the Migrant

This dissertation will analyze both internal and international migtaiesthese
two types of migration, imanyrespectsare coniderably dferent spatially and socially,
manyof the underlying principles of both are similar. As sucle]assical migration theory
will be discussed fifst whi ch under | ays t hi s igramtsamddis c hd s
behaviord that individial migration decisions are rooted in an economidereiit
anal ysi s, which i mpacts a mi.§adlavimg thighedeci si
concept of push and pull factaasd intervening opportuniti@sll be reviewed, along with
their rde in the mobility of the migrarthef act or s t h astpropeosilyetd at e ¢

migratewill also be highlighted

2.1.1. Neo -classical migration theory

The vast majority of internal and international migration is rooted in the economics
of a costenefi analysigBorjas, 2001)As such, the foundational theory of migration
evolved out of neolassical economi{Sastles & Miller, 200leoclassical theory puts
migration as a response to geographic differences in labor and human capital supply and
demandn an effort to maximize individual utiliBorjas, 1989aAn individualdriven by
pul factors,selects a destination and labor market that maximizes his utility, that is, returns
the greatest income for his skilsbor markets with an overabundance of labor relative to
capital experience a decreased relative wage, while labor nilareetencapital to labor

ratio experience higher relative wdé@eango, 2000)As such, migration is as much a
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human capital investment by the migrant as a response to income dif{@@jais|2001;

Sjaastad, 1962)ligration is the equilibrating mechanism for these markets: as workers
immigrate to markets with higher wages, the relative wages in those marketasdgwrease

labor pool swells while the opposite occurs in the losing markets. If the theoretical
equilibrium is reached, migration ceases; however, the market reaction to migration and the
mi grantsd reaction t o tahdethemsfie th&t an equdibriem | a g g e
state is unlikely.

Not all migrants possess the same skills, and not all locations (labor markets) need
each skill equally. Each migrant has a unique probability of gaining employment in their new
labor market that is significantipre complex than a simple wage differential between the
origin and destinatiq®Greenwood, 2001; Ritchey, 19T@ditional theory states that areas
with positive relative wage differentials experience positive net mignatithis has been
shown to bdrue by many scholaBerger & Blomquist, 1992; Graves & Linneman, 1979;
Kennan & Walker, 2011Ritchey(1976) howeverpoints to several ennjgal studies that
have shown little to no relationship between the two varidelestgues thatlespite
average wage differentials that ayn the favor of a particular plagep | ace ds i n
migration and owmigration are positively correlated. Teisupposedlylue to counter
streams induced by sectoral wage differentials that are directionally Ravges€ti990)
suggests the problem is the use of the net migration metric (migration inflow minus outflow)
that obfuscates patterns of migrant stream directionality within internal migration research.

Conceptualizinguigration as a phenomenon within the-classical context allows

for a clear and empirically testable view of migration and the (igrgs, 1989a; Castles
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& Miller, 2009) While the interdisciplinary migratiditerature documents six other
alternative theories of migration, these other theories do less to refute-dssioad
principles than to caveat them in variistoricakircumstances or world regio. these

six, the role ofmigration networkis perhaps the most important to highlight in the context
of this research.

Migration networks constitute the family and saatiahi€, racial, residential, etc.)
networks that connect migrants in a destination and connect them to their countrymen,
family, and friends in their origitrango, 2000Migration networkserve to attract new
migrants to destinations through success stories and increases in socioeconomic status
(Fawcett, 1989Migration networks alssupport the international migrant in his new
destinéion by sharing resources, such as housing, food, and (@bakyn, 1973and are
crucial in the formatioaf migrant niches, which is detailed in a later sé8tbrnover, van
der Leun, & Quispel, 200HFor internal migrants, networks serve a similar purpose in
providing information on job, housing, and recreational opportunities; reducing the fear of
the unknown; ah providing psychological support as the migrant leaves his familiar,

comfortable plac@. Wilson, 1998)

2.1.2. The decision to migrate
The decision tanigrate occurs after careful consideration ofvd&uof factors,
not the least of which is econondibe root motivatioomay beéncome maximization and

net return on migration costs, but many factors caveat this de€istofactors are origin

lCompr ehensive reviews and critiques o0f19983he b6compet.
Arango(2000) and chapter two of Castles & Mi(E09)
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based attributes that make the potential migrant disdangh his current situati@mnd
more likely taconsider a move to correct his situation. Pull factors are desbaa&dn
attributes that attract a potential mig(@utrnley, 2009; Lee, 1988)ish and pull factors
occupy a variety of categories, including economic, demographic, political, social, and
environmentalBlack et al., 201The circumstances of each migrant are unique, leading to
a personalized assessment of the push and pull of origins and destinaterameWwhil
potential migrant eschews edidhate destinations, the same destinations may exhibit
substantial pull oanothemigrant.

It is the assessment of the ppsh factors that the migrant usesléermine if and
where to move, buhe process is n@imply a mathematical tallying of the positives and
negatives associated with the origin and potential destinations. The decision is also governed
by the intervening obstaélesich migrant will encounter between the origin and any
destinationLee, 1966)Intervening obstacles are the hurdles presented in migrating to a
specific destination, and thus each destiratimigrant preseatunique set afbstacles.
Cost is an obvious obstadbat others include physical barrignformation,and, in the
case of internatinal migrants, immigration laws

Beyond wage di ff er gemderieweloseducdtidneandmacgalla nt 6
contribute to s probability of moving. Young adults have the highest probability of being a
migrant, with migration probability peaking amgnga s o ntd latetwentidgPlane &
Heins, 2003)As residents age, they are less likely to migrate because they have children,

foster stronger and closer ties to tbemmunity, and as their children age they reinforce

2|ntervening obstacles are not to be confused with intervening opportunities, which will be addressed later.
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their parentso6 ties with their own to schoc
probability declirsuntil retirement age where it increases sl{éabs, 2001)

Increased education is strongly correlated with increased probabilities famdgrate
increased likelihood to migrate longer distamtigher levels okducation expand a
personds abi | ake yse df inforation an emplaymedt opportunities and
cul tur al di fferences in distant pl aces. G
market as specializations are gained and the labor supply for a specialty is relatively small
(Schwartz, 197.3yhe notable exception to this rule is shymificant portion of migrants
thatare students leavifa@ campus life at a university

The migration propensity of the sexdsss cut and dry. Men compose the larger
percentage of migrants, but this claim is demographically sensitive. As female education
increasedemaleprobability to migrate increag&nchautegui, 1997; Mincer, 19Ti7)s
unclear fromexisting literature and datzowever, how this directly compares to male
propendly increases with increased educatiomany of the empirical analyses aimed at
deciphering the precipitants of migratgendelis included as a variable of consideration.
Unfortunately, the results are mixed to the point that most migration thewsyipepde
gendems a determinamioting its significance is subject to vary by context

Race is in a similar situationgendemregarding migration propensity. There is no
overwhelming evidence that a particular ethnic group migrates more thanisieotizdy
or internationally. Empirically, however, it is a variable that shaodsiderediven that
local social conditions, to include racism and discrimination, likely play a large part

determining who migrates. Demographically, differeeg raspond to migration stimuli in
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different ways: Cebu(@974) for example, shows that a climate variable had a negative
relationship with white migration volume and a positive relationshisfnciéimAmerican
migration volume.

In addition to the demographic characteristics that influence propensity to migrate,
space ahthe arrangement of places plays an important role as well. The attraction of places
is not fixed in time, andubstantive patternsf movementin the U.S.have been
documentedduring the latter half of the 20th centupyior to the 1970sjomestic
migrdion reinforced thdongstandingtrend of urbanization with dispersionwithin the
cities gradually accelerating as transportation networks expamuét & Beale, 1996)

The 1970s saw the O6nonmetropolitaeinturnar
migration for the first time during the cent(Rayer & Brown, 2001Yrbanization
resumedn the 1980s with reaccelerating metropolitan growth, but the 1990s again saw
another surge in nonmetropolitan net incréddigshell, 2004)

While there have been no studies that
trend is continuing, Rayer and Brq2@®01)show that even the abewentioned patterns
are not uniform across space and place. There has beeardigagional variation in the
acceleration or deceleration of growth during each of these trends. For example, all types of
Mid-Atlantic counties experienced negative mean net migration rates for the peried of 1980
1985; for the 1988990 period, largeetno core counties experienced even larger negative
net migration rates while metro fringe counties, medium and small metro core counties, and
non-metro adjacent counties all experienced positive mean net migeatem& Brown,

2001) This spatial and place variation is manifested throughout theis,anblgh cover
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19801995, but is undoubtedly present in any discussion of the propensity to migrate.
Outside the urbanization/counterurbanization dynamic, the U.S. population mean center
shift over the past 50 yedt$.S. Census Bureau, 2010idhlights a broad pattern of
population convergence in western and southern states and away from traditional population
centers in the northeast and Mithntic U.S.

Migration is a highly complex human phenomenon, as evidenced by the often
contradictory empirical analyses, the shifting spatial trends throughout the U.S. (and global
landscape), and the profusion of migration theories and their continual modifications. While
this dissertation focuses on the migrant in the context-ocfassacal motivations, there are
many assumptions that underlay thectessical theory that may not hold for a given
cohort of migrants. All migrants may not be utility maximizers: soraaetsnigove for
retirement, some for educational opportunities, some to care for loved ones, and some
because their employment made the decision forShetme mi gr ant s may no
actorsd® and rather sel ect diegsaneiBogld, 20000 s o n
These moves complicate the abi Inanutiity- t o mo
maximizeb st reams of mi gration might be i ndi\
enough to bias any mo@Bbyle, 2009As such, while quantitative analysis of migration is
critical to understanding the impacts and interplay of a range of variables on migration
propensity, mobility, pull factors, and economic impactsesatgs are highly contextually
dependent not wholly representative of the diversity of the migrant (whether internal or

international) community.
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2.2. Migration and Distance Decay

Principal among the geographic research on migration is the impsteino€ con
migrantactivity Distances typically factored into migration modelsot only describe the
space of movement, but also to represent the cost of movement and understand the
relationship between migrant origins and destingbamgyo & Tobler, 1983)Ireating
migrationasanotherform of spatial interactipponventionaknowledge among migration
reseafigers isthe greater the distance between two areas, the fewer mitjrants/ev
(flow) between theri O06 Ke | | Vhis ph2rdehgn is known as distance dacay
friction of distanceas the distance between any two places increases, the amount of
migration between them is expected to decayuection of that distance.

Distance decayas per haps first put forth in E.
Laws of (¥889r atRiaovretn st ei n 0 shatvthe mgjority of migrantso | a w6
move only a short distance, with his second law stating that the number of migrants from
any place to a destination declines proportionately as the distance between the origin and
destination increag@avenstein, 1885) RavensteinofiMi @qr asteicomad
concludes that o0édistance from the centre
the existence of rival centres afaation, would appear to be in all cases the prifegpai
to be taken into accodn{Ravenstein, 1889, pp. @B@3) His suggestions regarding
accessibtlr and competing destinations would lay the groundwork for modern day spatial

interaction models.

19



Several attempts to explain distance decay have resulted in two predominant
theories: the psychic cost theory and the information théerynformatiortheory states
that potential migrants have less information about farther away places than nearer places,
and thus tend to migrate to the nearer places about which they know more. This
information or knowledge can range from knowledge of potential jobuofpstto
knowledge of friends, family, or social groups upon which they can rely after the move
(Winters, de Janvry, & Sadoulet, 200Ihe psychic cosheory states that potential
migrants will havenore difficulty maintaining contact with their friends, family, and
accustomed social institutions in farther away places than in nearer places, and thus tend to
migrate to nearer locations to more easily maintain these coatatiave lower psychic
cost) (Greenwood, 1975; Ritchey, 1976; Schwartz,. 1978)b | (&97@csf i r st |l aw
geographyo6 ties in nicely theariéesh that & egramm sy c hi ¢
might expect people, norms, and institutions severely different from those of his current
locale at farther locations than at nearer locations. A lack of information about the more
distant locations may compound psychic cost by not consoling r@aghthan
understanding of the true nature of differences and similarities between two areas.

Another predominant explanation of distance decay, which has been formulated as
an alternative method of modeling the phenomenon, is the concept of intervening
opportunities. Thetheory and model of intervening opportunities were proposed by
Stouffer (1940)and were subsequently revised and expanded byirhitine context of
migration (Stouffer, 1960) and it i's a central tenet o

interactionUllman, 880)St o u théory bfintervening opportunities attempts to explain
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the distance decay of migration flow as a function of the number of alternative destinations
available to a migrant from any given origin. The relationship between migrationl flows an
distance has been understood and, for the most part, accepted since Ravenstein wrote his
laws of migration in 1885. Although it can be phrased multiple ways, in essence fewer
migrantsshould be expectdzbtween an origin and a far off destination thameba an
origin and a near destination. Stouffer S
opportunities rather than proximity. He su
given distance is directly proportional to the number of opp@suaitihat distance and
inversely proportional to the number of intervening opportui8tastfer, 1940, p. 846%H

Thus, the intervening opportunities model estimates flow between an origin and
destination as an inverse function of the number of opportunities between any
origin/degination paifMckercher & Lew, 2003)he intervening opportunities modeks
utilize a measure of distanceits formulatirg in order to estéibh some range of
movement,but this § only utilized to estimate/calculate the number of intervening
opportunities in that distance range. Quantitatively, an explicit measure of distance is
ignored.

One of the implicit assumptionstbé spatial interaction model, particularly those of
mobility, is competition among destinations within the interaction g$\iiman, 1980)
There is competition among the various shopping centers in loclasethilspatial
interaction models, and there is cditipe among nations in international trhdsed
models. Among the mobility and migration spatial interaction models, the competition is

among the destinations to which people travel. Each destination offers a unique set of
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attributes relative the origand relative to each other which the migrant must digest in his
decision of where to g@Haynes & Fotheritigm, 1984) These attributes form the
destinationds place wutility, which is the
destinations, as perceived by a migrant. Introduced by W8p8&)iplace utility essentially

revisits the concept of migration push/pull factors, where the satisfaction of the migrant
with his origin is pitted against his perceived satisfaction with potential destinations.

It has been argued, however, that all déstisaare not competing with each other;
rather destination competition is limited to some spatial zone identified through the
mi gr ant 6 s hi -enakeg proecag®ekedrini & Eathersxghamm 200%)hether
conceptualized relative to the origin (e.g., destinations near the origin are competing with
each other, whereas destinations far from the origin are only competing with-atfasr far
destinations) or relative tbe destination (e.g., the migrant selects a geographic region
within which a specific destination is chosen), the presence of competition within the system
affects the probability of interaction with any given destination. This is conceptualized
through he competing destinations spatial interaction (gravity) (FRatthelringham, 1983)

The competition among the destinations can be modeled through a measure of
spatial structure of any deatian: destinations with higher accessibility have more
competition and thus have a lower probability of receiving migrants. Empirically, failing to
account for the accessibility/spatial structure of destinations resultsastiovagion of
migration bateen an accessible origin and destinations, while interaction will be under

estimated for inaccessible origins and destin@liefslsdorf, 2003)Thus, the competing
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destinations model is simply a modified version of traditional gravity models that includes an
accessibility variable.

This research focuses on the role aftasice, and how the spatial variation of
distance decay can be utilized to assess the attraction of a destinationth&sgsantin,
model of spatial interactios utilized rather than the intervening opportunities madel,
assesthis variation of ttancedecay parametetdowever, ntervening opportunities for
migrantsare not ignoredasthe gravity modelisedwill control for the spatial structure of
origins and destinatiori$ie following section discusses the history of the gravity model and
its place in spatial interaction literature. This wilbllmeved by a discussion of relevant

research on the spatial heterogeneity of dislanag.

2.2.1. The gravity model and spatial interaction

One of the earliest attempts to modwlvement betweea set of origins and
destinations was presented by ZI$6)who showed highway, railway, and airline traffic
could be modeled extremely well through a basic equation where the product of two
|l ocationsd masses is divided nhogel higioecallg hor t e
called the gravity model due to its simileoitye wt onds | aw of gravit at
evolvedand manifested in a multitude of forms (see Haynes and Fothe(ib@®&)or a
detailed review) that have formed the foundation of spatial interaction research over the
second half of the 20th century.

Central to all spatial interaction frameworks is disiacegPeople and places are

less likely to interact witarther locations than nearer ones, and this rate of decreasing
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interaction varies by the interaction phenomenon. Grocery stores, for ewrsayple,
experience steep distance decay curves, asgesmphdly shop at the grocery nearest their
residence. Shopping matightcarry dess steep distance decay curve as people are more
inclined to travel to locations with their favorite clothing stores rather than simply the closest
(Haynes & Fotheringham, 198®his variation in the friction of distance is controlled by a
decay parameter that transfornesdhbtual distance into what could be termed a perceived
distance. This parameter describes the interaction patterns over space when all other
variables are held constaifotheringham, 1981Figure 1 shows this graphically:
phenomenon with largdistance decay parameters experience sharper drops in interaction

over a distance.
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Distance decay is represented as three fundtrongtiout the spatial interaction
literature: inverse function, negative exponential funatid negative power functidihe
inverse functionns a form of the negatiy@werfunction where the exponent is negative
unity @ ). This functiorsimply multiplies thepatial interaction model by the inverse of

distance to quantitatively state that, for example, at a distance of-tenthoak the
interaction will take place as at a distance of one. The nemaéveinction(Q ) varies

this exponent between zero and some larger negative number (Fothéti@gheeports

seeing empirical studies with decay paramestrsragmsds.2) to describe the interaction.

The negative exponential functfth )r ai ses Eul erds constant t
and he parameteAlthough the negative power and exponential functions are often used
interchangeably, empirical evidence suggests the exponential function best models short
distance mobility (e.g., jourtieyvork) while the power function best models lenger
distance mobility (e.g., migratignBoy |l e & FIl ower dew, 1997; F
1989)

While the gravity model can be formulated for an entire interaction system to
estimate flows, and properties of those flbwan also be formulated as orgpecific and
destinatiorspecific. These formulations allow analysis of all flow out of an origin (the
former) and all flow into a destination (the latter). Utilizing these specifications allows the
researcher to asse¢le impact of the gravity model components on each location rather
than globally. This is related to the concept of a local regression model, wherein the

parameters are estimated uniquely for each location. These models allow us to operate under
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the assuption that the gravity model elements of attraction, repulsion, and friction of

distance vary at each location.

2.2.2. Spatial v ariation of distance decay

While generally a fixed descriptastashce decay has been shtwmary across
spaceThis variabn is intuitive iflistance decay represents a perception of distance between
any two places and its effect on interaction, and perceptions vary from place to place
Fotheringham showed that distance decay Variadlline travel between major U.Segiti
(Fotheringham, 1981plane(1984)used variations in distardmcay parameters to map
6inferred di st an Gaddn (I9&5)attemmsnto ddplad.varigiona ine s .
distance decay through an economic lens, suggesting that variations in information friction,
unit interaction costs, substitutability, and utility of money lead to spatially distgnce
decay. Eldridge and Jor(@991)map the variation in distartecay parameters from
migration data to reshape the U.S. as camggoininen et a{2007)study the variation in
distance decay from an ecological perspective. Their study of the effect of distance decay on
community similarity showed that distance decay is spatially varymmbngitolocation,
but also contextually varying by community type.

Distance decay variations have also been studied in the cospexabbtructure:
distancedecay parameters in accessible locations tend to be less negative while inaccessible
locationhave more negative decay param@tefelsdorf, 2003 he interpretain of this
pattern would indicate that people in accessible locations perceive distance with less friction;

however, it is has been shown that this interpretation is incorrect and is a result of a missing
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component in the gravity modet controls forsatial structuréHaynes & Fotheringham,
1984)

The originspecific spatial interaction models of Fatgbam and many others
studying spatial interactifei. Fotheringhanmilakaya, Yano, Openshaw, & Ishikawa, 2001,
Fotheringham, 1981; Tiefelsdorf, 2088) to illuminate the perceptions of a place,
contextualizing the spatial citign of those in the origin. They argfus more intuitive to
state that people from a ldoatperceive distance in a certain way than it is to say people
who move to a place perceive distance in a certain way (as would be interpreted using a
destinatiorspecific modelfHaynes & Fotheringham, 1982gstinatiorspecific models
howeverserve a much mongilitarian purpose, particularly in the context of competing
destinations. Instead of geneiad a view about the people who move to a destination, the
distancalecay parameter for the destinatiam instead be interpretsia function of that
destination.

Formulating the interaction model as destinapenificfacilitates the explanation
of distance decay at each location and why it varies acrossspacer a desti na
perspective, distance decay represengveéhnagelifficulty of getting to that location from
anyorigin Thus, if a destination receives the majority of its migramtséarby origins, a
more negative (or larger absolute) parameter is expected. Conversely, if a destination gets a
greater proportion of its migrants frdaroff | ocat i ons, I tds distan
should be less negative (or smaller in absolats) {(&refelsdorf, 2003Distance decay,

then, is directly related to @gractiveness of the destination: the wider the attraction of the
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destination, evidenced hylarger distance distribution of its migrant volume, the less

friction-of-distance the destinationposes

2.3. Migrant Clustering and Economic Niches

Beyondthe mobility and decisionaking research related to migratichplars
have long been interested in why immigramtse settledgoncentratein specific
industries/sectordRather than dispersing across all industries available to them in their new
home economy, immigrantszquentlyform economic nichdsasedargelyupon nationality
or ethnicity. Somscholarsattribute niching to residentially based ethnic solidarity and its
resulting enclave economies t hamies(Sanders many
& Nee, 1987; K. L. Wibn & Portes, 1980ptherresearcsuggestthat migration networks
and entrenched employment in particular industries offer conduits for new immigrants into
the U.S. labor markétudson, 2002; Waldinger, 199¥nong the debate has been the
guestion of whether these economic niches areeisédircing and grow over &nor
whether niches vary temporally as the economic representations of the U.S. lead immigrant
groups to shift niches as their numbers grow and mature in the @&afdigger, 1996)

Recent scholarship has shown that economic niching occurs for specific immigrant
groups, nationalities, or ethnicities within a single urban or regioifglliaré&/right, &
Parks, 2007; Hudson, 2002; Waldinger, 1994; Wright, Ellis, & Parks, 2010; Wright & Ellis,
1996, 2000as well aghe nation as a who{€eccagno, 2007; Eckstein & Nguyen, 2011;

Gratton, 2007)Scholars have attemptexdgeneralize the similarities of niche formation
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across spaggogan, Alba, & Stults, 2003; Wang, 2004)few studies have illuminated

how the niching for a group varies among different regions. Gea@f)showed that
Ecuadorian immigrants in New York City, as a group, have their own economic niches, but
male and female Ecuadorians occupy different occupation niches due to both human capital
and prejudicial factors. The prevailing research suggestsntmmuges are composed of

one or a limited number of industifé&ldinger, 1994With groups tending to concentrate

in similar industries in multiple metropolitan areas.

Immigrant groups are highly prone to niche formation because of limited
information about and connections to the primary labor market of their new home
economy. They utilize their ethmational, familial, and residential networks to seek and
find employment, and typically in jobs occupied by those of a similar predicament
(Waldnger, 1994)The body of literature on niching appears to show that nearly any social
categorization of workers will lead to the identification of sectoral clustering. Whether
assessing employment patterns of a single immigrant natfgndlityVilson & Portes,

1980) across multiple immigrant nationalifighs et al., 2007; Min Bozorgmehr, 2000)

by gende(Light, 2007)across Asian nationaliti®gang, 2004)pf South Asian franchise
ownergRangaswamy, 200Gy rac€Hudson, 2002; Waldinger, 1994; Wright & Ellis, ,1996)
or a combination of the abo(ldoya, 2007; Waldinger, 19963hes are prevalentboth
local/regional and national economies.

While niches are pervasive in most economies and labor markets, there are related
phenomena that evolve from or are complementary to niches. The first phenomenon is the

ethnic division of labor. Often impigaly used synonymously with niche formation in the
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research literature, the division of labor can best be characterized as occupational/job
specializatiofWright & Ellis, 2000)The difficulties encountered in any study of niching is
segmenting theories of the ethnic (or gender) division of labor with those of niche
formation, as a significant portion of the aicalywork to substantiate the former focuses
on industries/sectors which characterize the latter.

The second phenomenon related to niche formation is the ethnic enclave economy.
Ethnic enclave economies (also referred to as enclave economies or anakpremes)
occur when an immigrant or ethnic group dominates not only the labor of an industry (as
with niches), but also the ownersfijmgan, Alba, Dill, & Zhou, 2000)mmigrant
entrepreneurs, preferring to hireetlonics, develop an ethnic labor market separate from
the dual markets described in segmentation theory. Immigrant workers in an enclave achieve
many of the benefits of the primary segment (e.g., upward mobility, investment in human
capital) as the firms reap advantages through isolation from the openicemaekie(K.
L. Wilson & Portes, 1980)Vhile general employment data provide useful benchmarks for
the identification of niches, ethnic enclaves may be the driving factors behind niche
formation. Ethnic enclavgwesent a potential problem of data bias. Attributing niche
presence to a secondary labor market or an enclave economy can be difficult absent firm
specific data.

It is evident that immigrant niches amaultaneouslg social, demographic, and
economicphenomenonand theunderlying forces that drive an immigrant to niahwe
likewise been explained using theoretical constructs associated with each of these disciplines.

The next section describes the predominant theories of niche formation, whidharathe
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contradict each other, form a relatively holistic view of niching when taken tdéether.
then move from theoretical to quantitative, discussing the metrics used to identify niches

within an economy, and the spatial variation of niches acrosS.the U.

2.3.1. Theories of niche formation

The current body of research suggests there are three basic theoretical approaches to
explain the phenomenon of niche formation: -ak@ssical economic theory,
segmentation/social capital theory, and succession. tiimty of these individually
explains only part of the dynamics of immigrant (andmmigrant) niche formation. A
brief review will show, however, that taken as a whole each serves to explain a component of
the job selection process and segmentatioim @witAbor market.

As previously descrihesko-classical economic thedoften referred to as human
capital theory in the niche literaturepts all actions in utility maximizati{Borjas, 1989b)
Immigrants areonsidered within a Darwinian surviviathefittest scenario whereby their
job selection and wages are solely a function of their fithess for employment in a labor
market(Hudson, 2002; Wang, 2Q04)ithin this context, immigrants attempt to maximize
their pay while their counterpart, the employer, seeks to maximize production (defined as
perfectly aligned skills for the job). On the surfameglassical theorgalls forthe job
decision to be foned based on the needs of employers and the overall labor market at a
given point in time, regardless of the ethao&dround of the job applicasiiggesg that
niches form based on the inherent skills and abilities mmfragrant groupak prefererec

for jJjob selection 1 s o0 n)lWhiledhp pumaneabitattioeoryt he i
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offers an attractively simple view of immigrant labor, it cannot explain situations where
groups with vastly different biological or cultural characterigficé\fegcan Americans and
Mexican immigrants) both rely on niches in the same indogtay et al., 2000)

Segmentation theory suggests that a labor market is divided into primary and
secondary labor market segments. The primary segment is characterized by better work
conditions, higher wagesnditerm employment, and opportunities for upward mobility.

The secondary segment is comprised of the opposite: poor work conditions, low wages,
shortterm employment, and minimal opportunities for advancefdedison, 2002;
Sanders & Nee, 1987; Schrover et al., 2007; Wang, 2004; K. L. Wilson & Portes, 1980)
Domestic minorities (because of discrimination and fewer opportunities to develop
important skillsets) and immigrants (because of cultural, language, and infamet&n b

tend to represent the majority of employees in the secondary labor market. Barriers to
mobility from the secondary to primary segment may trap many immigrants in these less
thandesirable occupatiofSanders & Nee, 198and worker succession through family
relationships and plaogbirth ties reinforces the niching process as new migrants seek
emplg/ment through their limited connectigWéight & Ellis, 2000)Social capital applied

to the immigrant nichinphenomenon consists of the benefits (but also constraints) levied
to migrants as a result of their connection to various familiaknaetioral, racial, and
residential networks. Tightly associated with the concepts of bounded solidarity, enforceable
trust, and embeddedngf®rtes & Sensenbrenner, 19%8ial capital develops within
groups based upon some set of commonaliie®ans the foundation by which members

support each other through information and opportunities. Niches form as immigrants
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currently employed in a sector of the economy feed knowledge of the (secondary) job
market and employment opportunities to new grams within their social network
(Waldinger, 1996)

Succession theory, referred to by Wgap4)a s oOomacroeconomic
transformati ond and(200a sKItohoes ¢dewaanmaann cas g dqRead
immigrant and minority niches are achieved as white workers (or more assimilated,
entrepreneurial immigrants) decentralize and suburbanize, leaving vaecaagéwaad
lessdesirable jobs available for +wdmte ethnic groups andweomers. This, however,
implies crostertilization of the primary and secondary labor markets, with the primary
segment recruiting into the secondary for labor (@éddinger, 1989)Valdingef1996)
describes the occurrence of this process in NéanCityr while Wright and Elffg/right &

Ellis, 1996)einforce his conclusions but question whether the succession of whites should
be considered the dominant variable going forward. Thus, succession theory operates
through two potential processes: the movement of Whitemgain, some other dominant

ethnic group) out of lesesirable primary segment industries and jobs, and the movement
of successful immigrants from the secondary to the primary segment. In each process, a
chain reaction of invasion and successionsoatiareby vacancies are filled by some subset

of the foreigrborn populace. If this invasion group is homogeneous enough (which is likely
through the use of the social capital inputs), a niche will materialize.

These three theories do not form mutuakijusive stances on niche formation but
rather complement each other by describing different facets of the phenomenon. There is no

doubt that succession has taken place in cities over the past 100 years as suburbanization
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has, in many ways,-alearacterizedirban America. But succession need not just be a
product of owmigration; the assimilation of immigrant groups into the broader urban
culture and economy facilitates their movement from the secondary labor market to the
primary, opening perhaps more raé$ niche space to other immigrant grhjuxiel,

1993) The interwoven ethnic and residential networks provide conduits for the flow of
information and access to job opportunities. But tleetisel process, regardless of the

ethnicity of the candidate, remains grounded in both human and social capital assessments.

2.3.2. Quantifying niche formation and propensity

Immigrant niching has largely been defined as some metric of overrepreséntation
the immigrant group within an industry when compared to the overall lab¢Mtutek
1993; Schrover et al., 2007; Waldinger, 1996t \&trigh, 2010)Model (1993)clarifies
overrepresentation as when a groupds conce
forceds concentrati on f(50 peacent ar greatera tin most er r e
studies quantifying immigrant niche formation, this cutoff is used with location quotients,
though the threshold has been lowered to 20 percent overrepresentation in some cases
(Hudson, 2002; Wright & Ellis, 2008}ipulations of minimum industry employment by
ethnicity, or overall, are often used to alleviate sampling biases. Ranges from 1000 employees
(Waldinger, 1996p 10,000 employe€Ellis et al., 200Mave been used in previous
research. Quantitatively identifying niches hinges upon the compardt@se) labor force,
as the industry representation in this labor force is considered the normal. The base labor

force must be of the same scale and location as the immigrant labor force to avoid bias.
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Thus, It 'S unwi se t e overrepnekentation imam industrgning r a n
Minneapolis using Wisconsin or the United States as the base labor force.

An aspect of niching that has received increasing attention in the literature is a
ggoupds pr op e n.dndergtanding hdwdigehmimmigrant) ethsic, or gender
group is to form niches in a city provides insight into the overall ability of the group to
assimilate, how they participate in the metropolitan economy, and how their employment
behaviors differ from other immigrant grewy their peers in another city. Wright et al.
(2010)show that niching probability varies greatly bycetigritage and gender. For
example, they show Mexican men are twice as likely to form niches in Los Angeles as
Chinese men, whereas Mexican and Chinese women have roughly thehsgme nic
probability. Ellis et a2007)alsoattempt to model propensity to niche, but as a function of
competition and accessibility from immigrant residences. Their results show that both
variables affect the probability of niching, and the effect can vary given the size/strength of
a niche. Ethnity and foreig#born statusiavealso been shown to significantly positively or
negatively affect the probability of niche formatitudson, 2002)These documented
variations in niching propensity illuminate theuroformity of the impact of social factors
in job selection within a single cligisresearch will test if this idea extends across|multip

cities.

2.3.3. Spatial variation in niche formation
The majority of niche research to date has focused on a limited number of cities,

primarily the gateway cities of New York and Los Angeles, with little assessment of the
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variation of niches over gga Looking strictly at the research on these two cities, we can
immediately see that niche industries afegomabgeneous across space. 4h6@8shows

that Chinese immigrants to New York and Los Angeles are significantly overrepresented in
different industries and occupasipconcluding that history, geography, and differences in
labor market attract different groups of immigrants of the satimmality. However,

Hu d s ¢2602)analysis of Atlanta shows that the ethnic niches present there generally
represent those found in other major metropolitan areas. Ultimately, the distribution of

niches is heavily dependentthe state and structure of the local economy and demography.

2.4. Foreign -Born Impact son the Local Labor Force

While €onomic, social, and demographic forcesinemigrant workergo niche
based jobs, niches are not what draw immigrants to @St ¢gtithe vast economic and
educational opportunities available in citiesth@ngotential for many to work toward the
OAmerican Dream, 0 that s er-boenwarlergfkam 200)1 t i ma
Cities offer economic opportunities because of the sectoral, or industrial, diversity within
their economiedndustrial diversity has been shown to be an importatribcdor to
urban eonomic growth. Glaeser et @992)show that increased diversity of industries
leads to faster growth of the uistlies themselves and the city economy (employment) as a
whole. Additionally, a diversity of firms within an industry leads to faster growth within that
industry, and the increased competition and knowledge spillovers ripgle teocurban

economy. Qugjley (1998) addresses the impact of heterogeneity on consumption,
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production, and agglomeration in general, stating that larger cities, by virtue of being more
diverse, are more productive and have a higher standard of living for its residents.

The impact of urban diwty has not only ke studied from the perspective of
sectoral competition and its impact on the production function, but also from the
perspective of ethnic pluralism and its impact on urbampentsecondary labor markets
(Florida, 2002blJrban areas are the destination for nearly all U.S. immigrants and thus their
impact on the metropolitan economy represents the majority of their impact i8.the U
economy. Economic theory leads us to believe immigration benefits the destination as a
whole by allowing domestic labor to specialize according to its efficiencies, #adrnative
substitutes will suffer lowering wages due to an increased labaoBsujgsy2003; Smith,

2001) Card(2001)shows that large migrant inflows leachtwtsun decreases in relative
employment rates and wages fordkiled labor, espilly in gateway cities. C&2605)

however, shows that there is little relationship between increased immigrant laber and low
skill domestic wages. The weadtimiship between increased immigrant labor and native
employment and wages can be explained by local demand shocks or local shifts in economic
structure as a resulttbe increased labor sup(Bard, 2005)

Immigrants need not be assumed to be solely-skiled lot, competing just with
native lowskilled labor and reducing wagdsme pr oces s . (2Mbsutdymbh n n et
the impact of immigration on the British labor market shows that, at the national level, the
educatin level of immigrants is on par with that of British natives. In the U.S., the existing
stock of migrants is overly reggpeted by highchool dropout§U.S. Census Baau,

2012d) but new immigration presents an inverted parabola of increasskgléowabor
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(highschool dropouts) and bachéla and ma-bolders(liS Cetseig Bueeau,

2010f) Nor must immigrants replace native laboaloyc e pt i ng | e(@08l¢r pay
data reveal that in 66 of 175 study cities mean log hourly wage of immigrant men is
higher than that of native men.

Other researchers conclude immigrant labor has no effect on native employment and
minimal effect on overall native wadésiedberg & Hunt, 1995)onghie t  @005) 6 s
metaanalysis shows the wage effect clusters around zero, with some studies showing a
positive and others a negative effect. In the short run, wages essedegue to an influx
of (foreignborn) labor, but this is mitigated in the long run as capital accumulates and resets
the capitalabor ratio to its equilibrium le@ttaviano & Peri, 2006bB)hese conclusions,
however, treat migration as a fixed event that distorts an ecoregnjibnum rather than
the reality of constant-iand outstreams of domestic and international labor.

Ottaviano & Per{Ottaviano & Peri, 2005, 2006a, 20@6bjradict the majority of
research on the topic by demonstrating t
increases in immigrant labor. Theychate that gains for natives exhibited by their models
are a function of the imperfect substitutability of immigrant workers for natives, leading to
the conclusion that increased diversity has positive impacts on the omerait ecelfare
of natives. @d (2007)somewhat confirms this, showing that urban areas with larger in
flows of migrants tend to have larger pools ofsloled labor, leading to diverging (lower
lows and higher highs) and higher average wages.

Several research studiemven addressed the role of immigrant labor on the

unemploymentart e o f nat i ves (1999anahysis of anentploykienb an@ 6 s
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immigration from 1960 to 1977 reveals no statist@ggfificant effect of immigration

volume and native unemployment rate. Their analysis only addresses annual migration flows
and not the impact afggregatenhigration flows (i.e., the entire foreogmn population).
Winegarden & Khor(1991) analyze the impact of illegal immigration on native
unemployment at the state level and find similar results. The large and relatively immediate
influx of Cuban i mmi gr a 80lifing of&.S.Mmigration frono | | o w
the Mariel port also yielded no direct increases to native (white and black) unemployment
rates (Card, 1990)Jean & Jimene2011) when looking at OECD immigration and
unemployment, find that increasing shares of immigrants in the labor force rather than
immigrant ifflow volumes, has a delayed, weakly imeghtit only temporary impact on

native unemployment levels.

2.5. Research Opportunity

There is clear opportunity to fill several reseaphigathe migration literature.
Migration has been addressed across a number of disciimgsyf which igme the
various roles geography and space play in the migration. While space and geography are
inherent and understood in the context of modeling migration as spatial interaction, it is
often missing from the discussion of migration propensity, migrafi@s,nd migrant
economic impactsihe central theme of research for this dissertatitm agddress the

spatial variation of thesegrationrelated phenomena.
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First, there is a general need to modernize our understanding of migration
propensity. ittle has been published redgmeégarding changes in the propensity to migrate
in the 21st century, and there appears to be a dearth of research on the spatial variation in
this propensity. Second, there is an opportunity to revisit spatial interacticim iresear
context of migratiorDestinatiorspecific spatial interaction modese not been use¢ao
assess theamigration distancalecay parameter variation across space. Third, the
phenomenon of niche formation has been addressed thoroughtyrdseach has looked
at thespatialvariation of this behavior and what may cause it. Lastly, much has also been
published regarding the impact of fordigm populations on local labor markets, but no
studies have assessed whether these impacts are uriksrepace.

In addition to these general research gaps in our understanding of the geography of
migration, the recent economic events present an unprecedented opportunity to assess how
these migratcn e | at ed phenomena reactdGoeatcoRemess
recalibrated economics at the national, state, and local level, but not uniformly across the
nation(U.S. Bureau of Labor Statistics, 20TPingse economic fluctuations undoubtedly
led to changes in migration propensity, gdsim plaespecific distance decay, changes in
the formation and distribution of niches, and changes in impact of migrants on local
economies and domestic labor.

Thus, this research takes aim at the two principle segments of migrationdresearch
internd and internationa through two critical components within each. With regard to
internal migration, this research contextualizes the mobility of th20200geriod, and

identifies discrepancies between the flows at different BoEe&)062010 pedd will be
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the focus of this research because it includes the Great Recession, but also includes the pre
recession bubble and postession recoveryhis research alagses spatial interaction
modeling of internal migration flows to determine which pwditan characteristics draw

(or pull) these migrants to their destinations, allowing both the research and policy
community to better understand what attracts and repels migrants. With regard to
international migration, this research investigates intreiggaomic clustering (as opposed

to spatial clustering) and determines whether these behaviors are consistent across space.
Immigrant impacts on the nativern labor force are also examined for the -2006

period, again providing researchers and {odikgrs alike insight into the dynamic
relationship between immigrants and local economies.

The next chater presents the methodolog@ata and resultshat will fill these
researclgaps. Each sectiovill first providean overview of the research gjoess) to be
investigated. This will be followed bynethodologial overview and justification, and a
discussion of the data used in each analysis. Results will be presehtedeetimhts will

closewith a discussion of the significance of eachgfieesearch
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3. METHODS,DATA, AND RESULTS

This dissertatiowill address fousets ofresearclguestionsn the context of the
20062010 migration period, and the economic conditions that persisted during that time.
These are: (What are the crgnt trends in migration at the metropolitan and county level,
and how do these vary across s2g¢® the distanedecay parameter a viable estimator of
destination attractiveness, and what local attributes can explain destination attractiveness in
this context? (3Poes migrant propensity to form niches and niche composition vary over
space, and what factors contribute to these variaf®nd®w does the foreigborn
population impact the local domestic labor market, and how do these \anyaotse
spaceThis research will leverage the opportunities presented in 38ctiod provide
critical insight into thgeography ahigration.

These four research questions, while they could stand alone in their analytics, are
significantly interdependarttntextually, and each informs the results of the other. To fully
understand the distardecay estimates, one must have an awareness of the rates of
migration throughout the U.S., and demographically who those migrants are. Identifying
which niches are ggent among immigrant groups and how consistent they are over space
provides clarity as to where economically motivated movers of a given industry may go, and
who they will be competing with in their new destinations. And understanding the economic

impactof immigrants during a recession penotlonly feed context to the employment
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competition picture, but illuminates areas for policy considerations to ensure all
demographics, immigrant and native, economically flourish during any periolbwing
sections address the methodologies for the above research topics.

A central theme of this dissertation is the economic deunakang, behavior, and
impacts of the migration. As such, the migentterpretedhrough a nealassical lens.
From a model pspective, all migrants, both internal and internationalssanmed to be
rational actors operating under the principle of utility maximization. The maximization leads
them to select a destination that provides the greatestuneton migration, anddin

economic decisions in this destination are aimed at maximizing the return on their skills.

3.1. Current Trends in Migration

3.1.1. Methods

To frame the mobility withinthe U.S during the | atter half
decadgthe migration rageand associated demographics for all contiguous U.S. counties and
major metropolitaareas are explorethis time period buffers the Great Recession and will
both contextualize modern propensity to migrate and illuminate the changes in migration
rates oer time and in conjunction with the economic down#smmigration rates have
been empirically shown to vary by age, educatibgeaae(McKenzie & Rapoport, 2010;
Mincer, 1977; Stillwell, Hussain, & Norman, 2008se variables are critical to
understanding the mobilitgmong the U.S. Countieand metropolitanareas. kgh

proportions of residents in their early 20s (e.g., a county containing a largar four
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university) will likely experience significantly more outflow than a comparably populated
county with a nornmhgopulation distribution. Thus, contextuagizmigration withthese
variablepaintsa more realistic picture of mobility.

Using oufflows for each county fro20062010Q and corresponding demographic
data county andnetropolitan area migration trerade describedo include overall rates
and their relationshipto local demographielements: education, age, gadder While
focusngon descriptive stati sandiGetiOrdé&Gmldbalspatialr el at |
autocorrelation tesare employed Th e Mo r an &the presende drilirectiom mi n at «
of spatial autocorrelation among the colevwgl outmigration rateby measuring the joint
deviation from the mean of an observation and its neighbors.an&6s | wi | | be
to one, when neighboring observations tend to deviate sartie direction from the mean,
indicating a clustering of l i ke val ues; M
neighboring vaes tend to deviate in oppesdirections, indicating a dispersion of like
valueqBurt, Barber, & Rigby, 2008he global G test shewhether the autocorrelation is
a function of high or low migration rates clustering together, or whetfeeistia mix of
both, by taking a proportion of neighbor values to all values.'®yh whereQis the
search distana® conceptualization of neighbor relationsfopsutocorrelation, indicate
high values cluster together, while 10 valuesridicate low values cluster together
(Getis & Ord, 1992There is no O6correctd scale of S
assessing the phenomenon of migration rates. Because the size and defanition
6neighborhoodd and O6neighborsd is spatialdl

conceptualizations of spatial relationships will be employed in an attempt to identify the
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appropriate neighbor/weighting scheme for migration rate® Weeghting schemes and
neighbor relationships are inverse distance weighting, inverse distance squared weighting, 5
nearest neighbors equally weighted, 10 nearest neighbors equally weighted, and fixed
distance bands for inclusion of neighbors up to degasf 500km, 1000km, and 1500km

from each observation location (county oatgror metropolitan centroid$hese multiple

distance bands were chosen because they normalize for the spatial disparities in county size
and neighbor distances between thereaand western U.S.; a starting distance band any
smaller would have left many western U.S. counties without a neighbor. Additionally, it is
convention within the research to explore multiple distances when thera Eiom

justification to use a giv distance bar{@Getis & Aldstadt, 2004; Getis & Ord, 1992)

3.1.2. Data

Migration trends for the 20@010 periochre assesseingU.S. Census Bureau
American Community Survey (ACS).detta ACS provides detailed demographic data on
multiple geographies, ranging from the block group level to the state level. The ACS is a
sampled dataset similar to, asplacing following the 2000 decennial census, the Census
Bureauds decennial census | onygar,®ear,end5 The A
year datasets, where thged@r and fyear version aggregatgehr datasets over a specified
period. Thé research utiligehe 20062010 5-year ACS tables to obtain population,
education, age, agdndedata for each county and study (¢itys. Census Bureau, 2010a)

The research throughout this dissertation will focus on the U.S. metropolitan areas

with populations greater than one million. There are 51 cities thttisn@é@erion shown
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in Tablel with their populations and the number of counties composingFeaate2

depicts them on a maphe U.S. Census Bureau provides demographic data for numerous
politicalunitsand among #m are counties and metropolitan afBas Census Bureau also
defines the spatial bounds of each metropolitaniratbair CoreBased Statiical Area
(CBSA) definitiongU.S. Census Bureau, 20188SA definitionsre usedo determine

which counties to include in each metropolitan area for aggredgtatpn flows for each

city.

Tablel. The 51 U.S. metropolitan areas with populations greater than one million. These
cities are the analytical focus of this dissertation.

Metro Area Pop* Counties | Metro Area Pop.* Counties
New York, NY 18,700,71¢ 25 Orlandq FL 2,083,62¢ 4
Los AngelesCA  12,723,78: 2 San AntonipTX 2,057,782 8
ChicagolL 9,384,661 14 Kansas CityMO 1,999,71¢ 14
Dallas TX 6,154,265 13 Las VegadNV 1,895,521 1
PhiladelphigPA 5,911,638 11 ColumbusOH 1,798,371 10
Houston TX 5,709,313 9 San JoseCA 1,793,88¢ 2
Miamij FL 5,478,869 3 IndianapolisIN 1,717,25¢ 11
WashingtonDC 5,416,691 24 Charlotte NC 1,687,44( 10
Atlantg GA 5,125,113 29 Virginia BeacivA  1,663,07( 16
Boston MA 4,489,250 7 Austin, TX 1,627,571 5
Detroit, Ml 4,345,978 6 ProvidenceRl 1,602,82: 6
San Francisc@€A 4,244,889 5 Nashville TN 1,541,541 14
RiversideCA 4,114,751 2 MilwaukeeW!I 1,539,897 4
PhoenixAZ 4,080,707 2 JacksonvilléFL 1,319,19¢ 5
Seattle WA 3,356089 3 Memphis TN 1,301,24¢ 9
MinneapolisMN 3,229,181 16 Louisville KY 1,261,82¢ 12
San DiegoCA 3,022,468 1 Richmond VA 1,235,36¢ 17
Saint LouisMO 2,792,309 15 Oklahoma CityOK 1,218,92( 7
TampaFL 2,745,350 4 Hartford, CT 1,203,82¢ 3
Baltmore MD 2,683,160 7 Buffalg NY 1,137,26¢ 2
Denver CO 2,464,415 10 BirminghamAL 1,115,48¢ 7
PittsburghPA 2,358,313 7 New OrleansLA 1,105,02( 8
Portland OR 2,170,801 7 Salt Lake CiydT  1,090,84¢ 2
Cincinnati OH 2,110,398 15 RaleighNC 1,069694 3
SacramentaCA 2,107,092 4 RochestelNY 1,049,83¢ 6
ClevelandOH 2,086,589 5
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* Population estimate 20062010 ACS year datas@¢t).S. Census Bureau, 2010a)
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Figure2. The 51 U.S. metropolitan areas with populations greater than one million. These
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cities are the analytical focus of this dissertation, and they are sheameaes arentroids.
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files, whichare also derived from ACS d@faS. Census Bureau, 2012lhese flow files

t

he

provide migration estimates between all pairs of counties in the U.S. The Census publishes

countyto-county flow fies for Syear periods: due to the ACS sampling scheme, only every

five years is the emticoverage of U.S. guarant@dds. Census Bureau, 201Tbese

datasets present, in tabular form, the matrix of migration flows between all U.S. counties and

Puerto Rico. Omitting Puerto Rico, Alaska, and Hawalii, the remaining dagesetotdhe

countyto-county flows for the 3,109 counties (or county equivalents) in the contiguous U.S.

47



Because the flows are published at the county level, metropolitan area migrasicm flows
obtainedby aggregating the coutdyel flows using the GB. definitions.

This migration dataset is both the best available migration data for this time period,
but is also limiting due to how it is tabulated. Because the dataset covessetrepivod,
a migrant could move to a new destination only toxretdheir origin two years later, and
(if they are captured in the sample) be twice counted as a migrant. While this is not
necessarily problematic (they did in fact migrate,twick)es illuminate the potential
concerns for migration calculationsusiag this methodology for tabulating flows could
yield total flows greater than total population (i.e., a single person can be counted in multiple
flows if he migrates multiple times). This cgigidmigration ratethat make little sense in
the contexbf demographic variablesdditionally, while flows between large metropolitan
counties are generally large enough to have relatively smaltafarginsbecause the
countyto-county flows are a product of the ACS sampling scheme, small counags can h
migration margingf-error greater than the flows themselkres.exampleof the 12,858
origindestination pairs representingnigration to counties in the state of Florida, 10,252
of them have margiud-error greater than the estimated flow vahis.corresponds to 80
percent of observations. This is fairly representative of the entire dataset, as the overall
percentage of margiakerror greater than their corresponding flows is 82 percent.

Despite these accuracy concerns, the migration oatiedrby the U.S. Census is
the most comprehensive dataset of its kind, and it has the added benefit of corresponding

demographic variables that, for better or worse, have the same a&itura@ll, any
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conclusions drawn from analytical results ubege data should be done so with full

understanding of the inherent limitations of the data.

3.1.3. Results

The Census ACS estima4&421865U.S. residents moved out of their county of
residence during the 26@®10 to become migrants. For the 3,108. dounties and
equivalents, the median total outflow was 3,407, witowstranging from 5 in Loup
County, NE, t01,349014in Los Angeles, CA. The averagenaigration rate across all
counties was 0.04or 10 out-migrants per 1@0county residenttoup County, NE, also
had thelowest ouimigration ratevith 0.008(8 outmigrants per 1000 residentghile the
highest outnigration rate was found in Treasure County, MT witB (l86 oumigrants
per 1000 resident€)ne county, McPherson CounE, was estimated to have no-out
migrants during the stuggriod.Figure3 maps the outnigration rates for all U.S. counties
and county equivalentsing Jenks Natural Breaks.

In-migration rates across the Ur8.cansiderably lower on average, indicating fewer
6bggi nd counti es (relatively speaking,
populations). The averagemigration rate across the U.S. wal0q@® irmigrants per
1000 residents), with the &st rate at 0.001 (1-rimigrant per 1000 residents) in Liberty
County, MT, and the highest rate at @.460 inmigrants per 1000 residents) in
Chattahoochee County, GRigure4 presents the imigration rates foall counties and
county equivalents using Jenks Natural Br&aitsnigration and Hmigration rates are

positively correlatdd 1@ ¢§ indicating that irand out rates are generally alike.
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Figure3. Out-migration rate faall U.S. counties, presented in five classes using Jenks
Natural Breaks.
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Figured: In-migration rate for all U.S. counties, presented in five classes using Jenks Natural
Breaks.
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There are a number of counties with statistiugler in and outmigration rates,
and a handful that are statistically higher in both cateQefiagg high rates as those two
standard deviations above the mean foand outmigration, 109 counties are high- out
migration rate counties, and 128 lsigh iAmigration rate counties. Thigight of these
high in and outmigration counties are high in both categoriee r o0 hi gh t ur nov

Figure5 show the high imigration, high oemigration, andligh turnovercounties.

High in- and out-migration rate counties

High in-migration rate counties

L ligh out-migration rate counties

51 largest metro arcas

Figureb. Counties with high4mand high outmigration rates with the 51 study cities.

Of these 232 highate counties, only 28 fall within the metropolitan bounds of the
51 study cities. Memphis, TN,WiN®rleans, LA, St. Louis, MO, and Boston, MA had high

outmigration rate counties. Phoenix, AZ and Kansas City, KS had-imigjnaition rate
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counties. Denver, CO, Austin, TX, Atlanta, GA, Washington, DC, Richmond, VA, and
Virginia Beach, VA all had atsieane high kmigration rate county and ohigh out
migration rate county, indicating potential-titsgpopulation shifts. Me of the 51 metro
areas includbaighturnover countiesThirty-four of the 109 high oumigration counties
contain a metropithn area (that is, any metropolitan area, including but not limited to the
51 metros associated with this research), indicating that a majority ofiginatioh is
associated with small cities, towns, and rural areas. Only nine of the 128igiafom

rate counties contain a metropolitan,aagain indicating that small cities and, potentially,
rural areas, are associated with highgration.

While this does paint a partial picture of where the flows are leaving from and
coming to, the highate areas are very much a function of their base population. Small
counties in the Midwest and Western U.S. need only gain or lose a relatively small number of
residents to get classified as ataghcounty. For example, Fallon, MT had-amgnation
rate of 0.14, a significant outlier from the meamignation rate of 0.06. However, they
received 361 migrants with a population of 2,612. Cumberland County, ME, on the other
hand, received 17,776 migrants with a population of 276,946, yieldingaatiom rate
nearly equal to the mean.

Mo r a n dssfor gpatial ausotorrelation show significant clusterisgndarin-
andout-migrationratesfor both counties and citid®egardless of the conceptualization of
spatial relationship (inverse distamemghting, inverse distance squared weightimgl0
nearest neighbors; fixed distance bands at a range of distanceslGp®&m), the spatial

autocorrelation results are positive and signifieantountyl e v e | rates, the
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| statisics are observed using the five nearest neighbor weiblttiey. Mor ands | i n¢
for county inmigrationusing five nearest neighb@156 (p-value = 0.000)while the
index value fooutmigrationusingfive nearest neighbeveighting i9.186 [§-value =
0.000) Assessing the Gerd G statistic for county migration rates using five nearest
neighbor weightinghows that the autocorrelation observed is associated predominantly
with higher rates. The calculated G stat@tio-migrationis smé at 0.00035, but with a
z-score 0f12.268t is highly significarfp-value = 0.000)Likewise, the G statistic fout-
migration is 0.@B27 with a zscore of 10.108, again indicating higte clusters
predominate

For metrelevel migration rates,eth | ar ge st Mo r a imi@mtionl stat
autocorrelation was observed with inversandis squared weighting, followedy closely
by five nearest neighbor weigh{ing 0.370 and 0.368, respectively, bethlpe = 0.000)
The five nearest neighh wei ghting al so produced the |
migration rates as w@lk 0.513, pvalue = 0.000Running thesetisOrd G teston metro
in-migration using the inverse distance square weighting provides some statistical evidence
that highrates cluster together (G(d) = 0.026@alpe = 0.018). However when the G tests
are performed on 4imigration and owhigration rates using five nearest neighbor
weighting, there is no significant evidence that clusters araténijhmigration G(d)x
0.0205, gvalue = 0.216; owmigration G(d) = 0.0201,yalue = 0.557). Overall, there is
rather clear evidence thamigration and ounigration rates are spatially autocorreéated
that is, the rates for a given location are likely similar to, tantighly influenced by, the

ratesat hat | ocationds neighbors. At both the
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by assessing values of the five nearest neighbors, however this is deduced from basic
exploratory analysis and lacks a theoretzaldingT he f ul | results of t
for all conceptualizations of spatial relationships are presentetppeheix

Analysis of the migration ratgsows the findirgof previous researaiegarding
education and migratitwold true duringhe 20062010 time period, although the variables
are onlymoderatelycorrelated.Table 2 shows the correlatiorend significance levels
between countievel outmigration aneéducation level for two age groups24§ear olds
and age 25 and ov@ener al |l y speaking, the greater e
hi gher t h admigratienuraid ig dkely to b&mong those aged -P4, the
dichotomy occurs between high school grasluatie no college eddican (where there is a
negative correlation to migration rate) and residathtssome college or s soci at e 0 ¢
degregwhere there is a positive correlation). An interesting observation is there appears to
be no correlation among the percent 6248ea ol ds wi t h a Bachel or
migration rate, when the prevalent theory would suggest these new graduates would have
many more employment opportunities available to fh@simay be a symptom of the
recession, during which employment opporésnifor the young, including college
graduates, greatlyminishedU.S. Bureau of Labor Statistics, 20L0B¢se young college
graduates may have béear ced t o return t o t Imaricallegp ar ent
town working a student job, while they searched for employment.

Among those aged 25 and ovke major dichotomglsoappears to be between
having only &igh school diploma (negative correlation) and having college education

(positive correlt i on) . Il n this age group, Bachel or
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(though still moderate) positive correlations with migratignwiaitth contrasts with the
younger collegeducated cohort

Turning to age, previous reseasishown to besupportd over the 2008010
period. Assessing over five age groups, the propensity to migrate decreases with increasing
age. The 184 year old age group is most strongly associated with high migration rate
while the 4%4 year old age group is least assowigiedigh migration rate. This is as
expectedas the conventional theory of-egjated migration suggests high migration rate
among young adults, steadily decreasing to retirement age, and with atiskght up
portions of the 65+ demagphic relocat for retiremeniPlane & Heins, 2003The
carelation coefficients for age are showrainle2.

As far as can be discerned from this data, there appears to be no relationship
between the sexes and migration rate. Assessing by percent male and mdmsales 100
the correlations are near zerhis is unsurprising, as only in outlier situations are there
counties where sexes are not roughly evenly distributed. Given the relative smaatl change
genderratio across space and the relatarge changen migration ratethe minimal
correlation between the two variables is expected. This alsolifadiswith previous
research, which has failed to show any definitive link betyadarand migration

propensity

Table2. Correlaibns between migration rate for the U.S. Counties, and education levels, age
levels, andender

Variable Correlation
Education Level
Age 1824
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Variable Correlation
No High School 00.09***
High School 00.20***
Some College/Associates Deg 0.22*%**
Bachekbkgeebds D 0.07***

Graduate Degree N/A A
Age 25+

No High School 00.08***

High School 00.34***

Some College/Associates Deg 0.11***
Bachel or 6s Dec¢ 0.24*

Graduate Degree 0.29***

Age Group

1824 0.49%**

2534 0.30***

3544 00.11***

4564 00.36***

65+ 00.34***
Gender

Male(percent) 0.02

Males per 100 Females 0.03

*** indicate significance at the 9%ercentsignificance level
with df=3,106A i n d atecnatawailbled

Out-migration rates for éh51 metropolitan study areas ranged from 0.11 in New
York, NY, to 0.22, in Las Vegas, NV. The averagmigtdtion rate across the cities is 0.16.
New York saw the largest number of residents move out of the metro area, with 1,980,258
leaving over thevié year period. Buffalo had the lowest number efmiguants, with
143,441 In-migration rates for the cities were much lower thamiguation, indicating
significant net migration losses. New York had the lowmsgriation rate for the period
with 0012 and 230,838-migrants. Austin, TX, had the highestigration rate at 0.070
and 108,872 imigrantsFigure6 depicts the oumnigration and imigration rates, along

with raw netnigration losses.
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All 51 sudy cities experienced significant dehesticmigration losses over the
five-year period. The greatest losses were in New York, with estimated net losses of
1,749,420. Raleigh, NC, had the loweshiggation losses with 92,77The correlation
betweenn- and outmigration rates is strongly positive Q.74), indicating that, rather than
a systematic realignment among migrants the 51 cities, these cities consistently received less
migrants than they lodtooking at the 51 cities in aggregate, 52Lénxyrants arrived
while 24,382,793 migrants departed, indicating a total net loss of 19,166,530 roiggants am

the 51 cities.

57



0.08

Austin
0.07 o)
o
0.06
o o O Las Vegas
8 0.05 0209 2 o
(9 ) ®) O
S S} CISC)
£ 0.04 ® &)
=y © @e Qe° S)
= 0.03 o— @& o e
< ® o o8& °
@)
0.02 /K@\
New York Kﬁ@/
oo O
0 . . . . . :
0.10 0.12 0.14 0.16 0.18 0.20 0.22

Out-Migration Rate

o Relative Net Migration Losses

Figure6. Chart of ouvimigration and kmigration rates, and raw net migration losses for the
51study cities.

Because most migration occurs over short distances, any assessment of migration to
cities should consider how much of the total migrant stock arrived from nearby locales.
Given the infinite charactiean ziast i a nngs torfo pdonl
exurban region. Davis et(@994)describe exurban areas as extendii@ 6tlles outward
from a cityds <circumferenti al hi ghways; h
exurbamolitical units ssociated with each city by the U.S. Cekssusugh pproximation
of Da v i(B994gdfinitian thisGesearch us#e nonmetro counties contiguous to

each metropolitan ares the exurban regioMigration from these coues into each
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metropolitan area could be accomplished by a short move over one county boundary into
the cityds suburbs, or a Il onger move into

Contiguous exurban counties accounfLiorpercenton average, of the migrants
coming into lhese 51 study cities, however there is a great amount of vatiatich.
percent,San Diego, CAreceived the lowest percentage of its migrants from its exurbs,
indicating more tha®8p er c e nt o 4nigrants evere dtttacged som iother cities or
far-off rural areasrThis is likely a function d¢ie prominence of military residents in this
metropolitan area, which would arrive from distant posts and bases throughout the world
and the fact that San Diego is surrounded by other cities (Rivésides B8ngeles, CA)
andonly one countthatis consideredts exurbsHartford, CT on the other hand, received
amuch larger share of migrants from its exurbs, with 36.2 parpetential influencing

factor on flows from exurbs, and any migrationsfifaw that matter, is thevailability of

affordable housing options in these metro areas. Housing costs are generally much greater in

metropolitan than exurban areas and have been increasing in recent years. Incomes, on the

other hand, while greater oreeage in metropolitan areas than in exurban areaspha
kept pace with housing increg€asigley & Raphael, 2004)

When looking at metropolitéevel owtmigration rates, the relationships with
education, age, amg@nderoffer an interesting contrast to the cotetyel relationships.
Table 3 provides these correlatiotYoung high school dropouts have a relatively strong
positive correlation with eutigration rates, as opposed tortheimal negative correlation
between the two at the county level. While high school graduates-2¥tlagd 8ange have

a similar negative relationship between
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degree variable has the opposite relatpfidis is perhaps due to the high accessibility of
educational opportunities in metropolitan areas, which most counties do not have. The
percentage of Bachelords degree hol-ders i
migration rates, which isline with the countievel correlations.

An interesting deviation occurs from the colewgl correlationsreong the 25 and
over age group in metropolitan areas. While high school dropouts and graduates maintain
similar correlations, the some collegadéisses degree cohort has a relatively strong
positive correlation with high migration, while Bachr 6 s degr ee has no
Graduate degree has a negative correlation. These values are contrary to the expected
relationshipswhich are that moreducation increases the probability of migratias.
possiblethese unexpected relationships, opposite their normal direction, are a function of
the recession. Employees with graduate degrees were less likely to be laid off during the
recession than tindesseieducated counterpaftarber, 2011and given this modicum of
stability in uncertain times they may also be less inclined to take new, higher risk
employmenbpportunities. Employees with lesser education, such as those with high school
diplomas or only some colleggere more at risk for job loggsarber, 2011Yhis group may
have sought employment in other citeslthey may have pursued retraining/education
opportunities (e.g., obtaining an Associ at
of finding employment elsewhere.

Age has a similar relationship to mignates in metropolitan areas as in counties.
Rather than the correlations decreasing consistently across the age cohorts, however, the

second 284 age group is more strongly associated with high migration rates th&d the 18
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year olds. This may be adigation that the young, both higher and lesser educated, find
their first jobs in the city where they were last educated, and once they have obtained
experience and resources to enable a move away from the city (i-d4)agleetschance
of mobilityincreases.

The relationship betwegenderand migration rate is also significantly different at
the metropolitan level than at the county level. The metropolitan percent male has a strong
positive correlation with ouatigration rate, suggesting that mexy he more prone to

migrating out ofmetropolitan areas than women.

Table3. Correlations between emigration rate for the 51 study cities, and education levels,
age levels, amgnder

Variable Correlation
Education Level
Age 1824
No High School 0.49***
High School 80.23
Some College/Assaciates Deg 80.23
Bachel ords Dec 0.16
Graduate Degree N/A A
Age 25+
No High School 0.08
High School 00.23
Some College/Assaciates Deg 0.58***
Bachekgeebs D 0.00
Graduate Degree 00.38**
Age Group
1824 0.26
2544 0.45%**
4554 00.59***
5564 00.45***
65+ 00.54***
Gender
Male(percent) 061 ***
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Variable Correlation

Males per 100 Females N/A A
*** and ** indicate significance at the.®fecent and 99
percent significance levels with di=A9 i n d iata adt e s d
available.

3.1.4. Discussion

Migration flows varied significanslyross U.S. countiéd/hile there is significant
positive correlation between and outmigration rates among3J.counties, few counties
had excessively high rates. Of those that didyrosd spatialpatterns wer@pparent,
indicating the owutigration and kmigration rates are generallpcalized phenomenon.
Soatial autocorrelation tests indicate positiveaspatocorrelatioaf in- and outmigration
rates, with higheatespredominating the counlgvel clustering. Howey@&xamination of
high in and outmigration rate countie@&efined by rates greater than two standard
deviations from the meaimdicate a relatively uniform dispersal of these counties across
the U.SA majority of high inand outmigration migration counties were not a part of any
metropolitan areas, indicating small cities are rural areas are both losing and gaining larger
proportionsof their populations to migration their large city counterparts.

The current trends observed in migration docootradicttraditional migration
theory when viewed at the county leVéle analytical results, howewarggest that
metropolitan migratiomay operate under a different set of norms than migration overall.
Metropolitan migration differs in its relationship to education leveigeraelratio, while
agespecific correlations are roughly similais is an important discovery for it signthes
potential ecological fallacy of inferring a particular set of migration dynamics observed at the

county level are present and apply amongcityemovements. Additionally, these results
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imply the migration push and pull factors that impact theoddoimigrateand destination
selection may vary by the scale at which the analysis takes place. ddigpiaissould
be careful to not assumer posit, ubiquitousrelationships between migratrefated
variables based on a particular scale gbmnal

These results, while important and illuminating, must be caveated by the limitations
of the data used to derive them, particularly in light of the previous discussion of the
marginsof-error associated with the migration estimates. Given both riegtsband
drawback of this data, research of this kind should be continually undertaken using annually
updated migration datasets (the U.S. Census Bureau only recently began publishing these 5
year countyo-county migration flows) to confirm and refine findings of this research

regarding the qualitative differences in migration at the county and metro scales.

3.2. Spatial Interaction Regression

The migration rates discussed in the previous section are indications of the
proportions of people are W@y origin counties or cities, and the proportions of people
arriving in counties or cites. Rates, however, speak nothing to where the people who arrive
in a particular destination originated from, or what characteristics about that destination may
have plled them to it. For a given destination, people will arrive from both near and far
origins, and generally speaking the smaller the volume of migrants-dfowritans, the
| arger t he destinat i on 0 sTheddistanceecayparameterc ay p

represents the friction associated with moving to or away from a place or set of places. In
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the case of estimating distadeeay parameters for destinations, it represents the ease of
migrating from any origin to the destination. As such, aistacay is a function of the
attractiveness of a placelace with wideattracton has a smaller distard®cay parameter,
and vice versa. Identifying the characteristicdribhatistancealecay variation, then, is akin
to explaining the elementsattiraction for a given flow of migrants.

This process is grounded in the assumption that disecee is nostationary
across space. Global spatial interaction models assume a fixed relationship between all
variables, including distance decay, betWeglaces. The concept that relationships vary
over space is not a new one and there are many statistical methods that attempt to address
this, such as geographically weighted regression (GWR) and the spatial expansion method,
through locally weighting pts and curvéitting methods(Fotheringham, Brunsdon, &
Charlton, 2002) While these methods are robust at their intended purpose, their
assumptions about spatial relationships and methodologies dotmetgdalsof this
researchGWR estimates local variable coefficients: aeusmgfficient is estimated for
each independent variable at each sample point, by utilizing and weighting some set of
nearby point$Brunsdon, Fotheringham, & Charlton, 1996 spatial expansion method
assumes variation over spdmé simply as a function of space itself and not the distance
between places or interaction between {Rrester, 19B). Additionally, the set of measured
variables associated with each local estimation, while they may vary due to inclusion or
exclusion, do not vary in value. With spatial interactions, however, each estimation point
possesses a different set of distamtech influence the amount of interaction, which is the

dependent variable. Thus, GWR methods are not wholly applicable in this situation.
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Geographic idtanceis a fixed property between all cities, but it is the impact of
distance that is variable. As tttractiveness of a city increases so too do the migrant flows
to it, indicating eeduced cogif distance. It is this relationship between attraction and space
that will be modeledAttractiveness of a destination has previously been modeled using
regession forms of the gravity model. Toljld79)estimated destination attractiveness
utilizing net ngration at each place (rather than actual flows), but assumed a constant
distance decay over space. Baxter and E®8&J) Tobler (1983) and Fotheringham
(2000)elate the loginear regression constant to destination attractiveness, and they derive
the attractiveness by interpreting the coefficients of dummy variables. While their models
provide a novel estimani of relative attractiveness, their omsgiecific models ignore the
relationship between distance, spatial structure, and attractiveness, and they consequently
disregard the distance friction parameter derived via the regression.

A two-stageprocesss employedn which (1)a spatial interactiomodel is usetb
derive the distance decay parameters for each city using Poisson (Egtbssingham &

00 Ke |l | )yand (2}efr8s8ign is useddstimate the contribution of a set of variables to
these friction factor&ach of these steps will be addressed in the next two subsections. The
distance coefficients estimated from the first modeb serilee dependent variables of the

second model.
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3.2.1. Methods

3.2.1.1Deriving the distance decay parameter

The base regssion form of the gravity spatméractiormodelis usedo derive a
distance decay parameter for each of the 51 U.S. metropolitan areas with populations over 1
million. The model is formulated such that the destinations are these 51 cities. The model
run over three sets of origins: (1) the 51 largest cities (i.e., the destinations are the same as
the set of origins), (2) all U.S. counties (excluding Alaska and Hawaii, because their distances
travelled to the 51 cities will bias the decay estinaagB) all U.S. counties, excluding
those contiguous to the destination metropolitan dedtiple originsare usedor two
purposes. Firsthere is a desite determine if the second model is equally appropriate for
modeling distance decay for twe separate types of origins (cities and courRies)lts
from the analysis of migration propensities indicate there may be significant differences in
the demographics of migrants when viewed at differencé scalety versus metropolitan
arealf this is true, it is important to test whether the destidagiesed pull factors apply
equally to migrant pooled based on metropolitan area origins, and migrants leaving from
individual countiesSecondjt is important tatest if there is a loealove biasrbm the
inclusion of flows from counties contiguous to the metro dilea® maye residents in
these contiguous counties tleae making shedistance residential moves into the
metropolitan area, while keeping the same employment, and thus wisose atatigrant
may bias the distance decay calculBggause mogérom a contiguous county across one

border into the metro area outskirts and a move to the city asnteoth considered
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migrationan additional analysssperformeaf the flows ind a metropolitan area, omitting
those from contiguous counties.

The inmigration for a metropolitan area is calculated as the sum of the flows from
all U.S. counti€® phgiB e into each countifithat composes the metro area. Distances
are calculated as the Euclidean measure between the destination metro area centroid, and the
origin unit centroid (that is, metro area centroid for metro origins, and countgscémtroi
county origins). While this is a somewhat crude measurement of the distance between two
areas, it is conventional within the migration literature and should prove satisfactory given
the national scale of this analysis.

The traditional migration gigv model is formulated such that the amount of
migrant flow between two areas is a function of the product of the relative attraction of each
place moderated by their distance from one andthisnesearch emplogssariant of the
traditional model, thdestinatiorspecific attractieoonstrained (DSAC) gravity mogel
G. Wilson, 1971Destinatiorspecific gravity models are formulated to model the flow into
a single destination from all origins, rather than all destinations; it is used here because the
concern of this analysis is the distaleoay parameter asstdawith each destination.
Attractionconstrained models have been shown to provide more accurate estimates of
spatial interaction and the role of distance than produotistrained or unconstrained

modelsi Fot heri ngham & OO0 KAGC rodels cch&®&efipw toltieeb | e r
destination through balancing factor that satisfies the constigint™y B  “Y. The

balancing factog, , is genergl formulated as:
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whered s the total migration -ftow to destinatiofQ0 is thetotal outmigration from
origin " Qand’Q is the distance between the origin and destination. The denominator is
sunmed across all origins.

Foll owi ng F(@A983)mmpetmg Hdeatimadics model, an accessibility
measure will be included to address the effects of spatial structure on migratiomgControll
for the accessibility of the origins reduces the chance of misspecification of the distance
parameter estimatéSotheringham, 1981) Contrary to Fotheringha
arrangement of destinations for an oiigised modelthe concernhere is with the
arrangement and acdetiisy of the origins. Origins arranged in an agglomeration are more
accessible to destinations than more isolated origins (i.e., there are many more nearby
intervening opportunities). This accessibility influences the interaction in the system and
biaseghe distanceecay parameters. The accessibility measure for an origin relative to a

destination is defined @otheringham, 1983)

0 a jQ aQ

whered andd are the mass (population) of destinafi@msd’Q respectively, ar@
andQ are the distances between the origin and those destinationgodtteninto note
that the summation is across all possible destinations from the origin, rather than a smaller

number of flows that may actually exist. Thusjs summed across the 50 potential
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destination cities, even if a particular origin cityoonty did not send flows to that
destination.

Combining these elements, the destinapenific attractienonstrained competing
destinations (DSACCD) model is formulated as:

Y 000 & Q

where the terms arefuhed as:

'O & mass (total inflow) of the destinati@n

6 & balancing factor for destinatién

0 0 accessibility measure for origin

& 0 mass (total outflow) of the orig

Q & distance between origiand destinatioi®

1 O0parameter indicating the effecfiowan or.i

(expected negative sign; more accessible origins will interact proportionately less with

any destination)

_Oparameter indicati ng latiohen the fnifjrationtoutof t h

flow (expected positive sign; larger populations have a larger migrant stock)

I & parameter indicating the strength of distdacay on the flow betwe€hndQ

(expected negative sign; greater distances impose more, fretiooting

interaction)
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The gravity model can be estimated using standard linear regression and other
regression methods, however studies have shown that modeling migration spatial interaction
as a Poisson process yields superior model results amatedsmmebiases inherent in
ordinary least squar€lS) model calibratiof F1 ower de w, 2010; Fot her
1989) Thereforethe spatial interaction modetfsthis research are calibrated uBigson
regressioandMLE with a logink, following Flowerdew and Lovgt988)

The DSACCD mvity model above is still in a relatively general Otner
examples in the literature incorposgtecific variables of attraction or repulsion to account
for age, education, and economic conditions within an origin (given this is a destination
speciic model, all variables describing the destination are constant). tBecausernof
this researcls the distanedecay parameter and not an accurate estimation/prediction of
migrant flow\{hich has regardless beentrolled for by utilizing an AC &), thanodel
is employech its above form, using total outflow of the origin as the mass vaahl#d.

presents the model ds independent variabl es

Tabled. Spatial interaction variables and their expected sign and significance.

Variable Description Expected sign and
significance
Balancing Facti Balancing factor ensurint N/A
flow constraint is met

Accessibility ~ Measure of the (0), significant
acceshility of each origin

Mass Population of each origir (+), significant

Distance Distance between origin (0), significant

county or metro area anc
destination metro area
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Becauséhe model is executeder three sets of origins, the lestll be three sets
of distance decay parameters. The first set will represent the friction of distance to the
destination from any of the other 51 cities in the study set. This set of values will represent
the relative attractiveness of each city ferunban migration. The second and third sets of
distancedecay parameters will represent the friction of distance to the destination from any
county in the U.S.

As mentioned above, the majority of spatial interaction literature assumes spatial
nonstatimarity for distance decayesting fornonstationarity of the distandecay
parameteris done with thenon-stationarity testrom the GWR literaturgBrunsdon,
Fotheringham, & Charlton, 1998)his method compares the standard error of the
estimated global distance decay parameter with the standard deviation of the estimated local

distance decay parameters. A igtakenof the two variance measurgesj (‘YO such that

values close to unity indicate a stationary distance decay, while large values indicate a non

stationary process.

3.21.2 Explainindistangkecay parameter variation

A tenet central tohis research is th#tte variation in distance decay parameters
among a set of destinations highlights the variation of their success as centers of attraction
for migrants. Each city brings a unique combination of social and economic characteristics
that define its place utility uniquely for each migrant. By controlling for origin push and
accessibility within a destinatspecific model, the distance decay coefficient inherits the

endogenous elements of attraction evaluated by the pool of migrangs tbiothie city.
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Assessing these distance decay parameter estimates together, common threads among these
elements of attractiaran be identifiedhis is done bgssessing the sceiconomic aspects
of cities.

A multivariate OLS regressi®used to quaify the role and significance of
metropolitan characteristics influencing distance decay. Tests for spatial dependence in the
residualsare performedu s i n g M GAnsalin,51988)Multiple representations of
relationships will be used to test to ensure any spatial pattern present is identified and
explored. These neighbor relationships include: inverse distanéegweigbtse distance
squared weighting, five nearest neighbors equally weighted, ten nearest neighbors equally
weighted, and fixed distance bands for all neighbor cities within 500km, 1000km and
1500km. ItheMo r a resulis inticate significant spatependence, the modabuldbe
executed as a spatial lag or error regression. The absolute valudistdnitesiecay
coefficiens derived from the DSACCD model is the dependent variable in the regression.
The independent variables are a set of ecoramdi social characteristics for each city.
These are discussed below.

(1) The population of the metropolitan area is included to control for endogenous
and exogenous characteristics of the city. City population or size is regularly interpreted as a
surrayate for other attraction measures in gravity modeling and is generally highly correlated
with migrant flow volume. Rather than the total city population, the age 16 and over
populationis used as these are the major contributors to metro economy ame. cult
Becausdhe goal is to explain the distanlezay variation, the below variables should

remove the endogeneity of this relationship. Thus,itvbgapeatdthe coefficient on this
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variablewill be negative (i.e., larger populatittad to lower idtance decay), the
relationships expectedo be insignificant and captured by other variables. A significant
negative relationship would indicate that the size of the city is a driving factor in the
attractiveness of a city, as interpreted throughaisiecay.

Several economic measures of theacégyncluded. These variables allow me to
guantify the impact of each on the overall attraction of the city to migrant, and taken
together the role of economic characteristics as a whole. (2) Mediaangrmssthe
metropolitan areis included to assess the cost of housing on attractiveness. Housing costs
have been shown to have a varying relationship with migration: some studies suggest there is
no relationshipBerger & Blomquist, 1992; Nord, 1998hile others show a positive
(Cameron & Muibauer, 1998)r negative relationshiplailu & Rosenberger, 200Zhis
variableshouldhave a positive coefficient and be significant, as higher housing costs should
lower the attractiveness of the destination. This variable is logged to reduce
heteroskedasticity. (3) Variance of the gross renh \thii metropolitan areia also
included. Thiss calculated as the coefficient of variation (CV) for the elewetygross
rents within the metropolitan aréa. discussed in Section 3.1, metropolitan housing costs
have continued to rise while incomenginohas not kept pacéhis variable testvhether
metropolitan areas with a greater range of housing djtona larger variance indicates
regions in the metro area with more affordable housing, while also have areas with more
extravagant housinggve higher attraction than areas with more uniform rent [Elvisls.
variableshouldhave a significant negative relationship, as more rent variance should make a

destination attractive to a broader range of migrants.
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Three unemployment rates for the nphtan areaare included: (4) white
unemployment, (5) Hispanic unemployment, and (6) Aftmarican unemployment.
Unemployment rates have generally been shown to have little effect on the aggregate
migration to a cityGreenwood, 2001but this may be masked within and a function of
urban accessibility: an accessible city with high unemplmte®fdr a given demographic
may not deter migrants because of the perceived ability to have a larger search area for
employment in the new city. Given that accessibdisy been controlled fowhen
determininghe distanceecay parameters, unemploynnesy yieldh positive relationship
to distance decay, particularly in light of the large employment losses that occurred during
the Great Recession.

(7) Per capita income (PAdp included as wellto test whether high@rcome
metropolitan areas, allhet things being equal, are more attractive than-ifmeare
metropolitan areas. Overall earnings differentials between origins and destinations have been
shown to effect migrant floyBerger & Blomquist, 1992p it is expected that earnings has
a positiverelationship on the overall attractiveness of the city, and thus a negative
relationship with distance decay.

The culture of an area is also an important attractisorf@migrantyManson &

Groop, 200Q)While the primary decision for migratiotypgcally economically rooted, the
cultural aspects of the destinatimay besignificant pulbr pushfactors. Three variables are
included to capture this cultural eff@®t: ( F1 or i d a 0 s (FIBrmdy 2002¢¥the | n d e x
percent foreigiborn of the metropolitan area, ad@)( t he di ver si t-y of t

born population. These three variablesesgmt a multicultural attraction of a city. The
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Bohemi an |l ndex for each city I s an aggre
occupations. These occupations are authors; designers; musicians and composers; actors and
directors; crafartists, painterssculptors, and artist printmakers; photographers; dancers;

and artists, performers, and related wofkéwsda, 2002aj-ollowing Ottaviano and Peri

(2006b) foreignborn diversity of the citis calculatedising an index akin to the Gini

Simpson diversity indefost, 2006)which represents the probability that any two
individuals selected from the fordigmn population have different obies of birth.

Diversity is calculated as

O p n

wherep i s t he proporti on édrn populationnitet is lwom @r e a 6 s
countryQandQ plclBrEis a |list of 133 potential ¢
cakgories provided by the data. The diversity index has a range of 0 to 1, where an index
value of O indicates all of tfegeigrbornwere born in the same country and a value of 1
indicates perfect dispersion across all countries. The Bohemian Inden Hiakduk to

high economic growth, employment, and population g(latiida, 2003)ut it has also

been shown that more ethnically diverse cities have experienced negative netitigration

& Wright, 1998; Frey, 1998Yhile it is unlikely that any potential migrant would make his
selection decision based upon these qualities, they together represenl fvelvefa

cul tur al opportunity that should increase

these will have a negative relationship with distance decay.
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Education levels in an area are a driving force behind economic (§usvé
Armington, 2004)but also an indicator of the potential criminal ac(iVitgrnberry,
Moore, & Christenson, 1983 hreeeducation measures for each cltj): the percent of
population 25 and over with no high school diplohZatie percent of the population 25
and over with only a high school diploma (i.e., no college degreds), thiedpercent of
the population with graduate degrées hypothesizd that more educated cities will be
more attractive to migrants,dathus distance decay expectedo have a negative
relationship with the percent of high school dropouts, and a positive relationship with the
percent of high school graduates and gradugtede

An analysis of migration determinants and elements of attraction would be
incomplete without an assessment of the employment structure of the cities, especially given
theperod of anal ysi s s pandnefpiognent dua td theceSgior at Re
of 2007 to 2009 was not equally dispersed across the economy: the construction and
manufacturing industries were much more severely affected than other ifduStries
Bureau of Labor Statistics,1@pand also slower to recover than other seiensne,
2012) Additionally, a select gmof the service sectors experienced significantly higher job
loss than the reqUU.S. Bureau of Labor Statistics, 20Id) ensure the employment
structure and the impact of the recession on sector emplaymeantcounted fothe
percent employment in threectse categoriess used (14 major employment losses:
construction and manufacturing sectd®; ioderate employment losses: wholesale trade,
retail trade, transportation and warehousing, information, financial, and professional services

sectors; andl§) employment gains: health care and education s€ated shows the
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sectors that comprise each of these variables and their employment outcomes during the
recessionPositive relationshipgre expectetbr construction/manufacturing employment

and service employment: cities with greater employment in these areas likely -deterred in
mi gration due to the recessionasignifcanpact s
negative relationship between educatiolitheanployment and distance deshguld
manifestIt is hypothesizg the growth experienced by these sectors during the recession

attracted extra migrants to these cities, driving down distance decay.

Table5. The employment striuze categories aedhployment growtbf economic sectors
during the recession with their NAICS cdqteS. Bureau of Labor Statistics, 2011)

Major Emp. Loss Moderate Emp. Losses Employment Gains
Emp Emp Emp
Sector Change Sector Change Sector Change
. Education and
(Cz%’;s”uc“" 519.8% a’gf'esa'e Trade 576906 | HealthCare  +3.3%
(61-62)

Manufacturing 0 Retail Trade 0
(3133) 014.6% (4445) 06.7%

Transportation and

Warehousing 87.3%

(4849)

Information 0

(51) 07.6%

Financial 0

(52) 05.8%

Professinal Services 0

(53) 08.9%

Lastly, Census migration data have shown that U.S. migration trends over the past
several decades have been to areas with warmer ¢Gretes/ood, 1985) 0 control for

this phenomenon, and to quantify the effect of climate oatiatiral 7) the variance of
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monthly mean daily temperatugasd (18 the average annual precipitation for each

metropolitan areareincluded.lt is hypothesiz# that both variables will have a positive

effect on distance decay; that is, greater temperatiance and higher precipitation levels

will lead to greater distance decay values.

The independent variables are presentéhlie 6 with an expected sign and

significance.

Table6. Independent variables for distadeeay parameter regression.

Expected sign and

Variable Description significance

Population Population 16 and over for (d), insignificant
the metropolitan area

Rent Log of the median gross re (+), significah

Rent Variance

Unemploymeénthite
Unemploymeémhtispanic
Unemploymeé#ifrican
American

Incom&PCl*

Diversity PerceRbreigborn

Diversity Bohemian Index

Diversit§y Origins

EducatiohNo HS

dollar value

Coefficient of variatioof (0), significant
the countylevelmedian rent

dollar valuewithin each

metro area

White wnemployment rate  (0), insignificant
Hispanicunemployment rate (), insigificant
AfricanAmerican (9), insignificant
unemployment rate

Log of per capita income fc (), significant
the metro area

Percentage of population (), significant
that is foreig#born

Measure of the quantity of (9), significant
artistic occupations in the

city

Origin diversity index value (), significant
of the foreigrborn

population

Percent of the popation age (+), significant
25+ with no high school

diploma
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Expected sign and

Variable Description S
significance

EducatiohHS Percent of the population a (8), insignificant
25+ with only a high school
diploma

EducatiahGD Percent of the population a (), significant
25+ with a graduate degree

EmpbymedtCM Percent of population (+), insignificant
employed in constrtion
and manufacturing sectors

Employmeh§S Percent of population (+), insignificant
employed in select service
sectors.

EmploymeriH Percent of population (9), insignificant

employed in educati and
health care sectors.

Climaté Temp. Variability Variance of the monthly (+), significant
average temperatures

Climaté Precip. Total annual precipitation  (+), significant

* Multicollinearity tests indicated ethnically dieggted per capita income variables should be adjusted to a
single variable.

3.2.2. Data

This portion of the dissertation uti8raultiple data sources to assemble tegede
data for analysi€ensus courtyp-county migration flow files for 202610(U.S. Census
Bureau, 2012la)s the migration tlasourceas in the previous sectidinis datas used to
estimate the distandecay parameter for each city. The Census migration data are
aggregated from the Census ACS surveyar@pdblished as ayear dataset to provide
seamless geographic cagerof the U.S. The migration flows represent an estimate of the
number of movers between any two counties overybar periodAs mentioned above in
Section 3.1hts dataset is bothmiting andthe best available matjon data for this time

period If they areaptured by the ACS samplmigrant cafe counted more than once in
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the datasedd if they makenore tharonemigration (e.g., chain migration) ahéy returrto
their original origin (e.g., return migratioihile ths is not necessarjyoblematic if the
person is in fact migrating multiple tinussg this methodology for tabulating flows could
yield total flows gater than the total population.

Of more concern with this dataset are the maofeisor associated with the inter
county flows. Also described above in Section 3.1, over 80 percent of tkaestigation
pairs in this dataset have margirsrror greater than their associated flows. Taege
(relatively speaking) margiferror are predominantly associated withllersampled
origindestination relationships, and thus the flows between large metropolitan areas
generally have margifserror smaller than the flovBespite this, a portion of this section
of the dissertation research uses inflows fromm®atro orgin countiesvhich, in many
cases, have margofserror greater than the flows themselves. This is an inherent limitation
of this datasehat must caveat any conclusions drawn upon these analyses.

Because th€ensusmigration flows are at the countyeleandt hi s r esear
interest is a distandecay parameter for the metropolitan area, the flows of the counties
that compose each of the largest U.S. metropolitarasreagregatéa determine a flow
estimate for the city.n€se metro areas arenitfeed, as in the previous secti@s those
with a population of one million or greater, as estimated by th202006ensus ACS 5
year estimate. This dataset was chosen for the population estimate because it provides a
morereliable estimate for thegration period (2068010) For the full list of 51 cities, their

populations, and the numbercofunties composing each, refefablel in section 3.1.2
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An added benefit of utilizing the AG8€ear migration tka is it corresponds to the
20062010 ACS JHear demographic datas&his dataseis utilized to obtain the
demographi@nd economiwariables for th®©LS regressio: rent, unemployment levels
income leveldiversitylevels, education levels, and empbny level$U.S. Census Bureau,
2010a) Th e Nati onal Oceani c and At mospheric
Climatc Data Center (NCDG$ the source of the temperature and precipitationTtheta.

NCDC climatenormas arethe source dataset for these variablésch are thexpected
monthly mean temperatureand annual precipitation averages as calculated from
obsevations over 1982010(National Climatic Data Center, 2011)

This research does not temporally lag the socioeconomic data serving as pull factors
for the migrants because of the temporal scale of the ACS datasets, from which the
migration flows and socioeconomic variables axedidecause that the flows represent
five-year aggregates, they span multiple socioeconomic lags. There is no conventional lag
period for modeling mulfiear migration flows. Data corresponding to the regional and
metropolitan scope of this analysisiss limited, with only one earlier AGR&r dataset
than the one used here (the 2P0B9 dataset). While this dataset could have been used for
the socioeconomic variables, given the end of this dataset corresponds to the peak of the
Great Recession gt is risk that the behaviors of the migrants who moved in late 2009 and
2010may not be represented in the demographic. dddiae migrants are captured in the
20062010 migrant flows, and their mobility may be inaccurately modeled due to changes in
the socioeconomic variables due to the partial recession recovery in 2010. It is for these

reasons no temporal lags were used in this analysis.
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3.2.3. Results

Theresults show significant local variation in distance decay parameters, and that the
parametersassociated with metto-metro flows are well explained by the-leitgl
socioeconomic factors includedhe second modelCountyto-metro flows are not well
modeled but the variables that significantly impact distance @édig metrdevel are
identified An overview of the distance decay variation calculatethb#@8ACCD model
is presented firsthe secondtagesociceconomic modeksultdollow, and they show that
distance decay parameter, as a measure of attraction, is influenced bymsm@mpl

diversity, education, industry, and climate of the metropolitan area.

3.2.3.1. Locddriation idstanadecay

The DSACCD model reveals significant spatial variation in distance decalgeamong
51 destination cities. For metoemetro flows, lte distane decay parameters ranged dom
2.08 for New Orleans, LA @0.43 for Pittsburgh, PA. Couttoymetro flows yielded a
different distribution of distance decay parameters, both from each other and {tze metro
metro flows. The estimated distaneeagt parameters with the contiguous counties included
range fromdl.55 for Riverside, C£o 80.41 for Atlanta, GA. Excluding the flows from
counties contiguous to each destination metro area, distanseatgEajromdl.24 for
Rochester, NYo 80.20 fo Atlanta, GA.

There isminimalcorrelation between mett@metro distance decay estimates and

the countyto-me t r 0 est i mat g 1fdr Rllecauntg flowsh s & yfor
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non-contiguous flows). However, there is strong correlation between the two county
estimates, with 1§ yDespite the strong correlation between the two ctantgtro

flows, ranktests indicate the dismtions are significantly differemable 7 shows the
estimatedlistance decay parameters for each destinatioviticitheir rank from least to
mostnegativeTable8 presents the Wilcoxon sigreahk test statistics for comparing the
three decay distributionsThe Wilcoxon test assesses the distribution of two paired
observations, with theull hypothesis that the distributions are the $éfiteoxon, 1945)
Wilcoxon testesultsshown all pairs of distance decay parameters are significantly different.
This significance is important and validd@esvaluation of both sets of couitymetro

flows, because this indicates significantly different migration drivers for each ofvthese flo

Table7. Distance decay parameter estimates for the three sets of flows analyzed.

City Metro-to-Metro County-to-Metro County-to-Metro
Flows Flows Flows
(no contiguous flows)
Parameter Rank Parameter Rank Parameter Rank
Atlarta, GA 00.89 12 00.41 1 080.20 1
Austin, TX a81.26 36 90.80 16 80.80 30
Baltimore, MD 01.65 50 01.38 49 00.78 26
Birmingham, AL 01.30 38 00.97 29 00.70 18
Boston, MA 00.93 16 01.12 38 00.73 24
Buffalo, NY 01.49 45 01.07 36 01.03 46
Charlotte, NC 01.21 32 00.67 8 080.55 10
Chicago, IL 00.63 4 00.56 4 00.42 3
Cincinnati, OH 01.16 28 00.85 20 00.56 11
Cleveland, OH 01.17 31 0l.41 50 00.98 42
Columbus, OH 01.64 49 01.15 40 01.08 48
Dallas, TX 01.05 21 00.67 7 00.62 16
Denver, CO 00.74 6 01.06 35 d80.58 12
Detroit, Ml 00.73 5 01.37 48 00.79 28
Hartford, CT 01.00 19 0l1.14 39 80.71 21
Houston, TX 01.16 30 00.82 19 00.75 25
Indianapolis, IN 01.29 37 01.00 30 d0.88 38
Jacksonville, FL 01.05 22 00.59 5 00.51 8
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City Metro-to-Metro County-to-Metro County-to-Metro
Flows Flows Flows
(no contiguous flows)

Kansas City, MO 01.13 24 00.75 13 d0.55 9

Las Vegas, NV 00.61 3 00.80 17 00.70 19
Los Angeles, CA 00.92 13 00.95 28 90.78 27
Louisville, KY 01.22 33 00.76 14 00.61 15
Memphis, TN 01.35 41 00.51 3 00.38 2

Miami, FL 01.33 40 00.91 26 01.01 45
Milwaukee, WI 01.23 34 01.17 41 01.01 44
MinneapolisMN 01.37 42 00.72 10 00.58 13
Nashville, TN 01.09 23 080.63 6 080.46 5

New Orleans, LA 02.08 51 00.81 18 90.79 29
New York, NY 00.88 11 a81.00 31 080.85 35
Oklahoma City, OK 01.50 46 00.91 25 00.70 20
Orlando, FL 01.16 27 01.02 33 00.89 39
PhiladelphigPA 00.92 14 0l1.24 46 01.12 49
Phoenix, AZ 00.46 2 0l.21 44 01.03 47
Pittsburgh, PA 00.43 1 80.73 12 080.49 6

Portland, OR 00.94 17 00.87 21 00.87 37
Providence, RI 01.46 44 01.19 43 080.91 41
Raleigh, NC 01.15 26 00.90 24 00.71 22
Richmond, VA 01.62 48 00.92 27 00.86 36
Riverside, CA a8l1.16 29 a81.55 51 080.91 40
Sacramento, CA 01.52 47 01.23 45 0l.24 51
Salt Lake City, UT 01.31 39 081.06 34 a8l1.16 50
San Antonio, TX 00.93 15 01.29 47 00.71 23
San Diego, CA a81.15 25 80.78 15 00.85 33
San Francisco AC 00.82 8 01.18 42 01.01 43
San Jose, CA 81.04 20 a81.10 37 80.85 34
Seattle, WA 01.25 35 01.01 32 00.80 31
St. Louis, MO 00.78 7 00.87 22 00.68 17
Tampa, FL 01.39 43 00.72 11 d80.59 14
Virginia Beach, VA 00.98 18 00.89 23 00.83 32
Washington, DC 00.86 10 00.43 2 00.44 4

Table8. Wilcoxon signedank test statistics between the distance decay parameter estimates.

County-to-Metro

Wilcoxon Tests Metrg—lg?l;lzletro Counlt:%-c;[\(ljv-slvletro Flows
(no contiguous flows)
CRMEHEALETE W = 843 N/A W = 786%**

Flows
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County-to-Metro
Flows
(no contiguous flows)

Metro-to-Metro County-to-Metro

Wilcoxon Tests Flows Flows

Countyto-Metro
Flows W = 423*** W = 786** N/A
(no contiguous flows’

*** and ** indicate significance at the9@@rcent and 99 percent significance levels, respectively.

While it is evident there is significaatiation in distance decay estimates between
the flows, it is also necessary to confirm whether the local distance decay parameter
estimates truly vary from the estimated global decayReslaking that the nestationarity
test took a ratio of the stdard deviation of the estimated local distance decay parameters to
the standard error of the global distance decay par@Bnetesdon et al., 1998rge ravs
indicate large amounts of variation relative to the global parameter estimate (while values
closer to one indicate less variation). Given the size of the calculatetheatios,
stationarity tests providgeat confidence that there is real vatyainldistance decay, and

the local decay parameadstimates are much more accurate than the global eStabiat.
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presents the global distance decay and msationarity test values
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Figure7: Map of local distance decay estimates. Citgle sizes represent distance decay
values. The numbers correspond to distance decay rank (smallest to largest) f@o-metro

metro flows. The names of these cities is presented in Table 10.
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mapsthe local distance deastimate for metrm-metro flowsandTablel0 provides the

labels for the cities in
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Figure7: Map of local distance decay estimates. Citgle sizes represent distance decay
values. The numbers correspond to distance decay rank (smallest to largest) fdaometro

metro flows. The names of these cities is presented in Table 10.

Table9. Non-stationarity test values, along with global distance decay and local standard
deviation values for each set of flows.

Metro-to-Metro County-to-Metro County-to-Metro

Flows Flows FIOWS
(no contiguous flows)
Global Distance 00.85 00.79 00.59
Decay (00006) (0.0004) (0.0005)
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County-to-Metro

Metro-to-Metro County-to-Metro
Flows Flows FIOWS
(no contiguous flows)
Local Distance Deca
Standard Deviation 032 0.26 0.22
Non-stationarity
Ratio 531.94 611.46 422.45

Standard errors are in parentheses.
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Figure7: Map of local distance decay estimate<ifCity sizes represent distance decay

values. The numbers correspond to distance decay rank (smallest to largestdador metro
metro flows. The names of these cities is presented in Table 10.
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Tablel10Q: City names correspondirtg the ranks/numbers in
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Figure7: Map of local distance decay estimate<ifCity sizes represent distance decay
values. The numbers correspond to distance decay rank (smallest to largestiador metro
metro flows. The names of these cities is presented in Table 10.

-2.08 - -1.31

ID City ID City ID City

1 PittsburghPA 18 TampaFL 35 San Jos&€CA

2 PhoenixAZ 19 Hartford, CT 36 Austin TX

3 Las Vegas\v 20 San Francisc@€A 37 IndianapolisIN
4  ChicagolL 21 DallasTX 38 BirminghamAL
5 Detroit, Ml 22 Jacksonvillg=L 39 SacramenidcCA
6 Denver CO 23 Nashville TN 40 Miamij FL

7  SeattleWA 24 Kansas CityKS 41 MemphisTN

8 San DiegoCA 25 San AntonipTX 42 MinneapolisMN
9 WashingtonDC 26 RaleighNC 43 St. LouisMO
10 Virginia BeaghWVA 27 Orlandq FL 44  ProvidencgeRl
11 New York NY 28 CincinnatiOH 45 Buffalg NY

12 Atlantg GA 29 RiversideCA 46 Oklahoma CityOK
13 Los AngelesCA 30 Houston TX 47 RochestelNY
14 PhiladelphiaPA 31 Clewland OH 48 RichmondVA
15 Salt Lake CipydT 32 Charlotte NC 49 ColumbusOH
16 Boston MA 33 Louisville KY 50 Baltimore MD
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ID City ID City ID City

17 Portland OR 34 MilwaukeeW] 51 New OrleansLA

3.2.3.2. Explaining distance decay

Regression results indicate a rhadh good explanatory power for the métro
metro distance decay parametarsy of 0.64was calculated for the madelith no
indications of nomormal error distribution§.h e Mor asods t het enddel sd |
showed no significant spataitocorrelatiorfor any of the tested conceptualizations of
spatial relationshipgor all three modelsinitial model results showed significant
multicollinearity among the per capita income variables. To address this, the separate per
capita incomewerereplacedvith the overall per capita income for the city, which both
correctednulticollinearity and improved modelTibe full regression results presered
in Tablell, with variance inflation factors (Viéscribing multicollineariior an é s | t €
results are presented in the Appendix

Contrary tothe initialhypothesis, populationf@und to behighly significanwith a
negative relationship with distance decay, indicating tivaen other variableare
controlled ford larger cities are less resistive to migrant flows of three unemployment
variables, Hispanic and African American, were significant. Interestingly, Hispanic
unemployment had a negative -coefficient, indicating cities with higpanicHis
unemployment had lower distance decay values. The African American unemployment
vari abl ebds coefficient was positive and si
American unemployment have greater distance decay. Taken as a whole, these

unemployment resulisiggesthat higher Hispanic unemploymdo¢sn ot decr ease a
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attraction to migrants, while higlddrican American unemploymetdes.Replacing these
demographic unemployment rates with an aggregate unemployment ratéygidlted
a poorer model fit and an insignificant relationship between unemployment and distance
decay. Thus, the significance of these variables indicates important correlations with distance
decay that are worth investigating.

These unemployment resutaysignify several underlying social constructs at play.
First, Hispanic unemployment rates include Habme and immigrant employment
numbersWhile the Great Recession generally leveled unemployment between natives and
foreignborn (U.S. Bureawf Labor Statistics, 2013djefore the recession Hispanic
immigrang had significantly lowarnemployment rate than their natieen brethren
(Kochhar, 2006)This trend continued through the Great Recession: despite more than a
doubling of the foreighorn Hispanic unemployment rate, it remained lower than the
nativeborn Hispanic unemployment réit®chhar, Espinoza, & Hin&&fer, 2010jThis is
likely due to the unique economic accesses afforded teboativispanics (i.e., easier
access to the primary labor market) while immigrant Hispanideveresie their network
associabn to obtain employment in nichedten in the secondary labor matkee Section
3.3) (Waldinger, 1994)Additionally, Hispnic migrant workers, in highemployment
peri ods, may | eave for work el sewhere if
unemployment rateThus, if the data were to allow segregation of Hispatine and
immigrant unemployment numbers, there Imaag been different relationships to distance
decay(A further investigation of foreitporn employment during this period is performed

in Section 3.33econd, lonterm unemployment may be contributing to the directionality
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of the relationship&JnempbyedAfrican Americans atbe morelikely to be pa of the
longterm unemployed thafiispanicswho, next to Asians, are tbastlikelygroupto be
among thdongterm unemploye@J.S. Bureau of Labor #$#ics, 2010)Data show that
longterm unemployment rose equally as fast as regular unemployment during the Great
Recession peripdsing above four percent by December 2009 frorargupercent levels
as recently as April 2008.S. Bureau of Labor Statist3]11) Therefore, while African
American unemployment may have a positive relationship with distance decay, the
correlation may be a surrogate for the relationship betwedarfongnemployment and
distance decay. While the data available for thishdgmés the ability to empirically test
this hypothesis, further exploration of this relationship is wairafuade research

Foreignborn diversityhas a significant positive relationship with distance decay,
indicating thatcontrolling for othefactors,migrants argulled lesgo cities with more
diverse foreighorn populationsThe foreigrborn diversity metric, which measures the
uniformity of presence of immigrant groupsinthecity s not correl-ated w
born populationpercent. Smaller diversity values indicate dominance by one or a few
immigrant groups, whereas larger diversity values indicate more equal presence of
nationalitiesThis resultis likely a result of the nature of the flows desanb®dction 3.1,
and itserves to highliglihe differences between the analysis hererafjration (focusing
on raw migrant counts) and the analysis-mignation rates (which are normalized by the
destinationds popul at i o nmigratios eonr® weeelmuch s pe a
greater for Southermnd Southwestertities, which are generally less diverse by virtue of

larger Hispanic populations. Exceptions to this Southern trend areflamge tim Chicago,
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Washington, and New Yor&reater diversity will also inceedise number of immignt
niches in an urban econofWang & Pandit, 20QA&yhich can limit the opportunities for
employmenin those niched sectors toethnics the dominant immigrant gro@ipogan
et al., 2003)This cald deter migration among the larger population to cities for
employment in these sectosfurther investigation of immigrant populations and their
diversity, to include their impact the native workers in these 51 cities, is presented in
Sections 3.3 ardl4.

Two education variables have significant influence on distance decay values
confirming a portion of the initial hypothediBgrants arpulled less taities with larger
relative numbers of high school dropaatsl pulled more to cities with largelative
numbers of high school graduatd® percent of the population with a graduate degree was
not significantThe insignificance of the graduate degree vanablesymboliza partial
educational convergence among these metropolitan areaganbargiwen the economic
turmoil and recalibration caused by the Great Recession. Asecoiteged workers lost
employment during the recession, they may have been drawn to urban areas where their
competition for employment opportunities was lessp{aees witlfewer college degree
holdersand more people who capped at high school graduation

Contrary to the initial staté hypothesis regarding education/health care
employmentthe variable has a significant negative relationship with distapcBelsgute
the education and health care sectors being the only sectors with overall growth during the
recession, percent employment in these sectors was not a draw for frgramntsyth

among these two sectors may not be spatially homogeneous arathmargbg occurring in
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metropolitan areas with less employment in these sectors (i.e., convergence is occurring). In
this case, people migrating for employment in these sectors would be drawn to cities with
lower overall employment in these sectorsegsatbuld be experiencing the most growth

and in most need of workers. In the contrary case that healthcare and education were not
converging across space, the significant negative coefficient may signify that this sectoral
growth is occurring from withirné bounds of the metropolitan area (i.e., is nog be
augmented by migrant workers). Those pursuing education and training for employment in
these sectors would be much more likely to find and accept employment in the same city,
thus reducing the need fargrant workers to support the sectoral growth.

Precipitation also has a significant positive relationship with distance decay,
indicating the migrants are drawn to cities with lower annual precipitation levels. While this
may be a chance correlatiosuléng from the confluence of other factors, the relationship
is in line with conventional theories of migration, which state that climate plays an important
role in destination selecti@@reenwood, 1969Previous research has shown that climate
and other locaticfixed amenitiessaociated with cities, such as beautiful scenery or
successful sports teams, influence the migration decision, but as secondeoyrtdatecs
to economic succegSraves, 1980The directionality may also be tied to the laeyer
migration flows into the Southwestern W&scribed above. Given the general lack of

rainfall in this area, and the West in general (the correlation coefficient between precipitation

and presence in the Western Census Region x5 § migratiorflows in the West may

be driving this result.
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The model did not perform as welh explaining the distance decay parameter
variation for the two countg-metro flows.While the countyo-metro flow models had
poorer fits than the metto-metro flow modls, it is the general lack of significant variables
that drives the conclusion of poor performaki¢eile it is not surprising that these two
flows have different drivers and attraction elements from each other, and from {tee metro
metro flowsijt is suiprisingthat only one of the variables had a significant coefficient in the
countyto-metro models, particularly given ten were significant in thetoaetetro model.

This does, however, reinforce the observation made in Section 3.1.4 that sigshicant p
and pull factors identified for a given scale of analysis (i.etomettoo flows) may not
have the same relationship at other scales (i.e.;toomatyo flows)The countyto-metro

modelwith contiguous flows had¥a of 0.24, while the model for coutdymetro decays

that excluded contiguous flows ha®/ aof 0.33. Both had the sammglesignificant
variable: education/health care employment. As in the-tmetetro models, this variable
is positive, whit again signifies convgence among the sectoral groatid locally

supplied labor to support this growth.

Tablell Full regression results the metranetromode] and the two countp-metro
models, with model diagnostics.

yif  Metro-to-Metro  County-to-Metro Counéyé?éMe”O
Decay Decay ay

(no contiguous)
Intercept 1.79 1.49 4.02
° (6.39 (7.50 (5.85
i 00.40*** 0.00 0.00
Population (log) 3.58 (0.09 0.09 007
Rent (log) 8.79 0.43 o o
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y|g  Metro-to-Metro  County-to-Metro Counltjy(—eté);;)l\//letro
Decay Decay (no contiguous)
. 00.89 00.19 01.19
Renvariation 2.17 (0.69 (0.89 (0.63
. 03.60 1.14 03.12
Unemp. (White) 3.45 (4.33 (5.12 (3.99
. . 07.94** 412 2.30
Unemp. (Hispanic) | 3.32 2.29 (2.69 2.10
6.50** 00.58 0.09
Unemp. (Af. Am.) 291 %82 53202202 %gg
Per Capita Inm® (log)| 10.26 (0:68 (O.Sj) (0:63
Diversit§ PctForeign 8.79 0.78 00.14 0.88
born : (0.93 %1.09 %0.85
. . - 1.21* 0.27 0.06
Diversit§ Origins 4.23 (0.53 (0.63 (0.49
Diversit§y Bohemian 254 00.07 00.06 60.03
e PR = .52 5119
Educatiohno HS 3.87 ' ) '
24,800 5.10 5108
EducatiohHS 5.44 %13 4292 %;g %13 égal
EducatiohGD 11.07 (3-66 (3:62) (2.33
01.38 00.03 01.47
Industrg Con./Man. | 2.08 (1.33 (1.57 (1.23
. 0.02 00.18 02.03
Industr§ Service 1.93 (1.41 (1.67 (1.30
5.59** 4.10* 4.44**
Industrg Ed./Health | 3.07 (1.69 (2.00 (1.56
Climaté Temp. Var. 3.87 0.15 00.04 60.08
& T — 2]
Climaté Precip. 3.01 (6.09 (O.iQ (0.68
Adjustedq 0.64 0.24 0.35
Observations 51 51 51
BreusckPagarstat 17.31 18.28 17.19
p-value 0.50 0.44 0.51
JarqueBerastat 0.46 4.52 2.00
p-value 0.80 0.10 0.37

Standard errors are in parentheses. ***, ** mgticate significance at the 99.9 percent, 99 percent, and 95
percent confidence levels.
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3.2.4. Discussion

This spatial interaction research shows that distance decay, derived from the
elemental version of DSACCD gravity model (that is, the expldaatorg other than
mass, distance, and spatial structure are excluded), can be used to identify the elements of
attraction associated with migration between metropolitanPaesasus research has used
origin and destinatieapecific gravity models terdonstrate the variation in distanceydeca
across a set of destinatigkstheringham, 1981; Plane, 19B4) none has utilized this
method to derive attractivimetrics for the specific destinations. Otasearch has used
various incarnations of the gravity model show relative attraction betes@axter &

Ewing, 1981; Tobler, 1979, 1983)t these methis failto account fordistance decay
variation, and also fail to identify the characteristics driving the variations in relative
attraction.

This researchinds that migrationdistance decay varies significantly acrodslthe
metropolitan areaand theestimatiosarehighly dependémpon the flowdeing modeled
Different distance decay distrtions for metréo-metro flows and the two courity
metro flows gggest thametralevel and countievelmigration are substantially different
phenomenaThe context dependence distance decay parametensd vast differences
between the parameters estimated for a given city by each set of origins, reinforces the need
to contextualize all migration analysis. Part of this context, hosheegccuracy ohé
flow data itself. As discussed above, over 80 percent of thel@stgiation pairs in the
Census migration dataset have maogiesor greater than the corresponding flow: this

inaccuracy is no doubt having influence on the estimated decay rafdetstese there is
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no Orighto distance decay parameter off or de
distance decay parameter estinmatihe context of its relationship @her variables.
Distance decay, regardless of the flgpvesentshe friction distance imparts prgration,
but because of the formulation of the model as destispgoificthe estimated friction
factor inherits the influence of the elements of attraction to the destination. Thus, the
distance decay coefficient tenregressed against to determine the common elements of
attraction for a given set of floWhe performance of this secestdge model not only
serves to allow for estimation of the influence of metropolitan elements of attraction on
distance decay, htuhelps to assess the validity of the distance decay element itself.

This twostaye regression processdeedthe contributors tonetroto-metro flows
showing that specific elements of unemployment, diversity, education, industry, and climate
are key aétactions to migrants coming from other cities. The model, howerfermed
more poorhat identifying the pull factaassocited with countyo-metro flows. While this
does not preclude the twtage process for use on these types of flows, it dicaseinie
variables selected may noirbportant elements of attractifom migrants when analyzing
countyto-metro flows.The poor performance of the models may also be signifying the
inexactness of the distance decay estimates derived from the apostyr@any of these
flows, having not originated from metropolitan areas, are small, inherently having much
larger margins of error.

If the estimated distance decay parameters for toumétro flows are generally
0 a ¢ c uhera & esdveral possibéxplanations for ¢hpoor performancef the model

Pehaps the migrant decisioraking process unique at different scales due to qualitative
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differences between the types of migration flows. A migrant considering a metropolitan
destination magonsidera uniqueset of pull factordepending on the scale of his origin.
Central to this thought is how the migrant conceptualizes the origin with respect to weighing
the pull factors and comparing the benefits of destinations: does a migrant whose origin is
rural associate only his county as the origin, or is it a larger region? Does the migrant of
urban origin consider his home county, both the urban and suburban characteristics of his
home metro area, or perhaps even a larger c#gagin? These questicam® difficult to
answer empirically, but exploratory research into the various scales of migration origins and
destinations may yield important insights into these questions.

While a significant amount of previous research has sought to identifyand expl
the pull factors that influence migrant destination selection, n@uaigaistodo so in the
context of different drivers among different flows (save for differences between internal and
international migrants). This research has illuminated thelenhents of attraction are
potentially different for different types of flows, settblarshould investigate this further.
Furthermore, this novel method of analyzing destination attraction utilizing distance decay
parameters expands our understandirtheoimportance and applicability of the spatial

interaction model as a tool for analyzing migration.

3.3. Niche Formation

Now that we have an understanding of the distheuay variation associated with

internal migration patterns over the 20080 jeriod, and the drivers associated with-inter
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urban flowswe now transition to an analysis of the international migrant populations of
thesemetropolitan areas. Studying the spatial mobility of international migrants is quite
difficult because of the uneyhysical, administrative, and political barriers (i.e., the
intervening obstacles discussed in the Section 2.1) each migrant must overcome to arrive and
gain legal status in the U.S. While internal migrants face challenges unique to their own
situation, mobility within the U.S. is generally free from restriction, with the primary
cost/obstacles being economic (e.g., transportaoising, job search, etc.). While the
difficulties of spatially analyzing international migrant mobility to the U.S. aboitiod|

node in the canon of international migration research is understanding the economic
behaviors of these international migrants once they arrive in the U.S.

Building off previous research suclcds!| i s (2007%)a nadl .Vérsi g(2010) et al
assessment of intuaban geography and the uniformity of niching across a aotiedrop
areathis researcheek to discover the broad patterns of immigrant group niching and to
characterize the homogeneity and heterogeneity ofnjcbimg. Just as Ellis et @007)
hypothesize that a sector may bechenfor different groups in different parts of a city
(because of proximity of place of work to residehcehypothesiz# herethat groups will
exhibit a substantially heterogeneous pattern of niching across space due to the local
variation in economyemographics, and immigrant assimildtisalso hypothesiddhat
immigrant groups will exhibit substantial spatial variation in their propensity to niche,
showing that some metropolitan areas have moreaicimg factors than others.

To test thee hypotheses,h i s  gesearch qaesti@®oes migrant propensity

to form niches and niche composition vary over space, and what factors contribute to these
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variations® must be answered using-sulestionsFirst, are all immigrant groups equally

prone to niche formation, and does this vary across space? Second, are immigrant groups
consistent in their niche industries across space, or are their niches heterogeneous? Third,
wh at factors contribute to an ntmicheginant g
different cities? And fourth, are some cities more or less pronbetéorm@ation than

others?

3.3.1. Methods
3.3.11. Niché&dentification

A location quotient is a basic ratio of local concentration in some category as it
compares to alger benchmark area. Location quotients are used throughout economic and
geographic research as a typical method for economic base (Kmiigks, 1992)
investigating urban centékeslie & O hUallachain, 2006; Leslie, 2@H0) characterizing
employment niche presen@lis et al., 2007; Wang & Pandit, 20D@¢ation quotients
here are used to assess the concentration of each immigrant group in each industry, with the
benchmarkhe industry concentration at the city level. Nearly all conventional scholarly
research into niche formation utilizes the location quotient to characterize
overrepresentation in an induskigcation quotients for each greilngustry combination
within a dty are calculateasb:

. €0
£ jo
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wheret is the number of migrants of a specific ethnicity working in an industnthe

total number of migrants of that ethnicity in the €ity, is the total numbesf people

working in the industry in the city, and is the sample population for the city. A
location quotientgpi ndi cates an i mmigrant groupo0s ptr
the overall popul at i on satiorpquetisne greater thgm t h a't

indicates a higher concentration than the city as a whole; a location quotient less than one
indicates a lower concentration.

The cityis usedas the base population distribution rather than the U.S. or an
aggregatondafhe study citiesd data as there i s s
of the U.S(Armington & Acs, 2002Yhe distribution of migrant ethnicities is also highly
variable across U.S. regi(Bartel, 1989)ikely both a cause and function of the regional
economic variation. By looking at immigrant niches from a regionally specific metropolitan
perspectivet is possible to explore hdhese local viations in economies and immigrant
populations affect the propensity of immigrant grtmufwrm niches and alter their industry
distribution A location quotient of 1i8 useds the threshold for niche formation, as it is a
convention used by scholalsew/herdEllis et al., 2007; Waldinger, 1996; Wang & Pandit,

2007; Wang, 2004; Wiigih al., 2010)

3.3.12. Propensityniche
Immigrant group propensity to niche, the Niche Index, is calculated using a diversity
index. The Niche Indeg,, calculated for each immigrant group for each metropolitan area,

measures the degree afi@entration of a particular entity and allows for-cnesopolitan
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comparisons of concentration. Analogous to the Herfirtlgchman Index (HHI)

frequently used in economics research to assess market share and the effect of mergers and
acquisitiongRhoades, 1993and the Simpson Diversity Index in ecological research to
understand species divtgrsvithin a landscay®cintosh, 1967)) is used here to assess
whether one immigrant group is more or less concentrated than others within the

metropolitan economy. It is calculated as:

wherei is the share (proportion) of each immigrant group population fotimd an
industry, and) is the number of industries (or the labor market). The propartian,
calculated as j 0 , wheret is the number of residents of a particular group employed in
an industry and is the total number ofsiglents of that group.

If an immigrant group was equally represented across all indusivizdd equal
pA0 , indicating perfect dispersion (and, consequently, no clustering). Larger Galues of
indicate the immigrant group has higher reptaton in some industries than others, while
a0 value of 1 indicates perfect clustering in a single industry (that is, 100 percent of an
i mmi grant groupds population is employed i
as the probabilitthat any two randomly selected people within an immigrant group would
be employed in the same indugthys metrids usedis an indicator of the propensity of an
immigrant group to form a niche in a particular metropolitan area. Immigrant groups with
higher Niche Index values can be thought of as being less diverse across the employment

landscape: they are significantly ureg@esented in some industries while significantly
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overrepresented in others. As it is independent of group size, this noe¢mables cross
metropolitan comparisons of an immigrant group to better understand how their propensity

to form niches varies across space.

3.3.1.3 Spatialariatiom netropolitgropensityriohe

Thethird goalof this section of the dissertatisrio statistically assess the variation
in the Niche Index across space, and specifically whether some cities are significantly more
prone to niching than others. Because the Niche Index is constraiffieddmd 1 and is a
modified form of a proportion, the Beta regressianilizedo estimate the effects of each
city. Beta regression has been shown to be a superior method for regressing proportional
dependent variables, compared to other potentiabdsesuch as OLS regression with a
logittransformed dependent variable and logistic regréssroari & CribafNeto, 2004;
Kieschnick & McCullough2003; Smithson & Verkuilen, 2006he Beta regression
assumes the observed dependent variable follows the Beta distribution, which has a

probability density function of:

- 3n n
— W

w'hh13h3r,] p w ht w p

wherery 1 andn T are distribution shape parameters, argignifies the gamma
function(Ferrari & CribasNeto, 2004; Smithson & Verkuilen, 2006 expected value of

wis:

and the variance afis;
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wheré%o 1 nis a precision parameter of the distribution.

Distribution shape parameters and coefficient estimates are derived using Maximum
Likelihood Estimation (MLE)ith a link function to estimateand%.by maximizing the
sum of logikelihoods across all observatidige chosen link function is logit, following
the suggestions of Kieschnick and McCull¢g2gd3)and Smithson and Verkuilé2006)
Model goodnessf-fit is estimated using a pseiMovalue, which is defined as the square
of the correlation coefficient between the estimated linear predictoripale the link
transformed observed valu®d) (Ferrari & CribafNeto, 2004) Beta regression
coefficients, when exponentiated, can be interpreted as an odds ratio between the original
model 0s l ogi t trangf oarnnde dt heex pre eransfamedne lad®s (

expected meahd(Smithson & Verkuilen, 2006uchthat for the'th covariate:

The distribution of the Niche Indexas assessetfjainst the Beta probability
distribution, as well as the normal and logistic distributions, using standard-gbbtness
statistics to ensure acier model selection. The results, showraloke12, indicate the
Beta distribution is not rejected as a fitting distribution, while the other two potential

distributions are significantly rejected.
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Tablel2 Goodnes®f-fit statistics for Niche Index as a Beta probability distribution.

Kolmogorow-Smirnov AndersonDarling Chi-Squared
Statistic Beta = 0.037 Beta = 0.255 Beta= 1.946
Normal = 0.123 Normal = 4.389 Normal = 24.311
Logistic = 0.133 Logistic = 4.359 Logistic = 15.429
p-value Beta = 0.986 Beta = 0.963
Normal = 0.029 N/A Normal = 0.001
Logistic = 0.014 Logistic = 0.031
Critical Value
(> = 0.05) 0.116 2.502 14.067
Observations 136 136 136
Reject? Beta =No Beta =No Beta =No
Normal = Yes Normal = Yes Normal = Yes
Logidic = Yes Logistic = Yes Logistic = Yes

A detailed description of the aspects of Beta distribution and further informaieta on
regression can be foundHarrari and CribaNeta(2004)

The Niche Index value for each immigrant group in each city is the dependent
variable, and the cities are included as dummy independent vawabBeta regressions
were executedne where New York City is omitted as the reference city and one where Los
Angeles is the reference city. These two cities are regularly assessed within the immigrant
niche literature due their size, ethnic diversity, and economic diversity. Bygsdlaw
York and Los Angeles as reference categetaistical significant will demonstrate

variation in niching propensity relative to each of these research foci.

3.3.1.4 Drivers oichgropensity

The final goalof this research into immigranthesis to better understand the
factors influencing spatial variations in

Niche Index as the dependent variable, a multivariate Beta regrgssifonmedvith a
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logit link function, as described abdven types of independent variables are considered.
These are discussed below.

AThe size of the i mmi gr an eachgmewopglitdhs s a m
area is included as an independent variable to assess the relationship between group size and
niching propensity. Logan et (@000)show that poplation size and growth affects, both
positively and negatively, the strength and growth of ethnic economies and niches. They
show that Cubans in Miami have many more niches than in New York and Los Angeles due
to their larger population in MiaimiHoweve, between 1980 and 1990 in all cities, there
was both expansion and contraction in niches. Size, theoretically is a confounding variable.
From one perspective, a smaller group population might suggest an increased need to form
niches because of more riestd social capital networks and fewer opportunities for
employment elsewhere in the primary or secondary labor markets. Alternatively, a larger
group population might suggest increased opportunities for niche formation because of a
larger social capitaktworks, more awareness of potential employment opportunities, and
group entrenchment in more areas of the metropolitan economy. Thus, smaller group
popul ations may | ikely |l ead to fewer, stro
overrepresenian), while larger group populations may likely lead to more, but weaker,
niches. Because propensity to nishdefinedoased on employment shares rather than a

measure of overrepresentation, group Simeldhave a negative eff e

3Logan et a2000compare white, blacks, and eight ethnic iti@®across 17 U.S. metropolitan areas.
Though not the focus of their research, they successfully show that there is both significant crossover and
diversity among a groupds niches across space.
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propendy to niche. This variable is logged in the regression to reduce issues with
heteroskedasticity.

(2) The percentage of males in the immigrant graupligled as an independent
variable to test whether, overall, immigrant groups that have a greaténstrasae more
prone to niched employment. Migration patterns of women and men are different, which
alters their access to the same social capital resources and influences their occupational
selectiongGrasmuck & Grosfoguel, 1997; Schrover et al.,. 288i#¢ most minorities are
unforturately subject to some level of racism or prejudice that restricts their access to the
primary labor market and within the secondary labor market, women are dually subjected to
racism and sexism, or what Castles & NRID€9Yefer to as gendered racism. As a result of
this, research has shown that male and female migrants not only occupy different niches, but
that men are more prone to niche employment than w@wigght & Ellis, 2000)t is
hypothesiz# that thesame relainshipwill manifesthere: a larger percentage of males
leadngto a higher propensity to niche.

(3) Metropolitan area populatias included to assess whether larger cities supply
migrants with more diverse, and expanded access to, employment oppddwmtinter
the need to form niches. It is possible that larger cities would be more diverse and less
prejudicedGlaeser et al1992) contributing to expanded access to employmentt, iand
suspectethat larger cities will be less prone to niche formation. This variable is logged in
the regression to reduce issues with heteroskedasticity.

(4) The percentforeigrborn of eachmetropolitan area is included as an independent

variable to test, more directly, whether a diverse city leads to greater or lesser propensity to
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form niches. Ottaviano and Pg0DO6b)demonstrate that cultural diversity has a positive
relationship on productivity, wages, and rental prices ifgr Bhe diversity created from
larger relative immigrant populations in a stiguld decreasehe need for immigrant
groups to form niches, as increased diversity implies increased tolerance-bbrioreign
labor and a greater permeation of forbmmn labor throughout both the primary and
secondary labor markets.

(5) Each metavergg® perceénaunemployrmentofer 2000 was
included as an independent variable to test whether urban unemployment influences an
i mmi grant g r o ufgnd sicheg.lt is pxpattsdi thayighet wnemployment
negatively affects niching propensity, as this increases the demand for employment
throughout the urban economy. This increased demand and, perhaps, desperation leads
workers to take jobs and work inustties of lesser pay and preference, diluting-mono
ethnic niches with other immigrant groups and domestics.

(6)Thechange in a metropolitan areads per
2010is also includeds an independent variable, to test whetlading propensity is
affected by economic downturiiis variable is expected to haveegative relationship
between unemployment change and niching propemditye withthe effect of overall
percent unemploymerareas with greater increases in uhgmpentwill likelyhave their
niche industries diluted by desperate workers of all ethnicities as employment opportunities
dwindle(Mosisa, 2002)

(7) The percent of poor English speaksrgcluded to assess the importance of

language as a barrier to entry into the broader labor market. This percentage represents both
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poor and no-English speaking immigrants. Wright e(28l10)and Wandg2004)find a
significant negative relationship between good English skills and niche emplibgment.
same relationship expectetiere: higher percentages @bpnon-English speakeshould
have a significant positive effect on niche propensity.

(8) Thepercent of recent immigrantsrisluded as an independent variable to test
for the importance of assimilation as a springboard into the primary labor Readtst.
immigrantsare defined ashose who have arrived in the year 2000 or later. Research has
been shown that more tenured immigrants are less likely to be employed(ludsbes
2002; Wang, 2004; Wright et al., 204@)jgnificant positive relationsh§phypotlesized
between this variable and niche propensity: immigrant groups with larger proportions of new
migrants will experience higher propensities to niche than other immigrant groups.

9 A 6group domi nanced vtahrei a b Imeni gtrhaantt rg
representation among the immigrant community in theQdityae immigrant groups in a
city with samples large enough to be included in the study, this variable is calculated as the
percentage each immigrant group composes of the total immigrant sarhapléhsizdy.
For example, if only one immigrant group has a sample size large enough for inclusion in a
particular city, this group will have a value of 1.0 for this variable. If three immigrant groups
are included for a city and they have equal samgple@esentation, each will have values
of 0.33 for this variable. This variable is included to test whether the relative size of the
immigrant group is an important contributor to its propensity to form ni&hes.
insignificant relationship to niche peasityis expectedwhilethere is potential fdarger,

more dominant immigrant groujesbe less prone to niche formation in a city due to their
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relative prevalence in the labor market, this relationship may be negated in smaller cities with
smaller fogigrborn populations.

(10) Lastly, three regional dummy variaescludedb test if there is a regional
bias in niche propensity. Given the largest U.S. growth in new immigrant populations has
been in the South over the past dedqdded. Wilson & Singer, 201including these
dummy variables allows us capture, at the regional vice metropolitan level, the effect of this
foreigrborn population growth and otherregiop e ci f i ¢ f act ensiytoon a ¢
niche.Dummy variableare assignetb each city indicating which of the four Census
regions it falls within: Northeast, South, Midwest, or West. The Northeast region is held out
of the regression as the reference region.

The independent variablenith a description and their null hypothesis are

summarized imablel3

Tablel3 Independent variables in multivariate regression model for niche propensity.

Variable Description Expected
Sign/Significance

Sample Populatic Log of the sample population of an immigrant
group within a city.

Percent Male Percent of males in an immigrant group. (+), significant

Metropolitan Logof the metropolitan area popuatiestimate

Population for the study period.

PerceRrbreigborn Percent foreighorn of the metropolitan
population for the study period.

Average Percent Average percent unemployment for the

Unemployment metropolitan area for tis¢udy period.

Unemployment Change in percent unemployment for the

Change metropolitan area between 2006 and 2010.

Percent Poor En( Percent of immigrant group that speaks Englist
poorly or not at all.

Percent New Ent Percent of immigrant group that arrived in the U
in 2000 or later.

(8), significant

(8), significant
(8), significant
(8), significant
(9), significant
(+), significan

(+), significant
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Variable Description Expected
Sign/Significance

Group Dominanc | mmi gr ant gr oup pe-lbome
sample.

Regional Dummy Dummy vari abl e acatopinone
of the four Census regions: Northeast, South,  (Varying), significant
Midwest, and West

(9), insignificant

3.3.2. Data

This research util i 22018 S5¢ar Pablic Be Micadata Bur e
Samples (PUMS) daid.S. Census Bureau, 2010ile PUMS data are individieadel
anonymi zed sample data col | el®.6.€CdnsusBurepuiar t o
2010c) This resarch began with a focus on $henes1 U.S. cities with populations over 1
million researched in the previous sections of this disserfatiorthese 51 cities, the
counties that compose eaie identifiedising the 2009 U.S. Census Bureau Combined
Metropolitan Statistical Area (CMSA) dadims (U.S. Census Bureau, 2008bjally, these
metropolitan county definitiorsre usedto filter the PUMS data to the Pulllise
Microdata Areas (PUMAS) that correspondéldetmetropolitan study areas.

To ensure adequate sample sizes within the anii#dgsiss limited toonly cities
with at least one immigrant group with a sample populaéiater than or equal to 1000.
This reducedhe study to 26 metropolitan areas. Within each of the 26 metro areas, only
those immigrant groups whose sample population is 1000 or greaicluded for
analysisfollowing Waldingef1996) Because niche identification focuses ongnitgp
proportions, inclusion of a minimum sample size is critical to preventingasipédl

biases. This maitology, however, constraiosn eadilty to assess immigrant group
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niching across cities, as not all groups meet the sample threshold in all cities. Regardless,
ability to assess the niching behavior of 42 unique immigrant groups across 26 cities
remains leading to 136 growgity observations. The 26 metropolitan areas included in this
study are presentedTiablel4 and shown ifrigure8 with their foreigrborn sample size.

The immigrant groupseapresented ihablel5along with the number of cities where they

meet the sample criterl/hile the remaining cities represent a strong sample for this
analysis, it must be noted that 9 of the 26 sampled cities have ontgigratrgroup that

meets the sampling criteria. This research will draw conclusions about the relationships
between these omamigrant group cities and the mimtmigrant group cities, and these
conclusions will be based on valid statistical obsenatrestimates. However, as with

any datapecific research, the results are highly contingent upon not only the sampling
scheme chosen here, but also the sampling scheme of the source dataset (PUMS in this

case).

Tablel4 Study ties and the number of immigrant groups included in their sample.

City Immigrant Groups | City Immigrant Groups
Atlanta, GA 3 Philadelphia, PA 1
Austin, TX 1 Phoenix, AZ 1
Boston, MA 4 Portland, OR 1
Charlotte, NC 1 Riverside, CA 2
Chicago, IL 6 Sacramnto, CA 2
Dallas, TX 4 Salt Lake City, UT 1
Denver, CO 1 San Antonio, TX 1
Detroit, Ml 1 San Diego, CA 3
Houston, TX 5 San Francisco, CA 8
Las Vegas, NV 2 San Jose, CA 6
Los Angeles, CA 17 Seattle, WA 5
Miami, FL 14 Tampa, FL 2
New York, NY 36 Wadington, DC 8
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