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This thesis explores techniques and theoretical bounds on efficiently encodable low-density parity-check (LDPC) codes for correcting single and multiple bursts of erasures and/or errors. The approach is to construct good burst correction codes via superposition techniques from smaller constituent codes, such as product codes and/or use existing codes with newer decodings, such as randomly generated LDPC codes with simple recursive erasure decoding. Another goal is to design codes that perform well in a random error environment as well a bursty environment for some channels that change from one state to the other, i.e. a satellite optical link that suffers from fades due to atmospheric scintillation. Novel decoding approaches are explored, i.e. iterative decoding of constituent codes and/or decoding over the entire code. The motivation for this work is the use of multiple burst correction coding for the following types of applications: 1) optical laser communications where atmospheric turbulence create burst errors; 2) wireless communications where fading is created by multipath, or interference from random impulses and jamming; and 3) packet networks where traffic congestion can create erasure bursts from packet losses.
Chapter 1: Introduction

This thesis is focused on finding new solutions to the classical problem of burst erasure and burst error control for bursty channels. Bursty channels are the result of correlated errors/erasures patterns. Traditional solutions to this problem involve implementing Reed-Solomon codes. Specifically, this work is focused on exploiting low-density parity-check (LDPC) codes to solve this problem. Recently, there have been work in this field, [1–3]. We will explore and extend LDPC codes; and apply these codes to multi-dimensional structures, such as product codes and others, as well as use randomly generated LDPC codes in novel approaches.

1.1 Background

Many channels experience bursty distortions that will corrupt a sequence of transmission symbols. For instance, thermal eddies create atmospheric turbulence called scintillation that a laser beam transmitted through free-space must contend with. As a result of the diffraction and refraction of the light through these eddies, the intensity of the beam will typically experience 10 millisecond fades every second at the receiver on an orbiting spacecraft [4]. Some optical links use a very large LDPC code for random error correction, concatenated with a one to two second interleaver to mitigate this distortion [5]. The interleaver will redistribute the burst errors/erasures to different codewords in an effort to produce a more random error distribution at each codeword. This places less of a burden on a single or a sequence of LDPC codewords to correct the entire burst. The complexity requirement is quite large however, given that the LDPC code used is on the order of 64,000 bit blocks that sometimes will be concatenated with another code to remove the residual error floors. This
requirement can slow down the data rate to values that are much less than the potential raw optical transmission rate or require a lot of parallelism to maintain data rate.

Another channel that is noteworthy is the packet network. Lost packets or packets received with errors create a large gap in the transmission of files. Packetized data typically will have an error control field that can be used detect the presence of errors in the received packet. Typically, the detection mechanism is a cyclic redundancy check (CRC) field. Since, the location of the erred packet, in a large sequence of packets, is known, these packets are defined as erased packets and the symbols within these packets are erased symbols. Usually, the network will ask for retransmission of these erased packets [6] thus consuming channel bandwidth.

Finally, the wireless channel must deal with, in general, two types of fades: 1) large-scale fading caused by path loss and/or shadowing from large obstructions; and 2) small-scale fading caused by multi-path or reflections along the transmission path creating constructive and destructive interference at the receiver. Depending on the time scale, a number of solutions can be considered to combat these fades, i.e. time diversity, frequency diversity, antenna diversity, etc [7]. However, if error/erasure control codes can be implemented efficiently, these techniques can certainly compete with current solutions.

Each of these channels experiences a similar phenomena, i.e. there is a noise process that will affect multiple symbols over a certain time scale. Therefore we search for simple burst correction algorithms that can: 1) impact the complexity for the free space laser communications; 2) save overall channel bandwidth in the case of packet networking; and 3) simplify techniques that is currently used in wireless channels.

1.2 Motivation

The channel distortions mentioned above are strong motivating factors in this thesis. We try to find novel low complexity solutions to these problems that are much different than
what is typically used today in bursty channels. We are motivated to use LDPC codes since they have been shown to approach the capacity for random errors but have seen very few application to bursty channels. For this reason alone, we will explore the possible use of LDPC codes in this manner; and develop coding structures and decoding techniques that are specifically designed to combat bursty errors/erasures unlike the LDPC code used in the optical link above.

The typical and general error correction coding technique for burst correction is to use Reed-Solomon Codes in conjunction with a very large interleaver. This can be seen in mass storage mediums such as the Compact Discs (CD) [8], Blu-ray Discs, Digital Versatile Discs (DVD) [9]; and satellite communication standards, [10][11]. Since Reed-Solomon codes are GF(q) non-binary codes for random errors, this approach may consume too much bandwidth or require too much decoding and interleaver complexities to overcome the bursts. It would be preferential to develop a singular burst correcting technique that can be tuned more accurately for the particular channel statistics so that complexity and required bandwidth can be reduced. That is, given an average burst length over an average period of time, a simple coding technique can be designed to mitigate this distortion. This is the primary motivation for this thesis.

We are also motivated to find the theoretical limits of burst correction. We wish to measure how well our solutions compare with these limits. And we would to like to connect these limits to already published bounds to ensure that the results are valid.

1.3 Summary of Research

The objectives are: 1) discover new techniques to correct a specified length of burst erasures/errors, 2) analyze the burst correction capability of these techniques, and 3) develop theoretical limits for burst correction for these techniques. To this end, our main results are described in Chapters 4 to 7.
In Chapters 4 and 5, a low complexity recursive erasure decoding (RED) algorithm utilizing a recursive symbol-by-symbol correction scheme was applied to LDPC codes. In Chapter 4, the analysis to characterize the burst erasure correction capability of an erasure correction code using this scheme was based on the concept of zero-span. This is the length of a consecutive string of zeros between two unique non-zero entries within a row of the parity-check matrix. This chapter presents statistical characterization of zero-spans for the ensemble of randomly generated Low Density Parity-Check (LDPC) codes with parity-check matrices of constant column weight for burst erasure correction. The average burst erasure correction performance is analyzed for small to large block sizes. And the asymptotic performance, as the block size approach infinity, is analyzed and it is shown that the correction performance is asymptotically good. The statistical analysis is performed for the general ensemble consisting of all random LDPC matrices of constant column weight.

In Chapter 5, the expurgated ensemble is analyzed, consisting of all random LDPC matrices of constant column weight without rows that consist of all zeros or rows containing a single non-zero. The reason for the second ensemble is that the RED algorithm cannot be used with these rows. Therefore removing them from the general ensemble is a necessary procedure unless the likelihood of these of rows is very small. We compare both ensembles in mean burst erasure correction capability over various block lengths and column weights of LDPC matrices.

In Chapters 6 and 7, the focus turns to multiple burst error/erasure correction. Two major achievements are presented in Chapter 6. The first achievement is the construction of codes for multiple phased-burst error correction (MPBC). A class of LDPC codes is presented based on the superposition of circulant permutation matrices (CPM) as constituent matrices. This technique can produce binary quasi-cyclic low-density parity-check (LDPC) codes. These codes can effectively correct multiple phased-burst errors and erasures and other hybrid types of error-patterns by simple one-step-majority-logic decoding (OSMLD). Moreover, they perform very well over both binary erasure and additive white Gaussian
noise (AWGN) channels. The second achievement is the derivation of two MPBC bounds for achievable code rate. The class of superposition codes based on CPM constituent matrices is shown to be tight with respect to these bounds. One bound, when reduced to the special case of a single burst for one codeword, is proved to be a generalized Abramson bound for single burst-error (SBC) correction \[12\] p. 202].

In Chapter \[7\] a second class of multiple burst erasure correction is presented and is based on product code construction. By using LDPC constituent codes, a novel multiple burst erasure decoding algorithm is presented that will allow for the correction of a single large erasure burst or smaller multiple erasure phased-bursts. Also, these codes are shown to perform well in an AWGN channel using message passing algorithms.
Chapter 2: Communication Systems Background

The field of error control coding focuses on the study and mitigation of error phenomena when transmitting information symbols over a statistically noisy channel. A diagram of a communications link is shown in Figure 2.1. In this figure, a source produces information symbols that are encoded or mapped into a channel code consisting of fixed number of coded symbols. The modulator takes the coded symbols and maps them to unique waveforms that suitable for transmission over the physical medium. The waveforms are demodulated through a detection and estimation process and converted into received information to be used by the channel decoder. The received information can be in the form of hard information where each received waveforms are converted into a logical symbol through thresholding of the received information or soft information where the waveforms are converted to reliability information of real values. Channel decoders that use hard information are in general less complex than soft information decoders but suffer a typical 2 dB loss in power efficiency performance over soft decoders. The channel code is specifically designed to combat received symbols can be misidentified or ambiguously identified. These symbols are the result of distortions and noise produced by the physical medium and the modulation/demodulation process. The misidentification is termed an error and the ambiguity is called an erasure. The channel decoder is an algorithm that is designed to provide the best estimate of the transmitted information symbols from the noisy received symbols. After the decoding operation, the estimates of the transmitted data are passed to the sink.

The communications link model for this dissertation is a simplified model where the modulator/demodulator and physical medium are combined into a noisy channel. In Figure 2.2, the input to the noisy channel are the coded symbols from the encoder. The coded symbols
can be logic levels or discrete levels that represent logic levels. The output of the noisy channel can be discrete levels that indicate hard information or real values indicating soft information. The noise in the channel is characterized by a statistical distribution.

A conventional communication system combats error/erasures with linear correction channel codes whose theoretical foundation was defined by Shannon in 1948 [13]. These codes add parity-check symbols (redundant information) to the source symbols to provide error/erasure correction capability. Linear codes that are organized in a block structure where information symbols are grouped into messages of a fixed length (codeword) are called linear block codes. The coded symbols are selected from a set of finite discrete values. The focus of this thesis is on binary linear block codes where the source and coded symbols are selected from two values from Galois field GF(2).

Linear block codes are typically designed based on the statistical distribution of the channel...
error/erasure events. For instance, multiple errors/erasures that are randomly distributed in the received codeword are conventionally mitigated with codes whose correction capability is large enough to correct the total expected number of errors/erasures per codeword. However, in many cases, errors or erasures can occur over multiple consecutive received symbols called bursts. Depending on the statistical properties of the bursts, a code designed for a random distribution of errors/erasures may not be the best choice for a bursty channel.

In general, the error/erasure channel is an abstraction of a true physical channel where random or non-random physical events create distorted received symbols. For instance, random electromagnetic energy in the form of AWGN is created by the thermal energy from the physical link and resistive electronic components. This type of energy has corrupting effects on information encoded in voltages and currents. In the case of a radio frequency (RF) channel, the coded symbols are modulated into a finite set of $M$ time-limited RF waveforms that are sent via a transmitting antenna. At the receiving end, an antenna converts the received RF waveforms into voltages and currents. Due to the transmission distance, these low amplitude waveforms can be susceptible to AWGN. And coupled with non-linear distortions produced by electronic components along the entire transmission chain, the demodulated symbols/codewords are received with erasure/erasors.

2.1 Channel Characteristics

Continuing the discussion of the communications system, this section reviews the noisy channel block shown in Figure 2.2.

2.1.1 Random Error/Erasure

The focus of much LDPC research is in the error performance optimization for the binary input additive white Gaussian noise (BIAWGN) channel. Refer to Figure 2.3, binary input
symbols $X$ are corrupted by AWGN $Z$ represented by the zero mean, $\sigma^2$ variance, normal distribution, producing real received values $Y$. The capacity of this channel,

$$C_{BLAWGN} = - \int_{-\infty}^{\infty} \theta(x) \log_2 \theta(x) dx - \frac{1}{2} \log_2 2\pi e \sigma^2$$

where $\sigma^2$ is the variance of Gaussian distribution, the capacity units is bits/channel use and

$$\theta(x) = \frac{1}{\sqrt{8\pi \sigma^2}} \left[ e^{-\frac{(x-1)^2}{2\sigma^2}} + e^{-\frac{(x+1)^2}{2\sigma^2}} \right].$$

$C_{BLAWGN}$ cannot be put into closed form and remains an integral calculation that is performed by computer computation [72].

![Figure 2.3: Binary Input Additive White Gaussian Noise Channel](image)

The binary erasure channel (BEC), Figure 7.2 is a model where a received symbol is an erasure (shown as a “?” symbol) when it’s value is unknown or ambiguous but its position is known. The capacity of this channel is simply:

$$C_{BEC} = 1 - \epsilon$$ (2.1)

where $\epsilon$ is the erasure probability regardless of what symbol is sent and the capacity units is bits/channel use.
The binary symmetric channel (BSC), Figure 2.5, is a model where a received symbol is erred with a probability $p$. This channel is used often to model a hard-decision receiver or a receiver that discretizes the channel information into binary levels. The channel capacity of this channel is:

$$C_{BSC} = 1 + p \log_2 p + (1 - p) \log_2 (1 - p)$$

where $p$ is the probability of a symbol error regardless of what symbol is sent and is in units of bits/channel use.
2.1.2 Burst Error/Erasure

A burst is defined as a localized area of non-zeros in a vector of length $n$. The burst length $l$ is defined as the $l$ consecutive symbol positions where the first and the last positions are non-zero. An error burst would be defined as an error pattern that contains a burst. An error pattern is a vector of length $n$ where the non-zero elements of the vector indicate the location of errors. And similarly, an erasure burst is defined as an erasure pattern that contains a burst. In this case, an erasure pattern is a vector of length $n$ where the non-zero elements of the vector indicate the location of erasures. In either case, the error/erasure burst pattern may have zeros within the burst. To specify the requirements for $l$ and $n$ for a particular application requires statistical knowledge of $l$ and how often the burst reoccurs to design $n$. The goal of this thesis is develop codes in which $l$ and $n$ can be easily specified and burst correction can occur.
2.2 Linear Block Codes for Error/Erasure Correction

Linear block codes are used in the Channel Encoder/Decoder blocks of Figure 2.2. A linear block code \( C \) denoted \((n,k)\) is defined as a \( k \)-dimension subspace of an \( n \)-dimensional vector space over Galois Field \( \text{GF}(q) \). In this thesis, we focus on binary \( \text{GF}(2) \) linear block codes. Linear block codes can be defined by a \( k \times n \) generator matrix \( G = \{g_{i,j}\} \) where \( i = \{0,1,\ldots,k-1\} \) and \( j = \{0,1,\ldots,n-1\} \) with a null space defined by an \( m \times n \) parity-check matrix \( H = \{h_{i,j}\} \) where \( i = \{0,1,\ldots,m-1\}, j = \{0,1,\ldots,n-1\} \) and \( m \geq n-k \). That is \( GH^T = 0 \) where \( T \) superscript indicates a matrix transpose operation. The matrix \( H \) itself defines a linear block code of length \( n \) and dimension \( n-k \). We call this \((n,n-k)\) code, the dual code of \( C \). It is denoted by \( C^\perp \) where the symbol \( \perp \) superscript indicates the dual space of \( C \). From this definition, it is clear that all codewords of \( C \) are orthogonal to the codewords of it’s dual.

The \( G \) matrix specifies the \( 2^k \) possible \( n \)-tuples or codewords. Any \( k \) set of linearly independent \( n \)-tuples form a basis that span the entire subspace and is used as row specifications for the \( G \) matrix of a code. One particular specification, called a systematic representation, allows for the codewords to be formed by appending the \( k \) information symbols with \( n-k \) parity symbols. This is the result of partitioning the \( G \) matrix into two distinct submatrices: \( G = [P|I_k] \) where \( P \) is the \( k \times (n-k) \) parity submatrix and \( I_k \) is the \( k \times k \) square identity matrix. The systematic representation of \( G \) is found from another \( G \) matrix through a series of elementary row operations. This representation is beneficial in encoding, the process where a codeword is created from a sequence of information symbols which is defined as a matrix multiplication between a vector \( u = (u_0, u_1 \ldots, u_{k-1}) \) of \( k \) information symbols, and the \( k \times n \) matrix \( G \). By using the systematic representation, the encoding operation is effectively reduced to a matrix multiplication between vector \( u \) and the \( k \times (n-k) \) submatrix \( P \). Specifically,

\[
\mathbf{v} = \mathbf{u}G = \mathbf{u} [P|I_k] = (\mathbf{uP}|\mathbf{u})
\]
where \( \mathbf{v} = (v_0, v_1, \ldots, v_{n-1}) \) denotes the codeword vector. Systematic representation also assists in the more practical sense. By observing the vector \( \mathbf{u} \) in \( \mathbf{v} \), a fast partial functional check of an encoder circuit output can be performed.

### 2.2.1 Cyclic Codes

Cyclic codes are algebraic codes that are defined by polynomial rings over a finite field \([16, 17]\). Many important linear block codes have been characterized as cyclic codes, i.e. Euclidean Geometry; Reed-Solomon; Bose, Ray-Chaudhuri and Hocquenghem (BCH); Go
day; and Hamming \([18]\). They are a much studied subclass of linear block codes since they can be encoded and decoded with simple shift registers. We define a cyclic shift of \( i \) positions as a positive end around shift (increasing index) of a vector in \( i \) positions. Cyclic codes have the property that the every cyclic shift of a codeword is also a codeword. We can represent an information vector \( \mathbf{u} \) and a codeword \( \mathbf{v} \) as polynomials by defining their components as coefficients, i.e. \( u(x) = \sum_{i=0}^{h-1} u_i x^i \) and \( v(x) = \sum_{i=0}^{n-1} v_i x^i \) respectively, where \( x \) is a variable called an intermediate. Then \( u(x) \) and \( v(x) \) can be related by the following equation:

\[
v(x) = u(x)g(x)
\]

(2.2)

where \( g(x) = \sum_{i=0}^{n-k} g_i x^i \) is called the generator polynomial. If \( g(x) \) has degree of \( n-k \) (defined as the largest power of the polynomial) and is a factor of the polynomial \( x^n + 1 \), then \( g(x) \) generates an \((n,k)\) cyclic code \([18]\). We can further define a parity polynomial of degree \( k \) as \( h(x) = \sum_{i=0}^{k} h_i x^i \) which is related to the generator polynomial by the following equation:

\[
h(x) = \frac{x^n + 1}{g(x)}.
\]

(2.3)

It can be shown that the generator polynomial is unique and can be used to create a \( k \times n \) generator matrix \( \mathbf{G} \) by taking the coefficients \( g_i \) as the first \( n - k + 1 \) components of the
1st row and fill with zeros the rest of the \( k - 1 \) components. The each of the next \( k - 1 \) rows are cyclic shifts of it’s previous row. The resulting matrix has a Toeplitz structure. Correspondingly, the parity polynomial \( h(x) \) can be used to create a \( (n - k) \times n \) cyclic parity-check matrix \( H \) by taking the the first \( k + 1 \) components as the 1st row from the reciprocal of \( h(x) \), i.e. \( x^k h(x^{-1}) \), and fill with zeros the rest of the \( n - k - 1 \) components. The each of next \( n - k - 1 \) rows are cyclic shifts of it’s previous row. The resulting matrix is also a Toeplitz structure \[19\].

It has been shown that cyclic codes have very good burst erasure and error correction capability \[20\]. We exploit these ideas further in Chapter 6 by using cyclic codes as a component code to build larger superposition or product codes from.

### 2.2.2 Quasi-Cyclic Codes

Quasi-Cyclic (QC) codes were first introduced by Townsend and Weldon \[21\]. QC codes are codes that are defined by codewords where a cyclic shift of \( b \) symbols result in another codeword. They can be considered as a generalization of cyclic codes where \( b = 1 \). Mathematically, if \( b \) is coprime with \( n \) and \( v(x) \) is codeword in a cyclic code \( C \) then \( x^b v(x) \mod x^n - 1 \) is another codeword in \( C \) \[16\]. QC codes can be put into a form that is composed entirely of an array of multiple circulant submatrices. A circulant is defined as a square cyclic matrix where every row is cyclic shift of it’s previous row \[18\].

Superposition codes (see Section 6.1.2) that use circulants as constituent codes are fundamentally QC codes. The use of QC superposition codes for LDPC specifications allows for a simple encoding structure as was explored by Li et al. \[22\] and have demonstrated near-capacity achieving performance.
Chapter 3: Low-Density Parity-Check Codes

3.1 Introduction

LDPC codes are parity-check block codes that have a very low density of non-zero elements in the parity-check matrix. In his Ph.D. thesis [23], Gallager defined LDPC codes as a class of linear codes defined entirely by the parity-check matrix with a small constant number of non-zero elements (or weight) per row compared to the row length and a small constant weight per column compared to column length [24]. He showed that with high probability the minimum distance of LDPC codes grows linearly with code length under the condition that the row weight must be greater than or equal to 3.

Gallager developed two binary iterative decoders. One based on a posteriori probability (APP) metrics is now known as the sum product algorithm (SPA) for the AWGN channel (see Section 3.5), and the other, a bit-flipping decoder based on inputs from a binary symmetric channel (BSC). In order to improve error correction performance of the iterative decoders, Gallager included a constraint (which we now call the row-column constraint (RCC) [18]) that no two rows (or columns) have coincident non-zero elements at more than one column (or row) position of the parity-check matrix. We now call this type of construction a regular LDPC code to distinguish it from irregular LDPC codes where the row and column weights are not constant but vary according to distribution functions called degree distributions [25, 26]. Gallager gave an example semi-random construction method which showed good error performance for rate=1/2 and 1/4 over an AWGN channel using the SPA. He also demonstrated LDPC code performance over a Rayleigh fading channel.

Thirty three years passed between the publication of Gallager’s thesis and it’s rediscovery
in 1996 \[27, 28\] with little attention paid. One exception occurred in 1981 \[29\]. A graph representation of the parity-check matrix was introduced by Tanner as a way of analyzing the iterative behavior of the SPA. This graph representation, which now bares Tanner’s name, is discussed in more detail in the SPA Section 3.5.

Since its rediscovery in 1996, LDPC codes has attracted an enormous attention in the literature. The first algebraic construction was introduced in 2000 \[30\] based on Euclidean and project geometries. This work also gave one of the first successful demonstrations of cyclic and quasi-cyclic codes using the SPA. In 2001, improved information theoretic tools called density evolution were introduced to characterize the ensemble error performance based on the column and row weight distributions of the parity-check matrix, which are called degree distributions \[25, 26, 31\]. Density evolution can predict the threshold of convergence of the iterative decoders in terms of the channel parameter, i.e. a single parameter that describes the state of the channel. This threshold defines a region of error performance known as the waterfall region where the errors are reduced at such large exponential rate that error performance curve resemble a waterfall. By selecting the appropriate degree distributions, the error performance at the start of the waterfall can be designed and predicted with high probability without simulations. Using this method, thresholds have been found that reach 0.0045 dB of the AWGN channel capacity \[32\].

To date, two main methods of LDPC code construction–algebraic construction and semi-random computer construction, dominate the literature. Each method can be categorized as either regular and irregular LDPC codes used for asymptotic analysis. While semi-random computer construction are used for theoretical study, their lack of structure puts a penalty on integrated circuit routing. Algebraic and other forms of structured LDPC codes on the other hand allow for more systematic routing thus reducing decoding complexity. In general, computational decoding complexity is directly proportional to the density of non-zeros in the parity-check matrix per iteration. The density multiplied by the average number of iterations define the average computational complexity of a particular LDPC code.
3.2 Technical Description

LDPC codes can be categorized by the column and row weight distribution. A regular LDPC code has constant column weights and constant row weights. An irregular LDPC has variable column weight and variable row weight that is characterized by weight distribution functions. There can be hybrid structures that have constant column weights with variable row weights and vice versa that are also categorized as irregular LDPC codes. Characterizations based on weight functions are used to specify code ensembles rather than specific codes. Also, analysis based on weight functions pertain to average ensemble behavior and not a specific instance. Let $H$ define an $m \times n$ parity-check matrix that has rank $p$. Also, let a regular LDPC code ensemble have row weight of $w_r$ and column weight of $w_c$ be denoted as $(w_c, w_r)$. Then the total number of non-zero elements or 1’s is $E = nw_c = mw_r$, where the density of non-zero elements in $H$ is $E/(nm) << 0.5$. The design rate of a regular $(w_c, w_r)$ code is $R_d = 1 - w_c/w_r$ which can be lower than the code rate of $R = 1 - m/n$ due to the possible presence of redundant rows in $H$. For $H$ to be an LDPC code, we place a further constraint on the location of the non-zero elements, that is no two rows (columns) can have more than one column (row) with coincident non-zero components (RCC). It’s purpose will be made clear when we introduce the Tanner graph in the following passage.

In 1981, Tanner [29] showed that LDPC codes could be interpreted as codes operating on a bi-partite graph, i.e. a graph composed of two types of nodes, variable (VN) and constraint (CN) that are connected by a network of bi-directional lines or edges. The $n$ VNs represent each received codeword bit and the $m$ CNs represent every parity-check constraint equation. The network of edges connecting VNs to CNs are defined by the non-zero elements in parity-check matrix. For instance, $h_{i,j} = 1$ for $i = 3$ and $j = 5$ would create an edge connecting VN 5 to CN 3. We define any pair of VN and CN as neighbors if they are connected by an edge. In this way, no two VNs can be neighbors and the same for any two CNs.
Figure 3.1: Tanner Graph Example

\[
H = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 & 0
\end{bmatrix}.
\] (3.1)

Figure 3.1 shows an example Tanner graph whose associated \( H \) matrix is given in (3.1). In general, the \( v_i \) nodes are the VNs where \( i = (0, 1, \ldots, n - 1) \) represent the columns in the \( H \) matrix. The \( c_j \) nodes are CNs for \( m \geq n - k \) processors associated with each row in the \( H \) where \( j = (0, 1, \ldots, m - 1) \) are row indices. The interconnections or edges between the VNs and CNs are defined by a 1 component in the \( H \) and physically define the path where information or messages are passed between processors. Algorithms that operate within this structure are called message passing algorithms. A complete iteration is defined as messages passed from VN to CN and then CN to VN. Information from the channel are not depicted in Figure 3.1 but they can optionally be shown as a third type of node that are connected to each VN. They relate to the soft-information samples from the channel which are considered channel reliabilities since the values are usually in a numerical format with the sign representing the logic value of the received symbol and the magnitude representing
the amount of reliability in the sample.

A connected bi-partitite graph is known from graph theory to have cycles. A cycle is defined as a complete circuit formed from a starting VN to a series of neighboring edge transversals through the Tanner graph until it reaches back to the starting VN. We call a cycle of length $n$, a cycle of $n$ edge transversals. The girth of a Tanner graph is the smallest cycle length in the graph. Gallager’s RCC prevents the formation of cycle $4$ and therefore all LDPC codes that conform to this constraint have a girth at least $6$. In Section $3.5$ we discuss the impact of cycles on the error performance of LDPC decoding.

An irregular LDPC code can be described as follows. Let $\lambda_i$ be the fraction of all edges that are connected to VN of degree $i$ and let $\rho_j$ be the fraction of all edges that are connected CN of degree $j$. $\lambda_i$ and $\rho_j$ are called the VN and CN distributions respectively where $i = (1, \ldots, m)$ and $j = (1, \ldots, n)$. We note that regular codes are a special case of irregular codes where $|\text{supp } \lambda_i| = |\text{supp } \rho_j| = 1$. A more convenient description of the weight functions is to define weight polynomials. Let

$$\begin{align*}
\lambda(x) &= \sum_i \lambda_i x^{i-1} \\
\rho(x) &= \sum_j \rho_j x^{j-1}
\end{align*}$$

(3.2)

define the column and row degree polynomials respectively. Then an irregular LDPC ensemble can be denoted as $(\lambda(x), \rho(x))$. The design rate of an irregular ensemble is

$$R_d = 1 - \frac{\int_0^1 \rho(x)dx}{\int_0^1 \lambda(x)dx}. \quad (3.3)$$
For the example graph in Figure 3.1, it has the following pair of degree distributions:

\[
\lambda(x) = \frac{2}{8} + \frac{6}{8}x
\]
\[
\rho(x) = \frac{2}{8}x + \frac{6}{8}x^2
\]

with a design rate \( R_d = \frac{2}{5} \).

The significance of the degree distribution description for LDPC ensembles can be seen in an analytical context. It was proven that with high probability all codes in the ensemble defined by degree distributions will concentrate it’s asymptotic (i.e. for an infinite block code or the case of a Tanner graph free of cycles) performance around the average ensemble performance [31]. Furthermore, the ensemble performance of LDPC codes with message passing can be characterized by it’s decoding threshold. This is point where the decoder will converge to the correct answer with very high probability. Or more precisely, the decoding threshold is the maximum channel parameter such that for all channel parameters strictly less than this value, the expected fraction of incorrect messages approaches zero as the number of iterations increases. The channel parameter is defined as a variable that characterizes the state of the channel (from Section 2.1), i.e. \( \sigma^2 \) for a BIAWGN channel, \( \epsilon \) for a BEC channel and \( p \) for the BSC. One method of calculating the decoding threshold is called density evolution [31][33]. Density evolution analyzes, through numerical computation, the evolving probability distribution functions (PDF) of messages passed between VN and CN as the decoder iterations grow toward infinity. The PDF will eventually converge to a fixed distribution where a non-negative PDF indicates the presence of errors and whose mean is a function of the channel parameter. For the BEC, closed form solutions for the decoding threshold exists. Let the decoding threshold be defined as \( \epsilon^* = \sup \{ \epsilon : f(\epsilon, x) < x, \forall x \leq \epsilon \} \), where \( f(\epsilon, x) = \epsilon \lambda(1 - \rho(1 - x)) \) is derived from the average probability (or density) of
erasures at each node at one iteration \[34,35\]. For the case of regular ensembles,

\[
\epsilon^* = \frac{1 - s}{(1 - s^{w_r-1})^{w_c-1}} \tag{3.4}
\]

where \(s\) is the positive root of \([((w_c - 1)(w_r - 1) - 1)y^{w_r-2} - \sum_{i=0}^{w_r-3} y^i = 0\). It has been shown that for a (3,6) LDPC ensemble where \(R = 1 - w_c/w_r = 0.5\), \(\epsilon^* = 0.4294\) \[34\]. Equation (2.1) says that when at capacity, \(R = C_{BEC}\) and \(\epsilon = 1 - R = 0.5\). Therefore, a (3,6) LDPC code ensemble performs within \(\epsilon - \epsilon^* = 0.0706\) of capacity. This small rate loss is the result of using a regular ensemble. It was shown in \[36,37\] that irregular LDPC ensembles can be design to perform arbitrarily close to the BEC capacity.

In practice, the decoding threshold accurately predicts the onset of decoding convergence for the message passing decoder at high BER region even for finite length block sizes. It has not been understood why this is so. What density evolution fails to do is predict how the decoder will work at low BER. For this region, different tools have been developed for finite block sizes. For the BEC channel, a phenomena known as stopping sets dominate the error performance at this region. A stopping set \(S\) is a subset of the VNs such that all neighbors of \(S\) are connected to \(S\) at least twice \[35\]. If an erasure pattern occurs with erasures positioned at every member of a stopping set, the message passing decoder will fail to correct this pattern. This is because neighboring CNs of the stopping set will always have at least two erasures to resolve regardless of the number of iterations. We discuss the message passing algorithm for the BEC in detail in Section 3.7.

### 3.3 LDPC Code Construction

This section describes various methods of constructing LDPC codes.
3.3.1 Mackay Codes

Mackay’s random construction of LDPC codes gives a near-regular ensemble. Define a \( m \times n \) parity-check matrix \( H \) that is created at random with a constant weight per column of \( t \) so that the row weights are constant or nearly constant. Also, we observe Gallager’s RCC by allowing no more than one location of coincident 1’s of any pair of rows (columns). Mackay suggested an alternate of methods of generating regular codes by using smaller permutation submatrices, which are row or column permutations of an identity matrix, to form larger parity-check matrices—a technique that is a form of superposition code construction (Section 6.1.2). He also found that regular construction LDPC were limited to how close they could approach the channel capacity and suggested an irregular construction to achieve better performance. By adding \( m/2 \) weight 2 columns to \( H \) in a dual diagonal form (or two identity matrices) to avoid low weight codewords, he demonstrated improved performance over regular construction. In all instances, the adherence to the RCC was maintained.

3.4 Structured LDPC Codes

One of our primary objective for this dissertation is to explore structured LDPC codes. Therefore in this section, we present a number of approaches for LDPC code design.

3.4.1 Euclidean Geometry Codes

Euclidean geometry (EG) codes are based on points that are incident to lines or hyperplanes (flats) defined by a specific finite geometry [18]. Consider a finite field \( \text{GF}(2^sp) \) where \( s \) and \( p \) are integers. This finite field structure can also be considered an \( p \)-dimensional Euclidean geometry \( \text{EG}(p, 2^s) \) where points are defined as vectors or \( p \)-tuples over elements from \( \text{GF}(2^s) \) and the all-zero \( p \)-tuple defines the origin. Let \( \beta_i \) represent an element of \( \text{GF}(2^s) \). Let \( a_1 \) and \( a_2 \) be two linearly independent points, i.e. \( a_1\beta_1 + a_2\beta_2 \neq 0 \). A set of \( 2^s \) points...
\(\mathcal{L}\) define a \textit{line} or a \textit{1-flat} if and only if \(\mathcal{L} = \{\alpha_1 x + \alpha_2 : x \in GF(2^s)\}\) where \(\alpha_1 \neq 0\). If \(\alpha_2 = 0\) then we say that line \(\mathcal{L}\) passes through the origin. No two lines can have more than one coincident point. It can be shown that the total number of lines in \(\text{EG}(p, 2^s)\) is

\[
J = \frac{2^{(p-1)s}(2^{ps} - 1)}{2^s - 1}
\]

with a subset of

\[
J_0 = \frac{(2^{(p-1)s} - 1)(2^{ps} - 1)}{2^s - 1}
\]

lines that do not pass through the origin.

An incidence vector of a line \(\mathcal{L}\) is defined as a vector of length \(2^{ps} - 1\) where every position represents a point in the EG space except the origin and every non-zero or 1 component indicates a point of incident of line \(\mathcal{L}\). If we form a parity-check matrix \(H_{\text{EG}}\) consisting of rows from the incidence vector of all line that do not pass the origin, then this \(J_0 \times (2^{ps} - 1)\) matrix has a null space that specifies a cyclic EG code whose generator polynomial \(G_{\text{EG}}\) has a root \(\alpha^h\) if and only if:

\[
0 < \max_{0 \leq l < s} W_{2^s}(h^{(l)}) \leq (p - 1)(2^s - 1)
\]

where \(h^{(l)} = 2^l h \mod (2^{ps} - 1),\) \(l > 0,\) and \(W_{2^s}(h^{(l)})\) is the \(2^s\)-weight of the radix-\(2^s\) expansion of \(h^{(l)}\). \(H_{\text{EG}}\) has row weight of \(2^s\) and column weight of \((2^{ps} - 1)/(2^s - 1) - 1\) and a 1s density of \(\rho = 2^s/(2^{ps} - 1) \approx 2^{-p}\). Since no two lines can have more than one coincident point, \(H_{\text{EG}}\) conforms to the RCC with a 1s density \(\rho < 0.5\) for \(p > 1\). Therefore, \(H_{\text{EG}}\) is an LDPC code and is called a type-I EG-LDPC code. It has shown to have a minimum distance \(d_{\text{min},\text{EG}} \geq 2^{(p-1)s} + 2^{(p-2)s+1} - 1\). Classes of EG codes are notated in the literature by \((u, s)\)th-order, where \(u\) is the dimension of the hyperplane for a particular geometry. For this class of EG codes, \(u = 0\) and it is notated as, \((0, s)\)th-order EG code (which we denote
as \( C_{EG}^{(1)}(p, 0, s) \) prior to its rediscovery as an LDPC code [18,30].

For the special case of \( p = 2 \), \( C_{EG}^{(1)}(2, 0, s) \) gives a square cyclic \( H_{EG} \) matrix (circulant) of dimension \((2^{2s} - 1) \times (2^{2s} - 1)\). The code has length \( n = 2^{2s} - 1 \), dimension \( k = 2^{2s} - 3^s \), and number of parity bits \( n - k = 3^s - 1 \). Its minimum distance has shown to be exactly \( d_{min,EG} = 2^s + 1 \) and its error performance has been studied many times for the SPA [18,30,39]. We shall use this code as component codes for our research of burst-erasure and burst-correction codes in Chapter 6 since it has many good robust properties such as good minimum distance, many decoding options besides the SPA, and is easy to encode.

### 3.4.2 Product Codes

Product codes were introduced by Elias in 1954 [40]. The technique consists of creating a large code out of smaller component codes using a tensor (or Kronecker) product of their generator matrices. Mathematically, we start by defining two-dimensional product codes, however, it is not difficult to extend this to dimensions greater than two.

**Definition:** For \( t = 1 \) and 2, let \( C_t(n_t, k_t) \) denote a component linear block code of length \( n_t \) and dimension \( k_t \) of a two-dimensional product code \( C_P \).

Let \( G_t = \left[ g_t^{(i)}_{i,j} \right] \) be the generator matrix of \( C_t \). For a two dimensional Product Code \( C_1 \times C_2 \) with component codes \( C_1 \) and \( C_2 \), the product code generator matrix \( G_P \) of dimension \( k_1k_2 \times n_1n_2 \) can be defined as:

\[
G_P = G_2 \otimes G_1 = \left( G_1 g_1^{(2)}_{i,j} \right)
\]

(3.6)

where \( \otimes \) is the Kronecker Product [41]. If we switch \( G_1 \) with \( G_2 \), we get another code that is combinatorially equivalent. As can be seen from (3.6), the product code can be seen as a
special case of superposition codes (see Section 6.1.2) where the non-zero or 1 elements of $G_2$ are replaced by a submatrix defined by $G_1$ and the 0 elements of $G_1$ are replaced with a zero matrix of dimensions $G_1$. The generator matrix $G_P$ can be used to encode using conventional linear block code means (see Section 2.2).
3.5 Sum Product Algorithm

The SPA was historically discovered independently by many researchers. Its first discovery is attributed to Gallager [24] who developed a probabilistic algorithm based on iteratively estimating the APP of a received symbol. Its title can be attributed to a 1996 thesis by Wiberg [27] who was one of the researchers credited with its rediscovery. In 1988, Pearl discovered an algorithm for machine learning based also on an iterative calculation of APP over graphs [42]. This algorithm is called Pearl’s Belief Propagation (BP) and was independently discovered around the same time by others [43][44]. In 1995, Mackay and Neal applied BP based decoding to their random construction of LDPC codes and showed good performance in a BSC channel [45]. However, the authors failed to recognize that the SPA is in fact an application of BP. They wrongly thought that the SPA algorithm was the Meier and Staffelbach algorithm of belief networks [46]. The mistake was later identified and it was proved that the SPA is an instance of BP for error correction coding [47][48].

In 1999, Mackay showed that the error performance of his randomly constructed LDPC codes and Gallager’s LDPC codes approached the channel capacity for AWGN channels [49].

The SPA is based on iteratively estimating the APP of a received bit is a 1 conditioned on the satisfying of the set of parity-check equations it is checked to and the received channel information. Let’s define the $x_d$ as the value of the transmitted bit and at position $d$ where $d \in \{0, 1, \ldots, n-1\}$. We call a bit position $j$ checked by a row $i$, if and only if $h_{i,j} \neq 0$, where $h_{i,j}$ is defined as the components of the parity-check matrix $H$. For a particular received bit, this calculation can be viewed as tree structure. That is, a received bit is checked by a number of rows according to the non-zero column components in its bit position of the parity-check matrix. Since every row is a parity-check equation that checks other bit positions, the computation can become intractable as you progress through each tier of the tree. Gallager recognized that the APP calculation could be made to fold onto itself at every level of the tree creating a process that cycles or iterates. For a particular received bit,
this was accomplished by eliminating it’s own APP from the prior iteration to estimate it’s current APP. This approach created multiple processing units that could work in parallel. However, the artificial folding in the algorithm creates an approximation to the APP or a false APP and thus sub-optimal decoding performance.

The SPA is generally defined in the log-likelihood domain. Specifically, assuming binary transmissions where \( x \) is a binary symbol, \( x \in \{0, 1\} \), a transmitted sequence of \( n \) symbols is mapped using \( y = (1-2x) \), where \( y \in \{-1, 1\} \) then the received symbol is \( r = y + z \) where \( r \in \mathbb{R} \) and \( z \) is assumed to be additive white Gaussian noise (or the BIAWGN channel).

Define the log-likelihood ratio as: \( \text{LLR}(r) = \log \frac{P(x=1|r)}{P(x=0|r)} = \frac{2}{\sigma^2} r \). Using the terminology from Section 3, let \( S_i \) be the set of CNs connected to VN \( v_i \). Let \( S_{i \setminus j} \) define the set of CNs connected to VN \( v_i \) except CN \( c_j \). (Refer to Figure 3.1) Let \( T_{i \setminus j} \) define the set of VNs connected to CN \( c_i \) except VN \( v_j \). Also let \( \lambda_{i \to j} \) be defined as the message passed from \( v_i \) to \( c_j \) and \( \gamma_{j \to i} \) be defined as the message passed from \( c_j \) to \( v_i \). Then we can define the LLR domain SPA as:

1. Perform LLR conversion of channel information: \( \text{LLR}(r_i) = \frac{2}{\sigma^2} r_i \) where \( i = (0, 1, \ldots, n-1) \).

2. VNs \( v_i \) pass messages \( \lambda_{i \to j} = \text{LLR}(r_i) \) to CNs \( c_j \).

3. CNs \( c_j \) pass messages \( \gamma_{j \to i} = 2 \tanh^{-1}(\Pi_{l \in T_{i \setminus j}} \tanh(\lambda_{l \to j}/2)) \) to VNs \( v_i \).

4. VNs \( v_i \) pass messages \( \lambda_{i \to j} = \text{LLR}(r_i) + \Sigma_{l \in S_{i \setminus j}} \gamma_{l \to i} \) to CNs \( c_j \).

5. If a fixed number of iterations has occurred, output estimated \( \hat{x} \) or if a syndrome check (\( \hat{x}H^T = 0 \)) indicates that \( \hat{x} \) is a codeword, stop, else goto 3.

Note: to find \( \hat{x} \), define the log of the false APP ratio estimates: \( \text{LFAR}(r_i) = \text{LLR}(r_i) + \)
\[ \sum_{l \in S_i} \gamma_{l \rightarrow i} \] and perform hard decision:

\[ \hat{x}_i = \frac{1 - \text{sgn}(\text{LFAR}(r_i))}{2}. \]

One of the main issues with the SPA is the existence of cycles that degrade the error correcting performance. A Tanner graph with a girth of \( g \) will correlate messages to and from processors after \( g/2 \) iterations thus degrading performance. Prior to \( g/2 \) iterations, the messages are independent.

### 3.6 Min-Sum Decoder

Step 3 of the SPA algorithm of Section 3.5 is a highly complex operation due the presence of transcendental hyperbolic tangent functions. Gallager provided a possible simplification by the replacement of the CN processing [23]:

\[ \gamma_{j \rightarrow i} \approx \min_{l \in T_i \setminus j} (\lambda_{l \rightarrow j}) \prod_{l \in T_i \setminus j} \text{sgn} (\lambda_{l \rightarrow j}). \]

This simplification to the SPA is called the min-sum algorithm [34]. The penalty for this simplification is a slight degradation in error performance and a small complication in separating the sign and magnitude calculations. However, many authors have suggested methods to close this performance gap [50,51]. The min-sum is the basis for most hardware LDPC implementations since the complexity of CNs are comparable to the VN for equal edge degrees. That is a minimization of \( n \) numbers is a series of \( n - 1 \) arithmetic subtractions. Correspondingly, the summation of \( n \) numbers is a series \( n - 1 \) additions. We are ignoring the relatively small complexity increase of the separate sign computation in this comparison.

Wiberg showed that a min-sum algorithm operating in a cycle free Tanner graph is related to the Viterbi algorithm and is equivalent to maximum likelihood decoder [27].
3.7 Erasure Correcting Algorithm

The erasure correcting algorithm (ERA) for binary LDPC codes was defined by Luby et al. [52]. This algorithm, for random erasure correction, is described as follows. Let $h_{i,j}$ represent the components of the parity-check matrix $H$ where $i = (0\ldots m - 1)$ and $j = (0\ldots n - 1)$. Let $y_j$ represent the received codeword. Let $\mathbb{K} = \{ j | y_j = ? \}$ where ? is a symbol for a received erasure. $\mathbb{K}$ is the set of all received erasure symbol positions in the codeword. By definition of the parity-check matrix,

$$\sum_j y_j h_{i,j} = 0$$

(3.7)

for any row $i$. Recall that a column $j$ (or bit position) is checked by a row $i$, if and only if $h_{i,j} \neq 0$. If there exist a row $t$ where only one element $k \in \mathbb{K}$ is checked then by (3.7):

$$y_k = \sum_{j \neq k} y_j h_{t,j}.$$  

(3.8)

Now the decoding algorithm can be defined. Identify a subset $\mathbb{L}$ of $\mathbb{K}$ where every element of $\mathbb{L}$ is an erasure position that is checked by a row that checks no other erasure. Correct every element in $\mathbb{L}$ using (3.8), and remove them from $\mathbb{K}$. Then iterate the entire algorithm repeatedly until there are no elements in $\mathbb{K}$ or no elements in $\mathbb{L}$ can be identified but $\mathbb{K}$ is not empty. In the former case, the decoding is successful and in the latter case, the decoding fails. This thesis utilizes this simple burst-erasure correcting algorithm as guide to construct LDPC type of codes.

This section concludes the background portion of this thesis. The rest of the dissertation is devoted to the research results in Chapters 4 and 6. Then Chapter 8 concludes with final remarks.
Chapter 4: Burst Erasure Correction Ensemble Analysis for Random LDPC Codes

4.1 Introduction

Burst erasure correction is a subject of research which has seen many applications. It can be applied to fields such as correcting atmospheric fades from laser communications [53] or packet losses in a network [54]. Recent research to the general problem of burst erasure correction can be found in [1–3]. In [55, 56], the articles presented a new application of a recursive erasure correction algorithm of low complexity based on the distribution of consecutive zeros in the parity-check matrix for a cyclic code. We refer to this algorithm as the RED algorithm, a modification of the ERA algorithm. These articles recognized that a burst of erasures can be corrected symbol-by-symbol as long as for every position within the residual burst erasure pattern, a row in the parity-check matrix can be found that will check that particular position and no other position within the residual burst.

Song et. al. [56] developed an analysis tool to quantify a parity-check matrix’s capacity to correct a guaranteed minimum burst length. They defined a zero-span as a contiguous string of zeros between two unique non-zero entries indexed from the position of the first non-zero entry to the second non-zero entry. By this definition, a Zero-covering span profile, denoted \( \delta = \{ \delta_l \} \), is defined as the largest zero-span at column position \( l \) over all rows of the parity-check matrix \( H \), where \( l \in \{0, \ldots, N - 1\} \) and \( N \) is the block length. Then the guaranteed burst erasure correcting capability while using the RED algorithm can be defined by \( \delta + 1 \) where \( \delta = \min\{ \delta_l \} \) which is called the Zero-covering span of \( H \). Tai et. al [55] focused on Euclidean geometry based cyclic and dispersed quasi-cyclic codes as they recognized that such codes have a consistent zero-covering span over all column positions.
In [57, 58], the authors extended the prior analysis in a more detailed approach when analyzing a general parity-check matrix. It was discovered that the erasure burst correction capability for a general parity-check matrix using RED is defined by it’s Correctible profile \( \gamma = \{ \gamma_l \} \) where \( l \in \{ 0, \ldots, N - 1 \} \). This profile specifies the largest burst length that the RED algorithm can correct recursively before a stopping condition is encountered, i.e. no rows can be found at the current erased position with a zero-span that is greater than the current burst erasure length minus one. In other words, there must a large enough zero-span to mask out all erasures except for the current target erased symbol. Therefore the Correctible profile \( \gamma \) is the measure of the true burst erasure correction capability using the RED algorithm while the Zero-covering span profile \( \delta \), represents the potential burst erasure correction capability.

This thesis will expand on the ideas of [57, 58] by analyzing the zero-spans for the ensemble of randomly generated LDPC matrices. Typically for a general parity-check matrix, \( \delta \) and \( \gamma \) are difficult to mathematically characterize. This problem is overcome by considering the statistical characterization of the ensemble of random codes. The goal of this thesis is to statistically characterize both the \( \delta \) and the \( \gamma \) of the ensemble of random LDPC codes with parity-check matrices of constant column weights. We answer the question of whether it is possible to find the average ensemble performance. The probability mass function (PMF) of both the Zero-covering span profile \( \{ \delta_l \} \) and the Correctible profile \( \{ \gamma_l \} \) are derived and data is provided for 100, 1,000 and 10,000 bit blocks to demonstrate the accuracy of the analysis. The moments for both PMFs, \( \delta \) and \( \gamma \), are presented for various column weights, e.g. 2 to 8 and various blocks sizes, e.g. 100, 1,000 and 10,000 bits. The means of the \( \gamma \) PMFs are calculated for various coding rates and column weights. For smaller block sizes, the use of truncated PMFs for \( \delta \) and \( \gamma \) provide more accurate results, however, there is an increased likelihood of rows containing all zeros. This can potentially skew the results. The limitations of the analysis are explored and the appropriate regions where the analysis are applicable are defined. An alternative to this approach is to simply define an ensemble where the parity-check matrix does not contain the all zero row and rows which contain...
a single non-zero. The latter is due to the fact that a single non-zero is not a complete zero-span and therefore it cannot be considered as a potential row in the RED algorithm. This ensemble is called the expurgated ensemble in this thesis. This is also analyzed in detail with examples of block sizes of 100, 1,000 and 10,000 bits provided. It is shown with computer generated data, that all statistical predictions are accurate. Finally, we will prove that the ensemble mean performs asymptotically well as the block size approach infinity. That is random LDPC codes are asymptotically good for burst erasure correction using the RED algorithm.
4.2 Zero-Span Characterization for Random LDPC Codes

4.2.1 Background

The RED algorithm for burst erasure correction consists of correcting the first erasure in the burst by identifying a row in the parity-check matrix that has a non-zero entry at that erased position and zeros entries at the other erased positions. The zeros mask out the other erasures while isolating the target erasure. Correct this erased position by solving for it’s value, i.e. one row equation and one unknown symbol. Once the first erasure is corrected, then others are corrected recursively in sequential order through the same process. This is explained in detail in the next section.

4.2.2 Recursive Erasure Decoding

From [55][56], the ERA algorithm, (see Section 3.7), was modified slightly to correct symbol-by-symbol erasure bursts, which we call the RED algorithm. If a burst of $v$ consecutive erasures starts at the $k^{th}$ column position and ends at the $(k + v - 1)^{th}$ column, contains all of the elements in the set $K$, a row $t$ in the parity-check matrix can be identified that has a non-zero element at $k$ and zeros at $(k + 1, \ldots, k + v - 1)$. Then (3.8) is guaranteed to solve for the erased value. Afterwards, a residual erasure burst of length $v - 1$ remains. Through recursion, the next erasure at column position $k + 1$ as well as the rest of the burst can be corrected or until a stopping condition occurs, i.e. no row $t$ can be identified that has a non-zero entry at the current target erasure and zeros at the remaining burst positions. If no stopping condition is encountered during recursion and all erasures are corrected then the burst erasure correction capability at column position $k$ is at least $v$ otherwise if a stopping condition is encountered at column position $k + w$ and $w < v$ then the burst erasure correction capability at column position $k$ is $w$.

The characterization of the burst erasure correction capability, i.e. the largest burst erasure
correction length before a stopping condition is reached, is through the concept of zero-spans. This is defined as the length of consecutive zeros between two unique non-zero entries in a row of the parity-check matrix. Typically, for efficient decoding, a covering span table of possible row positions, $t$, is stored for the largest zero-span at every column, prior to decoding. To correct the target erasure, the algorithm simply refers to this table to identify the row with the largest zero-span at the target position to decode the symbol. In the next section, zero-spans are formally described and performance metrics are defined.

4.2.3 Zero-Span Definition

A linear block code of length $N$ and dimension $K$, denoted $(N, K)$, can be defined by a $K \times N$ generator matrix $G$ or by an $M \times N$ parity-check matrix $H$ (null space) where $M \geq N - K$ (because often $H$ contains redundant rows) with entries from $\text{GF}(q)$. For this thesis, we consider the binary case or $q = 2$, however, the non-binary case can be easily generalized. $H = \{h_{i,j}\}$ consist of $h_{i,j}$ entries at row $i$ and column $j$ where $i \in \{0, 1, \ldots, M - 1\}$ and $j \in \{0, 1, \ldots, N - 1\}$. The $H$ matrix can also be represented by it’s rows, $h_i$, where $i \in \{0, 1, \ldots, M - 1\}$. Furthermore, $h_i$ can be described by a distribution of zero-spans. A zero-span is a sequence of consecutive zeros that are bounded by non-zero entries or ones. Specifically, let $[b, e]^i$ be defined as an ordered pair of column indices of the $i^{th}$ row, $h_i$, such that $h_{i,b}, h_{i,e} \neq 0$ and $h_{i,j} = 0$ for $j = (b + 1, \ldots, e - 1)$ where $b, e \in \{0, 1, \ldots, N - 1\}$. In general, $b < e$ except for the last $b$ entry where it’s $e$ will be the end-around or the first non-zero entry in $h_i$. Every $[b, e]^i$ bounds a zero-span of $h_i$ which can be uniquely identified by either $b$ or $e$. If $b$ is chosen, we call that a forward zero-span $\delta^F$. If $e$ is chosen, we call that a backward zero-span. Let $\delta^F_{i,b} = (e - b)_N - 1$ denote a forward zero-span of length $\delta^F_{i,b}$ that starts at position $b + 1$ and ends at position $(b + \delta^F_{i,b})_N$ of the $i^{th}$ row where the operator $(\cdot)_n$ denotes the modulo $n$ operation to facilitate end-around zero-spans. It’s worthwhile to mention here that the inclusion of end-around zero-spans are somewhat problematic for statical analysis. That is, the end-around zero-span will take two incomplete zero-spans, at
the end and at the beginning of a row, and form a complete zero-span, creating potentially a zero-span that is not consistent with analysis. This could skew the data away from the analysis. We will present evidence of this effect when the analysis is compared with data for small block sizes in Section 5.

Continuing with the analysis, we will now define an entry in the forward Zero-covering span profile $\delta^F$ as:

$$\delta^F_b = \max_i \delta^F_{i,b}.$$  

And similarly, let $\delta^B_{i,e} = (e - b)N - 1$ denote a backward zero-span of length $\delta^B_{i,b}$ that starts at position $e - 1$ and ends at position $(e - \delta^B_{i,b})N$ of the $i^{th}$ row where the modulo $n$ operation facilitates end-around zero-spans. We can now define an entry in the backward Zero-covering span profile $\delta^B$ as:

$$\delta^B_e = \max_i \delta^B_{i,e}.$$  

Since the $b$ and $e$ are general column indexes, $\delta^F_b$ and $\delta^B_e$ will now be referred to as $\delta^F_l$ and $\delta^B_l$ where $l \in \{0, 1, \ldots, N - 1\}$. (For a cyclic code, $\delta^F_l$ and $\delta^B_l$ are consistent and equivalent as shown in [55, 56].)

The Zero-covering span profiles, $\delta^F$ and $\delta^B$, do not determine the burst erasure correcting ability of the RED algorithm since it does not take into account the possibility of the stopping condition occurring. It does give a precise indication of the largest burst that can be considered for correction that starts at a particular column position. Therefore, it provides an upper bound on the best burst erasure correction capability. The true burst erasure correction capability is specified by the Correctible profile $\gamma^F = \{\gamma^F_l\}$ defined by [57, 58] in Proposition 1 and summarized below. It is a specification of the largest burst erasure can be corrected at every column position $l \in \{0, 1, \ldots, N - 1\}$ with the RED algorithm.
From [57][58], the following proposition was presented:

**Proposition 1:** Let $H$ be an $M \times N$ parity-check matrix of an $(N,K)$ linear block code over $\text{GF}(q)$ with forward Zero-covering span profile $\delta^F = \{\delta_0^F, \delta_1^F, \ldots, \delta_{N-1}^F\}$ and backward Zero-covering span profile $\delta^B = \{\delta_0^B, \delta_1^B, \ldots, \delta_{N-1}^B\}$, then the following is true for $l \in \{0,1,\ldots,N-1\}$:

1. $\gamma^F_l$ is the maximum integer for which $\delta^F_{(l+j)N} \geq \gamma^F_l - j - 1$ for $j = (0,1,\ldots,\gamma^F_l - 1)$.

2. $\gamma^B_l$ is the maximum integer for which $\delta^B_{(l+j)N} \geq \gamma^B_l - j - 1$ for $j = (0,1,\ldots,\gamma^B_l - 1)$.

3. $\gamma^{FB}_l$ is the maximum integer for which there is a sequence $(l'_t, l''_t)$ of pairs of integers where $t = (0,1,\ldots,\gamma^{FB}_l - 1)$, such that $l'_0 = l$ and $l''_0 = (l + \gamma^{FB}_l - 1)_n$ and, for each $t \geq 1$, either $l'_t = l'_{t-1} + 1$, $l''_t = l''_{t-1}$, and $\delta^F_{l'_t} \geq (l''_{t-1} - l'_{t-1})_n$ or $l'_t = l''_{t-1}$, $l''_t = l''_{t-1} - 1$, and $\delta^B_{l''_{t-1}} \geq (l''_{t-1} - l'_{t-1})_n$.

Note the third item in Proposition 1: $\gamma^{FB}_l$ are entries in a forward-backward Correctible profile, defined in [57] but is not included in this analysis. Also, from this point on, since the analysis for the $\delta^F$ and $\delta^B$ are the same, references to $\delta^B$ are implied and no longer typed whenever $\delta^F$ is indicated.

Also, the RED algorithm can be implemented in parallel, if for $\gamma^F_l$, an additional condition is included in Proposition 1: $\delta^B_{(l+j)N} \geq j$. That is, there must a large enough backward zero-covering span at $(l+j)_N$ to mask out the other erasures in the burst. If $\gamma^F_l$ is defined in this manner, it is possible that the $\gamma^F_l$ from Proposition 1, is reduced. It maybe possible that with more structured codes, such as cyclic codes, that this reduction is minimized.

The same approach can be considered for $\gamma^B_l$ in Proposition 1.

To illustrate the concept of Zero-covering span profile $\delta^F$ and Correctible profile $\gamma^F$, (4.1)
below shows an example of a $7 \times 15$ parity-check matrix of constant column weight 4.

\[
H = \begin{bmatrix}
0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 \\
\end{bmatrix}.
\] (4.1)

The corresponding Zero-covering span profile $\delta^F$ of the example is given as:
\[
\delta^F = \left( 2 \ 3 \ 3 \ 1 \ 2 \ 3 \ 1 \ 5 \ 2 \ 2 \ 4 \ 1 \ 3 \ 2 \ 3 \right).
\] (4.2)

And the corresponding Correctible profile $\gamma^F$ is given as:
\[
\gamma^F = \left( 3 \ 4 \ 3 \ 2 \ 3 \ 2 \ 4 \ 3 \ 3 \ 3 \ 2 \ 4 \ 3 \ 4 \right).
\] (4.3)

We note a few observations. Referencing the column position with index $l \in \{0, 1, \ldots, 14\}$, there are only four positions: 2, 5, 7, and 10; where the Correctible profile $\gamma^F_l$ is not one greater than the corresponding Zero-covering span profile $\delta^F_l$. As stated in Proposition 1, the succeeding $\delta^F_l$ values determine the Correctible profile $\gamma^F_l$. For instance, to achieve $\gamma^F_2 = 4$ for $\delta^F_2 = 3$, $\delta^F_2$ must be followed by, at a minimum, $\delta^F_3 = 2$, $\delta^F_4 = 1$ and $\delta^F_5 = 0$. However, $\delta^F_3 = 1$, $\delta^F_4 = 2$, and $\delta^F_5 = 3$. Therefore, $\delta^F_3$ is one less than required and so $\gamma^F_2$ is 3. For this example most of Correctible profile $\gamma^F_l = 1 + \delta^F_l$. However, we will show as the block size gets larger for the ensemble of random LDPC codes with parity-check matrices of constant column weight, the mean $\delta^F_l > \text{mean } \gamma^F_l$.

The Correctible profile $\gamma^F_l$ is difficult to work with in it’s form specified in Proposition 1. In
order to facilitate its analysis, we will need to transform it’s definition to find $\gamma^F_l$ directly. This is achieved in the next section as part of the overall analysis of zero-spans.

Figures 4.1 and 4.2 show the statistical data collected of a (240,160) randomly generated LDPC matrix of constant column of 3 for the Zero-covering span profile and the Correctible profile. In both cases, there are large differences between the potential burst correction capability of $\delta^F_l + 1$ and $\delta^B_l + 1$, and it’s corresponding true Correctible profile $\gamma^F_l$ and $\gamma^B_l$. This shown in the bottom plots of Figures 4.1 and 4.2 Both plots show that as much as a difference of 140 bits can exist.

Figures 4.3 and 4.4 show the scatter plot and the histogram of the LDPC code used in Figures 4.1 and 4.2. Note that Figure 4.4 appears to be a positively skewed distribution, i.e. lower zero-covering span values have a higher frequency of occurrences [59]. In the next section, data is analyzed of different blocks sizes and various column weights and the predictions of the ensemble Zero-covering span profile PMF are developed. Also analyzed is the data collected for $\gamma^B_l$ and this data is also predicted by the ensemble Correctible profile PMF in Section 4.3.3.

To compare these results to a cyclic code (and to validate our software), we select the Euclidean Geometry $C_{EG}^{(1)}(2,0,4)$ (255,175) LDPC code based on EG(2,4). This code has constant row and column weights of 16. It’s minimum distance has been shown to be 17. Applying the measures according to Proposition 1, we achieve the following results shown in Figures 4.5 and 4.6 with a scatter diagram of the parity-check matrix in Figure 4.7. The results confirm that a cyclic code has a constant erasure burst correcting capability with $\delta^F_l = \delta^B_l = 54$ and $\gamma^F_l = \gamma^B_l = 55$; and that it achieves the ideal performance criteria: $\gamma^F_l = \delta^F_l + 1 = 56$ and $\gamma^B_l = \delta^B_l + 1 = 56$. And that although both codes are of similar length, the cyclic code is better in burst erasure correction capability based on the algorithms discussed.

In summary, this section introduces the recursive erasure decoding and it formally defines
the zero-span and it’s relationship to the important Zero-covering span profile $\delta^F_l$. The Correctible profile $\gamma^F_l$ is also defined from Proposition 1 [57, 58] and specifies the true erasure burst correction capability of the RED algorithm. The next section begins the statistical analysis of the PMFs of $\delta^F_l$ and $\gamma^F_l$ for the ensemble of randomly generated LDPC codes.

4.3 Statistical Analysis for the General Ensemble of Random LDPC Codes

Let $H = \{h_{i,j}\}$ represent a parity-check matrix of a $(N,K)$ binary LDPC code where the columns are of constant weight $\lambda$, $0 \leq i < M$, $M \geq N - K$ and $0 \leq j < N$. Let $\delta^F_{i,j}$ be a
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random variable (RV) whose value is the forward zero-span at row \( i \in \{0, 1, \ldots, M - 1 \} \) and starting at column position \( j \in \{0, 1, \ldots, N - 1 \} \) given that \( h_{i,j} = 1 \). Let the probability \( p = \Pr(h_{i,j} = 1) = \frac{\lambda}{M} \) then \( \Pr(h_{i,j} = 0) = 1 - p = \left(1 - \frac{\lambda}{M}\right) \). Then

\[
P_{\delta_{F_{i,j}}|h_{i,j}}(\delta|h_{i,j} = 1) = p(1 - p)^\delta = \frac{\lambda}{M} \left(1 - \frac{\lambda}{M}\right)^\delta \tag{4.4}
\]

is a geometric PMF under the assumption is that the probabilities \( p \) are independent Bernoulli variables. The mean is well-known \[60\] and it’s value is:

\[
\mu_{\delta_{i,j}} = \frac{1 - p}{p} = \frac{1 - \frac{\lambda}{M}}{\frac{\lambda}{M}}. \tag{4.5}
\]

The goal is to find the forward Zero-covering span profile PMF for \( \delta^F_j = \max_x \delta^F_{x,j} \), where \( x = \{i|h_{i,j} = 1\} \) and \( |x| = \lambda \). We note that since all zero-spans are conditioned on \( h_{i,j} = 1 \) at the starting position, all distributions are also conditioned on \( h_{i,j} = 1 \) for the starting position. Therefore, for efficient notation, the conditioning is assumed for the rest of this chapter.

The PMF of the maximum of \( \lambda \) multiple independent identically distributed (IID) RVs, \( V_t \), is known \[61\]: if \( Z = \max\{V_1, V_2, \ldots, V_\lambda\} \) then the probability that the RV \( Z \) takes on a value \( b \) is given by:

\[
P_Z(b) = F_V(b)^\lambda - F_V(b - 1)^\lambda \text{ where } F_V \text{ is the cumulative distribution function (CDF) of } V \text{ and } V \text{ is defined as any of the } V_t \text{ for } 0 < t \leq \lambda \text{ since all } V_t \text{ are IID. Therefore,}
\]

\[
P_{\delta_j^F} (\delta) = \left[F_{\delta_{x,j}^F} (\delta)\right]^\lambda - \left[F_{\delta_{x,j}^F} (\delta - 1)\right]^\lambda
\]

\[
= \left[\sum_{k=0}^{\delta} P_{\delta_{i,j}^F} (k)\right]^\lambda - \left[\sum_{k=0}^{\delta-1} P_{\delta_{i,j}^F} (k)\right]^\lambda.
\]
The subscript $j$ can be dropped since the PMF is not dependent on the initial column position. Then the summation is a finite geometric series, and therefore

$$P_{\delta F}(\delta) = \left[ \sum_{k=0}^{\delta} p(1-p)^k \right]^\lambda - \left[ \sum_{k=0}^{\delta-1} p(1-p)^k \right]^\lambda$$

$$= \left[ 1 - \left( \frac{1 - \lambda}{M} \right)^{\delta+1} \right]^\lambda - \left[ 1 - \left( \frac{1 - \lambda}{M} \right)^{\delta} \right]^\lambda,$$

(4.6)

since for a geometric series $\sum_{k=0}^{n} r^k = \frac{1-r^{n+1}}{1-r}$.

To demonstrate the validity of (4.6), we plot the histograms of the ensemble average of the zero-covering spans of 1000 randomly generated constant column weight LDPC matrices of dimension $80 \times 2000$ in Figure 4.8. The graph clearly shows a strong curve relationship between the prediction by (4.6) and the computer generated data. We note that (4.6) does not include RCC conformance. This is because the RED algorithm is not an iterative decoding and does not directly benefit from the RCC constraint.

### 4.3.1 Moments of the Zero-Covering Span PMF

The mean $\mu_{\delta F}$ of $\delta F$ is defined as:

$$\mu_{\delta F} = \sum_{\delta=0}^{N-2} \delta P_{\delta F}(\delta)$$

$$= \sum_{\delta=0}^{N-2} \delta \left\{ \left[ 1 - \left( \frac{1 - \lambda}{M} \right)^{\delta+1} \right]^\lambda - \left[ 1 - \left( \frac{1 - \lambda}{M} \right)^{\delta} \right]^\lambda \right\},$$

where $\delta$ range from 0 to $N - 2$ because the largest zero-span that occur is $N - 2$ since the minimum row weight is 2 for a zero-span.
If we separate the summand into two summations, then:

$$\mu_{\delta F} = \sum_{\delta = 0}^{N-2} \delta \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{\delta+1} \right]^{\lambda} - \sum_{\delta = 0}^{N-2} \delta \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{\delta} \right]^{\lambda}.$$

We can write out the terms separately and collect like terms. This will result in the following:

$$\mu_{\delta F} = (N-2) \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{N-1} \right]^{\lambda} - \sum_{\delta = 0}^{N-2} \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{\delta} \right]^{\lambda}.$$
In general, $N$ will be much larger than $\lambda$ for an LDPC code. For this case, we apply the binomial theorem to the summation and swap the order of the summations. Therefore:

$$\sum_{\delta=0}^{N-2} \left[ 1 - \left(1 - \frac{\lambda}{M} \right)^{\delta} \right]^{\lambda} = \sum_{\delta=0}^{N-2} \sum_{c=0}^{\lambda} (-1)^c \binom{\lambda}{c} \left(1 - \frac{\lambda}{M} \right)^{\delta c}$$

$$= \sum_{c=1}^{\lambda} (-1)^c \binom{\lambda}{c} \sum_{\delta=0}^{N-2} \left[ \left(1 - \frac{\lambda}{M} \right)^{\delta} \right]$$

$$= \sum_{c=1}^{\lambda} (-1)^c \binom{\lambda}{c} \left[ \frac{1 - (1 - \frac{\lambda}{M})^{\delta c+1}}{1 - \left(1 - \frac{\lambda}{M} \right)^{\delta c}} \right] + (N - 1).$$

(4.7)

The last step of (4.7) is the result of the $c = 0$ term equaling $N - 1$. Then:

$$\mu_{\delta F} = (N - 2) \left[ 1 - \left(1 - \frac{\lambda}{M} \right)^{N-1} \right]^{\lambda} + (1 - N)$$

$$- \sum_{c=1}^{\lambda} (-1)^c \binom{\lambda}{c} \left[ \frac{1 - (1 - \frac{\lambda}{M})^{c(N-1)}}{1 - \left(1 - \frac{\lambda}{M} \right)^c} \right].$$

(4.8)

When $N$ is large we can see that:

$$\mu_{\delta F} = \sum_{c=1}^{\lambda} (-1)^{c+1} \binom{\lambda}{c} \left[ \frac{1 - (1 - \frac{\lambda}{M})^{cN}}{1 - \left(1 - \frac{\lambda}{M} \right)^c} \right] - 1 - O(a^N),$$

where $a = \left(1 - \frac{\lambda}{M} \right)$ and $O(.)$ is the standard Big-O complexity notation.

If we write (4.8) as a fraction of the block length $N$ or the relative zero-span, then

$$\frac{\mu_{\delta F}}{N} \approx \frac{1 - R^*}{\lambda} \sum_{c=1}^{\lambda} (-1)^{c+1} \binom{\lambda}{c} \left[ \frac{1 - \exp \left[ -\frac{\lambda c}{1 - R^*} \right]}{c} \right]$$

$$+ \left[ 1 - \exp \left[ -\frac{\lambda}{1 - R^*} \right] \right]^\lambda - 1,$$

(4.9)
where $R^* = 1 - M/N$ is the case where $M = N - K$.

To achieve (4.9), two approximations are used: $(1 - \frac{x}{l})^l \approx \exp[x]$ for large $l$ [62] and the binomial theorem [62] using two terms, i.e. $(1 - x)^l \approx 1 - lx$. The former approximation becomes more accurate as the block size $l = N \to \infty$. The latter approximation becomes more accurate as $lx << 1$ which is for this case, $x = \frac{\lambda M}{N(1 - R^*)} \to 0$ as $N \to \infty$.

Equation (4.9) demonstrates that when (4.8) is evaluated as a relative zero-spans, it’s value is independent of block length for large block sizes.

To calculate the variance:

$$\sigma^2_{\delta F} = \sum_{\delta=0}^{N-2} \delta^2 P_{\delta F}(\delta) - \mu_{\delta F}^2$$

$$= \sum_{\delta=0}^{N-2} \delta^2 \left\{ \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{\delta+1} \right]^\lambda - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^\delta \right]^\lambda \right\}$$

$$- \mu_{\delta F}^2.$$

Using a similar approach as the mean:

$$\sigma^2_{\delta F} = (N - 2)^2 \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{N-1} \right]^\lambda$$

$$- \sum_{\delta=0}^{N-3} (2\delta + 1) \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{\delta+1} \right]^\lambda - \mu_{\delta F}^2. \tag{4.10}$$
Working with the summand in (4.10), and applying the binomial theorem:

\[
\sum_{\delta=0}^{N-3} (2\delta + 1) \left[ 1 - \left(1 - \frac{\lambda}{M}\right)^{\delta+1}\right]^\lambda
\]

\[
= \sum_{\delta=0}^{N-3} (2\delta + 1) \sum_{c=0}^{\lambda} (-1)^c \binom{\lambda}{c} \left[ \left(1 - \frac{\lambda}{M}\right)^{\delta+1}\right]^c
\]

\[
= \sum_{c=0}^{\lambda} (-1)^c \binom{\lambda}{c} \sum_{\delta=0}^{N-3} (2\delta + 1) \left[ \left(1 - \frac{\lambda}{M}\right)^{\delta+1}\right]^c .
\]

The \(c = 0\) term on the right of (4.11) is equal to \((N - 2)^2\) and recognizing that the inner summation on the right is an arithmetic-geometric series \([62]\) of the form:

\[
\sum_{k=0}^{N-3} (2k + 1) r^{k+1} = \frac{r + r^2 - (2N - 3)r^{N-1} + (2N - 5)r^N}{(1 - r)^2}.
\]

Then

\[
\sum_{\delta=0}^{N-3} (2\delta + 1) \left[ 1 - \left(1 - \frac{\lambda}{M}\right)^{\delta+1}\right]^\lambda = \]

\[
\sum_{c=1}^{\lambda} (-1)^c \binom{\lambda}{c} \frac{1}{\left(1 - \left(1 - \frac{\lambda}{M}\right)^c\right)^2}
\]

\[
* \left[ \left(1 - \frac{\lambda}{M}\right)^c + \left(1 - \frac{\lambda}{M}\right)^{2c} \right] 
\]

\[
- (2N - 3) \left(1 - \frac{\lambda}{M}\right)^{c(N-1)}
\]

\[
+ (2N - 5) \left(1 - \frac{\lambda}{M}\right)^{cN} \right] + (N - 2)^2.
\]
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Therefore,

\[
\sigma^2_{\delta F} = \sum_{c=1}^{\lambda} (-1)^{c+1} \left( \frac{\lambda}{c} \right) \frac{1}{\left( 1 - \left( 1 - \frac{\lambda}{M} \right)^c \right)^2}
\]

\[
\times \left[ \left( 1 - \frac{\lambda}{M} \right)^c \left( 1 - \frac{\lambda}{M} \right)^{2c} - (2N - 3) \left( 1 - \frac{\lambda}{M} \right)^{c(N-1)} \right.
\]

\[
+ (2N - 5) \left( 1 - \frac{\lambda}{M} \right)^c \left. \right]
\]

\[
+ (N - 2)^2 \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^N \right] - (N - 2)^2 - \mu_{\delta F}^2.
\]

As \( N \) gets large, then:

\[
\sigma^2_{\delta F} = \sum_{c=1}^{\lambda} (-1)^{c+1} \left( \frac{\lambda}{c} \right) \frac{1}{\left( 1 - \left( 1 - \frac{\lambda}{M} \right)^c \right)^2}
\]

\[
\times \left[ \left( 1 - \frac{\lambda}{M} \right)^c \left( 1 - \frac{\lambda}{M} \right)^{2c} + (2N - 5) \left( 1 - \frac{\lambda}{M} \right)^c \right. \left. \right]
\]

\[
- (2N - 3) \left( 1 - \frac{\lambda}{M} \right)^{c(N-1)} \left. \right]
\]

\[
+ (2N - 5) \left( 1 - \frac{\lambda}{M} \right)^c \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^N \right] - (N - 2)^2 - \mu_{\delta F}^2 - \mathcal{O}(a^N),
\]

where \( a = \left( 1 - \frac{\lambda}{M} \right) \).

The mean and standard deviation of the zero-covering spans are plotted in Figure 4.9. Note that the equations are decreasing functions of the column weight. The largest zero-spans in terms of mean are of column weight 2, however column weight 2 is also largest for standard deviation. In general, a large standard deviation is not a desirable condition since this means that there could be an increased likelihood of stopping conditions occurring. It is
better to have deviations as low as possible so that burst erasure correction capability can be as consistent as possible. As mentioned prior, cyclic codes have consistent zero-covering spans and are very good at burst erasure correction.

A plot of the asymptotic mean (4.9) of column weight 2 to 7 is shown in Figure 4.10. Column weight 2 has the largest relative zero-span performance at rates above 0.32. Below this value, the relative zero-spans drops to a value that nearly coincides with column weight 7 at rate zero. Weight 3 then provides the largest relative zero-span performance between rates 0.32 and 0.075. Then column weight 4 gives the largest relative zero-spans from rates 0.075 to zero. A similar plot for a block size of 100 is shown in Figure 4.12 from Section 4.4. Comparing the cases of the same column weights, the results indicate that there are not much differences between the asymptotic and the block size 100 cases. However, there is considerable differences when considering truncated distributions defined in Section 4.4 at block size 100. This is discussed in greater detail in Section 4.4.

As mentioned prior, zero-spans are conditioned on the starting position having a non-zero

---

Figure 4.9: Mean and Standard Deviation of Zero-Spans for Various Block Sizes
value in any row of the parity-check matrix. There is a likelihood that some rows contain all zeros but in this section, it is assumed that this likelihood is very small. This statement is conditioned on the length of the code and the value of the arrival probability $p = \frac{\lambda}{M}$. We shall be more precise in Section 4.4.2 but for now assume that the block length $N$ is large compared to the mean of (4.5) $\mu_{\delta_{i,j}} = (1 - p)/p$.

![Asymptotic Mean of Zero-spans](image)

**Figure 4.10:** Asymptotic Mean of Zero-Covering Spans

### 4.3.2 Asymptotic Burst Erasure Correction Performance

Recall that in [56], a lower bound for the guaranteed burst erasure correction performance was defined as $\delta + 1$ where $\delta = \min \delta_l$ is called the zero-covering span of $H$. If $\delta$ is non-zero, then the burst erasure correction capability is greater than one. From (4.6), the probability
of the forward zero-covering span $\delta^F = 0$ is:

$$P_{\delta^F}(0) = \left[1 - \left(1 - \frac{\lambda}{M}\right)^{0+1}\right]^\lambda - \left[1 - \left(1 - \frac{\lambda}{M}\right)^0\right]^\lambda$$

$$= \left[1 - \left(1 - \frac{\lambda}{(1 - R^*)N}\right)\right]^\lambda,$$

where $R^* = 1 - M/N$ is again the case where $M = N - K$.

Then:

$$\lim_{N \to \infty} P_{\delta^F}(0) = \lim_{N \to \infty} \left[1 - \left(1 - \frac{\lambda}{(1 - R^*)N}\right)\right]^\lambda$$

$$= [1 - (1 - 0)]^\lambda = 0$$

when $R^* < 1$.

From (4.9) and Figure 4.10, it was shown that the zero-covering span PMF mean grows linearly toward infinity with block size. From (4.13), if $R^* < 1$, all zero-covering spans for the asymptotic case would be non-zero. Therefore, for $N \to \infty$, since zero-covering spans continue to grow linearly with block size with fixed rate and are bounded away from zero, then according to [56] the guaranteed burst erasure correction performance must also be bounded away from one. This demonstrates that on the average, these codes are asymptotically good for burst erasure correction.

### 4.3.3 Probability Mass Function of the Correctible Profile $\gamma$

As mentioned previously, Proposition 1 defines a measure of the burst erasure correction capability of a general linear block code. However, the definition needs to be transformed in order to evaluate it’s PMF for the ensemble of random LDPC code with parity-check
matrices of constant weight. This can be achieved by the following theorem:

**Theorem 1.** Let $H$ be an $M \times N$ parity-check matrix of an $(N,K)$ linear block code over $GF(q)$ with forward Zero-covering span profile $\mathbf{\delta}_F = \{\delta_0^F, \delta_1^F, \ldots, \delta_{N-1}^F\}$, then the forward Correctible profile $\gamma_l^F = \min_j (\delta_{(l+j)}^F N + j + 1)$ for $j = (0,1,\ldots,\delta_l^F)$ and $l = (0,1,\ldots,N-1)$.

**Proof.** We begin with Item 1 of Proposition 1:

$$\delta_{(l+j)n}^F \geq \gamma_l^F - j - 1 \quad (4.14)$$

for $j = (0,1,\ldots,\gamma_l^F - 1)$. That is, for any value of $\gamma_l^F$, there is minimum criteria that all columns between $l$ and $l + \gamma_l^F - 1$ have a minimum zero-span of $\gamma_l^F - j - 1$ that starts at $\gamma_l^F - 1$ for $j = 0$ and subsequently decreases by one as $j$ increases by one. This minimum zero-span decreases to zero at $j = \gamma_l^F - 1$ to correct the final bit. In other words, as the forward algorithm sequentially corrects each symbol in the burst through recursion, there must be a large enough zero-span at each column in the burst to correct the residual burst. Then rearranging (4.14) gives:

$$\gamma_l^F = \min_j (\delta_{(l+j)}^F N + j + 1) \quad (4.15)$$

for $j = (0,1,\ldots,\delta_l^F)$.

Item 2 of Proposition 1 is proved by the same reasoning. We note that for cyclic codes, $\delta_l^F$ is a constant and therefore $\gamma_l^F = \delta_l^F + 1$. Equation (4.15) provides a direct method for finding the $\gamma_l^F$ profile statistically or more conveniently, the RV

$$Y = \gamma_l^F - 1 = \min_j (\delta_{(l+j)}^F N + j) \quad (4.16)$$
for \( j = (0, 1, \ldots, \delta_F^l) \). Note that for this analysis, \( \delta_F^l \) is assumed to be stationary in \( l \), that is it’s statistics are invariant to a shift in the origin. Therefore, the statistics of \( \delta_F^{(l+j)_N} \) is the same as \( \delta_F^l \). Then (4.16) can be written as:

\[
Y = \min_{0 \leq j \leq \delta_F^l} (\delta_F^l + j).
\] (4.17)

The PMF of the minimum of \( k + 1 \) multiple independent distributed RVs is also known [61]: if \( Y = \min\{X_0, X_1, \ldots, X_k\} \) then the probability that \( Y \) takes on a value \( b \) is given by:

\[
P_Y(b) = \Pi_{j=0}^{k} \Pr(X_j \geq b) - \Pi_{j=0}^{k} \Pr(X_j > b),
\] (4.18)

where for this case \( X_j = \delta_F^l + j \). \( X_j \) are simply \( j \) shifted versions of the RV \( \delta_F^l \). From (4.6), the CDF of \( X_j = b \) is then:

\[
F_{X_j}(b) = \sum_{\delta=0}^{b-j} P_{\delta_F^l}(\delta)
\]

\[
= \sum_{\delta=0}^{b-j} \left[ 1 - \left( 1 - \left( \frac{\lambda}{M} \right)^{\delta+1} \right)^{\lambda} \right] - \sum_{\delta=0}^{b-j-1} \left[ 1 - \left( 1 - \left( \frac{\lambda}{M} \right)^{\delta} \right)^{\lambda} \right]
\]

\[
= \left[ 1 - \left( 1 - \left( \frac{\lambda}{M} \right)^{b-j+1} \right)^{\lambda} \right].
\] (4.19)

Then the PMF of \( Y = b \) (4.18) in terms of the CDF of \( X_j \):

\[
P_Y(b) = \Pi_{j=0}^{k} \left( 1 - F_{X_j}(b - 1) \right) - \Pi_{j=0}^{k} \left( 1 - F_{X_j}(b) \right).
\] (4.20)

From (4.17), the RV \( Y \) is a minimization over \( X_j \) where \( j = (0, 1, \ldots, \delta_F^l) \) of the shifted version of the same RV \( \delta_F^l \). Since (4.19) is the CDF of \( X_j = b \) and (4.20) is the PMF of \( Y = b \), then the upper limit defined by (4.17) in the product terms of (4.20), is set to the
variable $b$. Therefore:

$$P_Y(b) = \Pi_{j=0}^b \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right] \right)$$

$$- \Pi_{j=0}^b \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j+1} \right] \right). \tag{4.21}$$

where $0 \leq b \leq N - 2$.

Finally since $\gamma^F = Y + 1$:

$$P_{\gamma^F}(b) = \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j-1} \right] \right)$$

$$- \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right] \right). \tag{4.22}$$

where $0 < b \leq N - 1$.

The mean of $\gamma^F$ and variance $\sigma_{\gamma^F}^2$ are defined by:

$$\mu_{\gamma^F} = \sum_{b=1}^{N-1} b P_{\gamma^F}(b)$$

$$= \sum_{b=1}^{N-1} b \left[ \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j-1} \right] \right) \right]$$

$$- \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right] \right). \tag{4.23}$$
and

$$\sigma_{\gamma F}^2 = \sum_{b=1}^{N-1} b^2 P_{\gamma F}(b) - \mu_{\gamma F}^2$$

$$= \sum_{b=1}^{N-1} b^2 \left[ \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j-1} \right] \right) \right]$$

$$- \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right] \right) - \mu_{\gamma F}^2.$$ \hspace{1cm} (4.24)

A closed-form expression is currently not found for (4.23) and (4.24) so their evaluations will have to be performed in summation form.

Figure 4.11 shows histogram of the Correctible profile $\gamma F$ for an instance from the ensemble of LDPC codes with parity-check matrices of column weight 10, block length $N = 100,000$.
and coding rate 0.7. The example mean is 2293.7535 with a standard deviation of 335.4084. The ensemble mean \(4.23\) and standard deviation \(4.24\) has values of 2337.3130 and 345.8437, respectively. This demonstrates that the example statistics and the ensemble statistics are close. Figure 4.11 also shows that there is a strong tendency for the \(\gamma^E_l\) to cluster around the mean.

In this section, the Zero-covering span profile \(\delta^E_F\) PMF and the Correctible profile \(\gamma^E_l\) PMF are developed for the ensemble of LDPC codes with parity-check matrices of constant column weight for moderate to large block sizes. Also the means and standard deviations for each PMF are developed respectively. The asymptotic mean of the Zero-covering span profile \(\delta^E_F\) PMF is derived. And most important, we show that this ensemble is asymptotically good for the case where the block size approach infinity. The means and standard deviations for \(\delta^E_F\) are plotted as a function of column weight for various block sizes and the asymptotic mean is plotted in terms of relative zero-span as a function of coding rate. We also analyze an instance of the ensemble for a very large block size of 100,000 bits, code rate 0.7 and column weight 10 to validate the ensemble statistics.

### 4.4 Truncated General Ensemble Analysis

For the case where the block size \(N\) is close to the mean of geometric PMF \(4.5\) and there is significant probability mass in the truncated tail, the truncated geometric PMF is then considered. This is accomplished by normalizing the geometric PMF to the geometric CDF at the truncated length. In some cases, truncation would create a significant likelihood that there are significant number of rows of the randomly generated parity-check matrix which contain all zeros. When this happens, the overall PMF has to be conditioned on whether the row has ones or not. We will discuss this issue more in Section 4.4.2. However, this analysis is always conditioned on the presence of at least one non-zero entry in the row. To avoid this issue of rows with all zeros, the next section will define a new ensemble which
we call the expurgated ensemble. That is, this ensemble consists of parity-check matrices containing no rows of all zeros and/or no rows that have only one non-zero. The reason for the latter constraint is that the RED algorithm cannot use incomplete zero-spans. In the mean time, we present the truncated PMF analysis.

The CDF of the geometric PMF \( (4.4) \) for the zero-spans at a value \( n \) is derived as follows \(^{59}\):

\[
F_{\delta_{i,j}^F}(n) = \sum_{\delta=0}^{n} P_{\delta_{i,j}^F}(\delta) = \sum_{\delta=0}^{n} \frac{\lambda}{M} \left(1 - \frac{\lambda}{M}\right)^{\delta} = 1 - \left(1 - \frac{\lambda}{M}\right)^{n+1}. \tag{4.25}
\]

Therefore the truncated geometric PMF \(^{59}\):

\[
P_{\delta_{i,j}^F}(\delta|\delta_{i,j}^F \leq n) = \frac{P_{\delta_{i,j}^F}(\delta)}{F_{\delta_{i,j}^F}(n)} = \frac{\frac{\lambda}{M} \left(1 - \frac{\lambda}{M}\right)^{\delta}}{1 - \left(1 - \frac{\lambda}{M}\right)^{n+1}} \tag{4.26}
\]

where \( 0 \leq \delta \leq n \). Define \( n = N - 2 \) based on the fact that the largest complete zero-span is \( N - 2 \). Then the Zero-covering span profile \( \delta_{i}^F \) PMF \(^{4.6}\) is now written as:

\[
P_{\delta_{i}^F}(\delta|\delta_{i}^F \leq N - 2) = \left[\frac{1 - \left(1 - \frac{\lambda}{M}\right)^{\delta+1}}{1 - \left(1 - \frac{\lambda}{M}\right)^{N-1}}\right]^\lambda - \left[\frac{1 - \left(1 - \frac{\lambda}{M}\right)^{\delta}}{1 - \left(1 - \frac{\lambda}{M}\right)^{N-1}}\right]^\lambda \tag{4.27}
\]
where $0 \leq \delta \leq N - 2$. And the mean is defined as:

$$
\mu_{\delta^F} = \sum_{\delta=0}^{N-2} \delta P_{\delta^F} (\delta|\delta^F \leq N - 2)
$$

$$
= (N - 2) \left[ \frac{1 - (1 - \frac{\lambda}{M})^{N-1}}{1 - (1 - \frac{\lambda}{M})^{N-1}} \right]^{\lambda}
$$

$$
- \sum_{\delta=0}^{N-2} \left[ \frac{1 - (1 - \frac{\lambda}{M})^{\delta}}{1 - (1 - \frac{\lambda}{M})^{N-1}} \right]^{\lambda}
$$

$$
= (N - 2) - \sum_{\delta=0}^{N-2} \left[ \frac{1 - (1 - \frac{\lambda}{M})^{\delta}}{1 - (1 - \frac{\lambda}{M})^{N-1}} \right]^{\lambda}
$$

Using the same procedure as above, then (4.8) becomes:

$$
\mu_{\delta^F} = \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{N-1} \right]^{-\lambda}
$$

$$
\times \left( \sum_{c=1}^{\lambda} (-1)^{c+1} \binom{\lambda}{c} \left[ \frac{1 - (1 - \frac{\lambda}{M})^{c(N-1)}}{1 - (1 - \frac{\lambda}{M})^{c}} \right] \right)
$$

$$
+ (N - 2) \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{N-1} \right]^{\lambda} - (N - 1) \right).
$$

(4.28)
For the variance:

\[ \sigma^2_{\delta^F} = \sum_{\delta=0}^{N-2} \delta^2 P_{\delta^F}(\delta|\delta^F \leq N - 2) \]

\[ = \left[ 1 - \left(1 - \frac{\lambda}{M}\right)^{N-1} \right]^{-\lambda} \left( \sum_{\delta=0}^{N-2} \delta^2 \left\{ \left[ 1 - \left(1 - \frac{\lambda}{M}\right)^\delta \right]^{\lambda} \right. \right. \]

\[ - \left. \left. \left[ 1 - \left(1 - \frac{\lambda}{M}\right)^\lambda \right] \right\} \right) \]

\[ - \mu^2_{\delta^F}. \]

Then (4.12) becomes:

\[ \sigma^2_{\delta^F} = \left[ 1 - \left(1 - \frac{\lambda}{M}\right)^{N-1} \right]^{-\lambda} \sum_{c=1}^{\lambda} (-1)^{c+1} \binom{\lambda}{c} \frac{1}{\lambda}

\[ \times \left( \left(1 - \frac{\lambda}{M}\right)^c + \left(1 - \frac{\lambda}{M}\right)^{2c} - (2N-3) \left(1 - \frac{\lambda}{M}\right)^{c(N-1)} \right) \]

\[ + (2N-5) \left(1 - \frac{\lambda}{M}\right)^{cN} \right) - (N-2)^2 \]

\[ + (N-2)^2 \left[ 1 - \left(1 - \frac{\lambda}{M}\right)^{N-1} \right]^{\lambda} - \mu^2_{\delta^F}. \]

Figure 4.12 shows a plot of (4.8) and (4.28) for a block size of 100. Notice how the truncated PMF improves the Zero-covering span profile mean for column weights 2 to 6 for rates between 0.6 to 0.15, respectively. We must emphasis that there could be a performance penalty at low rates due to the presence or likelihood of rows in the parity-check matrix with all zeros. If number of these rows are kept to a small number then the performance is not affected much. However, as the number of these rows increases, a decrease in the mean is anticipated. The analysis of this effect is developed in Section 4.4.2. Also in Figure 4.13.
Figure 4.12: Zero-Covering Span Mean

Figure 4.13: Standard Deviation of Zero-Covering Spans
a plot of (4.24) and (4.29) is shown of various column weights for block length 100 versus relative zero-spans in bits. Relative zero-spans for this case is the ratio of zero-span length in bits to block size $N$ in bits. Notice also that the truncated distribution helps reduce the standard deviation for low column weights in the region below rate 0.6. Further refinement of the applicability of the truncated distribution is also discussed in Section 4.4.2.

4.4.1 The Truncated Correctible Profile $\gamma$

The effects of truncating the geometric distribution on the CDF of $X_j$ in (4.19) is simply a normalization to the value of (4.25). Specifically:

$$F_{X_j}(b|X_j \leq n) = \left[ \frac{1 - \left(1 - \frac{\lambda}{M} \right)^{b-j+1}}{1 - \left(1 - \frac{\lambda}{M} \right)^{n+1}} \right]^\lambda.$$  \hspace{1cm} (4.30)

Therefore (4.22)-(4.24) can be updated as well:

$$P_{\gamma}^{\ell}(b|\gamma^{F} \leq N - 1) = \Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - \left(1 - \frac{\lambda}{M} \right)^{b-j-1}}{1 - \left(1 - \frac{\lambda}{M} \right)^{N-1}} \right]^\lambda \right)$$

$$- \Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - \left(1 - \frac{\lambda}{M} \right)^{b-j}}{1 - \left(1 - \frac{\lambda}{M} \right)^{N-1}} \right]^\lambda \right)$$ \hspace{1cm} (4.31)

where $1 \leq b \leq N - 1$. 
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The means of $\gamma_F$ and variance $\sigma_{\gamma_F}^2$ are updated by:

$$
\mu_{\gamma_F} = \sum_{b=1}^{N-1} b P_{\gamma_F}(b|\gamma_F \leq N - 1)
$$

$$
= \sum_{b=1}^{N-1} b \left[ \prod_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right]^{\lambda} \right) \right] - \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right]^{\lambda} \right) \right].
$$

$$
\sigma_{\gamma_F}^2 = \sum_{b=1}^{N-1} b^2 P_{\gamma_F}(b|\gamma_F \leq N - 1) - \mu_{\gamma_F}^2
$$

$$
= \sum_{b=1}^{N-1} b^2 \left[ \prod_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right]^{\lambda} \right) \right] - \Pi_{j=0}^{b-1} \left( 1 - \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^{b-j} \right]^{\lambda} \right) \right) - \mu_{\gamma_F}^2.
$$

Figure 4.14: Mean of Correctible profile PMF of Zero-Spans for N=100
Figures 4.14 to 4.16 plot the mean (4.32) for the Correctible profile $\gamma^F$ for three block sizes: 100, 1,000 and 10,000, respectively versus the relative correction capability defined as the ratio of burst erasure correction bits to the block length $N$. Note that even though the zero-covering spans are largest for weight 2, the Correctible profile show that weight 2 performs the worst except for the highest coding rates ($>0.8$) for $N = 100$. The best correcting weights are 8 for $N = 10,000$, 6 for $N = 1,000$ and around 3 − 4 for $N = 100$. This is consistent with the observation from Section 4.3 that is that lower weights have larger standard deviations of zero-covering spans which are not desirable to achieve good burst erasure correction capability. Also, it is observed that the optimum column weight will increase slowly as a function of block length. The growth from 3 − 4 for $N = 100$, 6 for $N = 1,000$ and 8 for $N = 10,000$ is consistent with the notion that as the block length increases, the density of the parity-check matrix, $\frac{\lambda}{M}$ will decrease if $\lambda$ fixed. Although, the column weight growth is slow, some amount of growth is entirely necessary but too much growth is counterproductive. As seen in Figure 4.14, for column weights larger than 4, if the block length is fixed, the correction performance begins to worsen with increased weight.
Note that unlike the PMF for the Zero-covering span profile $\delta_i^F$ which shows that the mean based on relative zero-span does not change significantly with increasing $N$, the mean of the Correctible profile $\gamma_i^F$ PMF does in fact get smaller as $N$ gets larger. Also note that there are inaccuracies in the analysis for the case where there are a significant number of all zero rows or rows with just a single non-zero entry in the parity-check matrix. When this occurs, the Correctible profile $\gamma_i^F$ PMF mean is no longer valid. The presence of rows with a single non-zero increase the likelihood that an entry in the Zero-covering span profile $\delta_i^F$ is not defined due to the presence of incomplete zero-spans while the presence of all zero rows will shift the mean to a lower value. The next section will outline the conditions of arrival rate and block length for which this analysis is accurate.

As an example for the truncated Correctible profile $\gamma^F$, Figure 4.17 is a histogram of $\gamma_i^F$ of a member of the LDPC ensemble for block length $N = 100$, coding rate 0.7, and parity-check matrix column weight 4. The ensemble mean (4.32) is predicted to be 8.6863 and the ensemble standard deviation (4.33) is predicted to be 2.68923. The example has a mean of 8.8700 with a standard deviation of 2.4522. The histogram shows that a majority of Correctible profile is centered around the mean which is consistent with the low value of
the standard deviation. These results indicate that the ensemble statistics are very good in predicting the performance of a member.

### 4.4.2 Regions of Analysis

Let’s consider the limits of the analysis in Section 4.3. It is assumed in that section, that the percentage of rows with all zeros was relatively small so that there were insignificant impact on the zero-span distributions. If this is not the case, the equations in the prior section would need to be modified because all statistics are conditioned on the presence of a non-zero entry as the start of the zero-span. The condition where this is true is now examined.

To start, the PMF of the zero-spans is specified by (4.4) and it is geometrically distributed. The mean is (4.5): $\mu_{\delta_{i,j}} = \frac{1-p}{p} = \frac{1-\lambda}{\lambda^M}$. However, when the geometric PMF is truncated then the mean is also skewed from (4.5). Starting with (4.26) and calculating the truncated
mean as:

\[
\mu_{\delta_{i,j}} = \sum_{k=0}^{n} kP_{\delta_{i,j}}(k|\delta_{i,j}^F \leq n) \\
= \sum_{k=0}^{n} \frac{k}{F_{\delta_{i,j}}(n)} \\
= p\sum_{k=0}^{n} \frac{k(1-p)^k}{1-(1-p)^{n+1}}.
\]

The numerator in (4.34) is an arithmetic-geometric series of the form:

\[
\sum_{l=0}^{n} lr^l = \frac{r - r^{n+1} - n(1-r)r^{n+1}}{(1-r)^2}.
\]

Inserting into (4.34) gives:

\[
\mu_{\delta_{i,j}} = \frac{(1-p) - (1-p)^{n+1} - np(1-p)^{n+1}}{p(1-(1-p)^{n+1})} \\
= \frac{1-p}{p} \left[ \frac{1 - (1-p)^n - np(1-p)^n}{1 - (1-p)^{n+1}} \right].
\]

The last term on right hand side of (4.41) called \(\alpha\) is always < 1 since it can be rewritten as:

\[
\alpha = \left[ 1 - (1 - \frac{\lambda}{M})^n(1 + n \frac{\lambda}{M}) \right] \\
\left[ 1 - (1 - \frac{\lambda}{M})^n(1 - \frac{\lambda}{M}) \right].
\]

So effect of truncation on (4.35) is to reduce the mean \(\frac{1-\frac{\lambda}{M}}{\frac{\lambda}{M}}\) by this factor. A 3-dimensional plot of \(\alpha\) is shown in Figure 4.18. The block size variable \(n\) range from 100 to 1400 bits. The arrival rate, \(\lambda\), range from 0.005 to 0.09. The plot shows that except for outer edge of
the graph, the $\alpha$ factor is uniformly close to a value of one. A value of 0.3 occurs at a block size of 100 with an arrival rate of 0.005. This factor will become more significant later when we consider the effects of the truncated PMF on the overall ensemble statistics.

Figure 4.18: $\alpha$ Factor

Since the non-zeros are geometrically distributed with arrival $p = \frac{\lambda}{M}$, the number of non-zeros in any row is a RV $X$, of length $n$ and has a binomial distribution with arrival rate of $p$, with the PMF defined as:

$$P_X(k) = \binom{n}{k} p^k (1-p)^{n-k}. \quad (4.37)$$

If there are significant rows of all zeros, the mean of the PMF of the zero-spans are shifted from (4.8). The amount of this shift is calculated as follows. The probability that a row
contains all zeros is equal to:

\[
\Pr(X = 0) = \binom{n}{0} p^k (1 - p)^{n-k} = (1 - p)^n = \left(1 - \frac{\lambda}{M}\right)^n.
\] (4.38)

Then the probability that a row contains at least one non-zero is:

\[
\Pr(X > 0) = 1 - P_X(X = 0) = 1 - (1 - p)^n = \left(1 - \frac{\lambda}{M}\right)^n.
\] (4.39)

If we define the mean as an RV whose value changes dependent on the existence of non-zero entries in the rows of the parity-check matrix, then denoting the effective mean of the
ensemble as \( \mu_{\delta_{i,j}} \):

\[
\mu_{\delta_{i,j}} = E[\mu_{\delta_{i,j}}] = \Pr(X > 0)E[\mu_{\delta_{i,j}}|X > 0] \\
+ \Pr(X = 0)E[\mu_{\delta_{i,j}}|X = 0]
\]

\[
= \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^n \right] E[\mu_{\delta_{i,j}}|X > 0] \\
+ \left( 1 - \frac{\lambda}{M} \right)^n E[\mu_{\delta_{i,j}}|X = 0]
\]

\[
= \left[ 1 - \left( 1 - \frac{\lambda}{M} \right)^n \right] \mu_{\delta_{i,j}}
\]

\[
=\mu_{\delta_{i,j}} - \mu_{\delta_{i,j}} \left( 1 - \frac{\lambda}{M} \right)^n,
\]

where \( E[\ast] \) is the expectation operation, \( E[\mu_{\delta_{i,j}}|X = 0] = 0 \), and \( \mu_{\delta_{i,j}} \) is defined in (4.35). Note that all shifts reduce the value of the mean \( \mu_{\delta_{i,j}} \).

Therefore, the shift, denoted as \( \Delta_{\delta_{F}} \), on the effective mean of (4.40), is defined as the magnitude of the second term on the right:

\[
\Delta_{\delta_{F}} = \mu_{\delta_{i,j}} \left( 1 - \frac{\lambda}{M} \right)^n \\
= \frac{1 - \frac{\lambda}{M}}{\frac{\lambda}{M}} \left[ \frac{1 - (1 - \frac{\lambda}{M})^n - n \frac{\lambda}{M}(1 - \frac{\lambda}{M})^n}{1 - (1 - \frac{\lambda}{M})^{n+1}} \right] \left( 1 - \frac{\lambda}{M} \right)^n
\]

\[
= \frac{1 - \frac{\lambda}{M}}{\frac{\lambda}{M}} \alpha \left( 1 - \frac{\lambda}{M} \right)^n
\]

is a shift on the RV \( \delta_{i,j}^F \) where \( \alpha \) is defined in (4.36).
Equation (4.41) is very difficult to work with due to the polynomials of large degree and so we can approximate (4.41) using the untruncated mean \( \frac{1 - \frac{\lambda}{M}}{\frac{\lambda}{M}} \), i.e. assume \( \alpha \approx 1 \). However, as noted prior that under certain values of \( n \) and \( \frac{\lambda}{M} \), \( \alpha \) will trend below 0.3. It will be seen, that for the values of \( n \) and \( p \) considered next, the approximation is very good.

Rewriting (4.41):

\[
\frac{1 - \frac{\lambda}{M}}{\frac{\lambda}{M}} \left( 1 - \frac{\lambda}{M} \right)^n \approx \Delta_{\delta_F} \tag{4.42}
\]

and solving for \( n \) gives:

\[
n \approx \log \frac{\Delta_{\delta_F} \frac{\lambda}{M}}{1 - \frac{\lambda}{M}} = \log \left( \frac{\Delta_{\delta_F}}{\log (1 - \frac{\lambda}{M})} \right) + \frac{\log \frac{\lambda}{M}}{\log (1 - \frac{\lambda}{M})} - 1. \tag{4.43}
\]

This provides an approximate threshold for determining when a significant error \( \Delta_{\delta_F} \) is reached as a function of \( p = \frac{\lambda}{M} \) for a specific block length \( n \). For instance, if \( \Delta_{\delta_F} \leq 10^{-3} \), then:

\[
n \approx \frac{\log 10^{-3}}{\log (1 - \frac{\lambda}{M})} + \frac{\log \frac{\lambda}{M}}{\log (1 - \frac{\lambda}{M})} - 1. \tag{4.44}
\]

Equation (4.44) is plotted in Figure 4.19 and shown as the white region above the black line. From (4.36) and Figure 4.18, it can be determined that for the black line in Figure 4.19, \( \alpha \geq 0.9996 \). Therefore, the threshold (4.44) is very accurate.

This analysis is conditioned on the presence of rows of all zeros. However in Section 4.4, the significance of the truncated PMF (4.26) is measured by a slightly different metric found...
from (4.25). For instance, by the denominator of (4.26), if we define the difference in the calculation between the truncated PMF described in Section 4.4 and the untruncated PMF analysis described in Section 4.3 as $\Delta$, then:

$$\Delta = \left(1 - \frac{\lambda}{M}\right)^{n+1}.$$  \hfill (4.45)

If this value is defined as an upper bound, a threshold can be found:

$$n > \frac{\log \Delta}{\log (1 - \frac{\lambda}{M})} - 1.$$  \hfill (4.46)

For instance, if $\Delta = 10^{-3}$ then:

$$n > \frac{\log 10^{-3}}{\log (1 - \frac{\lambda}{M})} - 1.$$  \hfill (4.47)

If $p = \frac{\lambda}{M} = \frac{2}{50} = 0.04$, then block sizes of less than 169 bits will require the use of the truncated PMF. As evident in Figure 4.12 for column weight 2 and the rate 0.5, there is significant divergence in the truncated mean as compared to the untruncated mean for the block size of 100 bits. As the arrival rate increases, i.e. $p = \frac{\lambda}{M} = \frac{3}{50} = 0.06$, the threshold $n > 111$ is very close to the block size of 100 and we expect a small difference between the truncated and untruncated means. This is correctly predicted by Figure 4.13. And as column weight increases, there is no difference between the truncated and untruncated means. For instance, at $p = \frac{\lambda}{M} = \frac{4}{50} = 0.08$, the threshold is 82 bits which is below the block size of $N = 100$ and as expected, there is no difference in the curves for column weight 4 at rate 0.5.

Referring to Figure 4.19 again, a comparison of (4.44) (the region in white) and (4.47) (the
region above the yellow line) is shown. For a particular arrival rate $p = \frac{\lambda}{M} = 0.02$, we see that no significant PMF shift will occur for $n > 536$ calculated by (4.44) while the truncated PMF should be used in the purple region between at $n < 341$ with a significant shift (4.41). The red region, $\{341 < n < 536\}$, requires the use of the untruncated PMF with some shifting specified from (4.41). In general, the white region allows the use of Section 4.3 equations. The purple region requires the use of the truncated Correctible profile $\gamma^F_l$ PMF with the additional shift (4.41). However, this needs to be done carefully because although the Zero-covering span profile $\delta^F_l$ PMF with a calculated shift is accurate, there could be too many rows with a single non-zero entry providing incomplete zero-spans in the parity-check matrix forcing the analytical truncated Correctible profile $\gamma^F_l$ PMF to be invalid.

In practice, the truncated distributions and moments for $\delta^F_l$ and $\gamma^F_l$ should be used for any value of $n$ since, for large block sizes, the truncated statistics from Section 4.4 will approach their untruncated statistics from Section 4.3. To be accurate, large block size is a term that is relative to the mean of the geometric distribution (4.35), i.e. by large we mean that the
$N \gg \mu_{\delta_{l,j}}$. Finally, from a computational point of view, the additional complexity using the truncated statistics is not very significant with current computing platforms.

In summary, this section presents the truncated analysis of the ensemble of LDPC code with parity-check matrices of constant column weight. The truncated PMF for the Zero-covering span profile $\delta_{l}^{F}$ and Correctible profile $\gamma_{l}^{F}$ are analyzed along with their means and standard deviations. The differences between the mean and standard deviation for the $\delta_{l}^{F}$ PMF are shown when the truncated and untruncated means are plotted against each other for block length of 100. Also, the means of the truncated $\gamma_{l}^{F}$ PMF are plotted in relative correction capability as a function of coding rate for various weights, 2 to 9, and of various block sizes, i.e. 100, 1,000 and 10,000. Also, we show that there are limits to the analysis since the ensemble could have a large number of rows with all zeros or rows with a single non-zero. The all zero rows create problems with the statistical distributions by creating a shift in the mean. Also, the rows with a single non-zero create partial zero-spans which are a problem for the RED algorithm because they are not useful for decoding. A plot of the regions where the analysis is valid to within a mean shift of $10^{-3}$ is developed as a function of block length and arrival rate (or density). Also, a second region was defined to where there is a difference of $10^{-3}$ between the truncated statistics and the untruncated statistics. To avoid these issues, the next section will present the expurgated ensemble.
Chapter 5: Expurgated Ensemble of Random LDPC Codes for Burst Erasures

The expurgated ensemble is defined as the subset of the larger LDPC ensemble, defined in Chapter 4, of instances where the parity-check matrix does not contain either rows of all zeros and/or rows of a single non-zero entry. The expurgated ensemble is defined in order to maintain linearity and to ensure that all rows contain complete zero-spans, i.e., a consecutive string of zeros between two unique non-zero entries in a parity-check matrix row. Note, a row containing a single non-zero entry contains an incomplete zero-span and cannot be used in the RED algorithm.

5.1 Statistical Analysis

Equations developed in this section are applicable for all values of $p$ and $n$. That is, they are not constrained by operating regions such as those defined by Figure 4.19 for the larger unexpurgated ensemble. The expurgated LDPC ensemble differs from the unexpurgated LDPC ensemble in the effective arrival rate denoted as $p^*$ is skewed away from the unexpurgated ensemble arrival rate $p = \frac{\lambda}{M}$.

5.1.1 Effective Arrival Rate

To find $p^*$, the analysis starts by analyzing the row weight distribution of the unexpurgated LDPC ensemble. Recall that since the zero-span statistics are geometrically distributed along every row, the total number of non-zeros in each row is a binomial statistic with mean of $np$ \[59\]. The expected mean of the expurgated ensemble, which is a truncated
binomial PMF, is the same value as the unexpurgated ensemble since it is a subset of the larger ensemble. The calculation of the expurgated expected mean is as follows:

An RV \( X \) that is binomially distributed with an arrival rate of \( p \) has a PMF defined as:

\[
P_X(k) = \binom{n}{k} p^k (1-p)^{n-k}.
\]  

(5.1)

If we define the effective arrival rate, \( p^* \), as the arrival rate after expurgation then for a bottom truncated binomial distribution:

\[
P_X(k|X > y) = \frac{\binom{n}{k} p^* k (1-p)^{n-k}}{1 - F_X(y)},
\]  

(5.2)

where \( P_X \) is defined only for \( k > y \) and \( F_X(y) \) is the CDF of the binomial at \( y \). Since rows of all zeros and rows of a single non-zero are truncated, \( y = 1 \), then:

\[
F_X(1) = P_X(0) + P_X(1)
\]

\[
= (1 - p^*)^n + np^*(1-p^*)^{n-1}.
\]  

(5.3)

Therefore:

\[
P_X(k|X > 1) = \frac{\binom{n}{k} p^* k (1-p)^{n-k}}{1 - (1-p^*)^n - np^*(1-p^*)^{n-1}}
\]  

(5.4)

for all \( k > 1 \). The mean value of \( X \) is:

\[
\mu_X = \sum_{k=2}^{n} k P_X(k|X > 1)
\]

\[
= \sum_{k=2}^{n} \frac{\binom{n}{k} p^* k (1-p)^{n-k}}{1 - (1-p^*)^n - np^*(1-p^*)^{n-1}}.
\]  

(5.5)
Now, it is well known that the mean of the binomial is \( \mu = np \).

\[
\sum_{k=0}^{n} k \binom{n}{k} p^k (1-p)^{n-k} = np \cdot \tag{5.6}
\]

We can find (5.5) by subtracting the first terms from (5.6). Therefore:

\[
\sum_{k=2}^{n} k \binom{n}{k} p^k (1-p)^{n-k} = np - 0(1-p)^n - np(1-p)^{n-1} \tag{5.7}
\]

\[
= np - np(1-p)^{n-1}.
\]

Then

\[
\mu_X = \sum_{k=2}^{n} \frac{k \binom{n}{k} p^k (1-p)^{n-k}}{1 - (1-p)^n - np(1-p)^{n-1}} \tag{5.8}
\]

\[
= \frac{np - np(1-p)^{n-1}}{1 - (1-p)^n - np(1-p)^{n-1}}.
\]

And,

\[
np = \mu_X = \frac{np - np(1-p)^{n-1}}{1 - (1-p)^n - np(1-p)^{n-1}}. \tag{5.9}
\]

As stated before, the larger unexpurgated ensemble mean and the expurgated mean have the same value since the expurgated mean is a subset of the unexpurgated ensemble mean. Then, \( np = N \frac{\lambda}{M} \) where \( p = \frac{\lambda}{M} \) is the arrival rate and \( n = N \), the length of the block. Then dividing by \( N \) from both sides of (5.9) gives:

\[
p = \frac{\lambda}{M} = \frac{p - (1-p)^{N-1}}{1 - (1-p)^N - N(1-p)^{N-1}}. \tag{5.10}
\]
Solving for \( p^* \) is difficult due to the large degree polynomials involved. It is better to numerically calculate \( p^* \) by creating a table of values for \( p^* \) between 0 and \( \frac{\lambda}{M} \) (since typically \( p^* \leq \frac{\lambda}{M} \)) with a granularity within the desired precision.

A good approximation of \( p^* \) is the following. Let

\[
\beta = 1 - (1 - p)^N - Np(1 - p)^{N-1},
\]

then

\[
p^* \approx p \left( 1 - \frac{(1 - p)^N + Np(1 - p)^{N-1}}{1 - (1 - \beta p)^N - N\beta p(1 - \beta p)^{N-1}} \right). \tag{5.11}
\]

Typically, there is a third order difference between \( p^* \) and it’s approximation \( \text{(5.11)} \). A plot of \( \text{(5.10)} \) is shown in Figure 5.1. Note the divergence from the \( p^* = p \) line occur at \( p < 0.6 \) for \( N = 100 \) and at \( p < 0.06 \) for \( N = 1,000 \). This shows that as expected, the expurgated ensemble differs from the unexpurgated ensemble only for small blocks sizes. Also plotted are the approximations given by \( \text{(5.11)} \). It is shown that for \( N = 100 \), the
largest difference between $p^*$ and its approximation is within 0.004 at $p = 0.021$. This difference approaches 0 when $p > 0.024$. For $N = 1,000$, the difference between $p^*$ and it’s approximation approaches 0 for all values of $p$.

Figure 5.2 demonstrates the validity and accuracy of (5.4) with a block size of $N = 100$, a rate of $R = 0.5$ and the parity-check matrix column weight of $\lambda = 2$. A sample size of 10,000 parity-check matrices are averaged. Equation (5.4) is labeled as “Expurgated and Truncated Binomial PMF” with $p^* = 0.0362$ and the data is labeled as “Distribution from Data”. The curves are on top of each other. The curve labeled “Binomial PMF with $p = \lambda/M$” with $p = 0.04$ shows the original binomial distribution prior to expurgation.
5.1.2 Updated Equations

After \( p^* \) is calculated, the rest of the analysis can be completed by replacing \( \lambda \) with \( p^* \) in Equations (4.27) to (4.33). We show this for completeness:

\[
P_{\delta^F}(\delta|\delta^F \leq N-2) = \left[ \frac{1 - (1 - p^*)^{\delta+1}}{1 - (1 - p^*)^{N-1}} \right]^\lambda - \left[ \frac{1 - (1 - p^*)^{\delta}}{1 - (1 - p^*)^{N-1}} \right]^\lambda, \quad (5.12)
\]

\[
\mu_{\delta^F} = \left[ 1 - (1 - p^*)^{N-1} \right]^{-\lambda} \cdot \left( \sum_{c=1}^{\lambda} (-1)^{c+1} \binom{\lambda}{c} \left[ \frac{1 - (1 - p^*)^c(N-1)}{1 - (1 - p^*)^c} \right] \right) + (N - 2) \left[ 1 - (1 - p^*)^{N-1} \right]^\lambda - (N - 1), \quad (5.13)
\]

\[
\sigma_{\delta^F}^2 = \left[ 1 - (1 - p^*)^{N-1} \right]^{-\lambda} \sum_{c=1}^{\lambda} (-1)^{c+1} \binom{\lambda}{c} \left[ \frac{1 - (1 - p^*)^c}{1 - (1 - p^*)^c} \right]^2 \cdot \left\{ (1 - p^*)^c + (1 - p^*)^{2c} - (2N - 3)(1 - p^*)^{c(N-1)} + (2N - 5)(1 - p^*)^{CN} \right\} + (N - 2)^2 \]

\[
+ (N - 2)^2 \left[ 1 - (1 - p^*)^{N-1} \right]^{-\lambda} - \mu_{\delta^F}^2, \quad (5.14)
\]

\[
P_{\gamma^F}(b|\gamma^F \leq N - 1) = \Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p^*)^{b-j-1}}{1 - (1 - p^*)^{N-1}} \right]^\lambda \right) - \Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p^*)^{b-j}}{1 - (1 - p^*)^{N-1}} \right]^\lambda \right), \quad (5.15)
\]
\[ \mu_{\gamma^F} = \sum_{b=1}^{N-1} b \left[ \Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p*)^{b-j-1}}{1 - (1 - p*)^{N-1}} \right]^\lambda \right) \right] \]

\[ \sigma^2_{\gamma^F} = \sum_{b=1}^{N-1} b^2 \left[ \Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p*)^{b-j-1}}{1 - (1 - p*)^{N-1}} \right]^\lambda \right) \right] \]

\[ -\Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p*)^{b-j}}{1 - (1 - p*)^{N-1}} \right]^\lambda \right), \]

\[ -\Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p*)^{b-j-1}}{1 - (1 - p*)^{N-1}} \right]^\lambda \right) - \mu^2_{\gamma^F}. \tag{5.16} \]

\[ \sigma^2_{\gamma^F} = \sum_{b=1}^{N-1} b^2 \left[ \Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p*)^{b-j-1}}{1 - (1 - p*)^{N-1}} \right]^\lambda \right) \right] \]

\[ -\Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p*)^{b-j}}{1 - (1 - p*)^{N-1}} \right]^\lambda \right) \]

\[ -\Pi_{j=0}^{b-1} \left( 1 - \left[ \frac{1 - (1 - p*)^{b-j-1}}{1 - (1 - p*)^{N-1}} \right]^\lambda \right) - \mu^2_{\gamma^F}. \tag{5.17} \]

\subsection*{5.2 Data Results}

Figure 5.3 shows a histogram of the Correctible profile $\gamma^F_l$ from an example LDPC code of length $N = 1,000$, with a parity-check matrix of column weight 5 and coding rate 0.7. The Correctible profile is largely clustered around the mean as demonstrated in the histogram. The ensemble average (5.16) is 50.1439 and standard deviation (5.17) is 12.5071. The example $\gamma^F_l$ has mean of 51.377 and standard deviation of 11.4277. These values are close to their ensemble predicted values.

Equation (5.12) is plotted in Figure 5.4 for the example in Figure 5.2. A data mean of 35.69 and a prediction of 35.58 using (5.13) shows excellent agreement with the analysis. Note, the data curve is formed by creating 10,000 instances of the ensemble. Histograms of a particular metric, i.e. Zero-covering span profile or Correctible profile, for each instance, with a bin size of one, are normalized to the block length and then all histograms are averaged over the entire sample size. For the Zero-covering span profile $\delta^F$ PMF of Figure 5.4, the expected number of sample points in every bin is less than 2 for each instance. Therefore a significant amount of variability of the data for the Zero-covering span profile $\delta^F$ PMF (5.12) is expected and a large sample size is required.
Figure 5.3: Example LDPC code for $N = 1,000$

Figure 5.4: Zero-covering span profile PMF of LDPC Matrices $N=100$
As mentioned in the Background Section 4.2.1, the end-around zero-spans are problematic to the analysis. In Figure 5.4, the end-around zero-spans result in the data being skewed to values above the predicted PMF around the mean from 20 to 50 bits, while from 0 to 15 the data is skewed to below the Zero-covering span profile $\delta^F$ PMF as a result of the normalization. This skewing around the mean of the $\delta^F$ PMF will also occur in the Correctible profile $\gamma^F$ PMF discussed below.

Figure 5.5 shows the result of (5.15) using the same parameters as that in the example of Figure 5.2. The expurgated ensemble mean of 12.7137 using (5.16) is compared against the data mean 12.6182 and indicates that the prediction is accurate. The skewing of data around the mean to slightly higher values than predicted for the Zero-covering span profile $\delta^F$ in Figure 5.4 directly affects the data for the Correctible profile $\gamma^F$ PMF as well. This effect is seen, in Figure 5.5, as pushing the data peak around the mean (10 to 20 bits) above the values predicted by analysis and also creates a similar lowering of the data values relative to the $\gamma^F$ PMF at the beginning (0 to 10 bits) and at the tail (> 20 bits). In the end-around zero-spans can be seen as beneficial because although the data mean is slightly lower, the concentration around the mean is higher resulting in a lower standard deviation. The end-around zero-spans are more impactful for small block sizes because the
Figure 5.6: Zero-covering span profile PMF of LDPC Matrices N=1,000

Figure 5.7: Gamma PMF with Block Size N=1,000
Figure 5.8: Zero-covering span profile PMF of LDPC Matrices N=10,000

Figure 5.9: Gamma PMF with Block Size N=10,000
total number of end-around zero-spans \((M = 50)\) is a significant number relative to the total
count of zero-spans in the parity-check matrix \((\lambda N = 2 \times 100 = 200)\). Although, \(50/200\)
appears to be a large percentage, the effects of the end-around zero-spans are localized
to the end of the Zero-covering span profile and this is somewhat diminishing. As the
block size gets larger and/or the column weight gets larger, the end-around zero-spans are
less significant as demonstrated next. Regardless of these deviations from the end-around
zero-spans, \((5.16)\) remains very accurate.

Figure 5.6 shows the Zero-covering span profile \(\delta_F^l\) PMF of the expurgated ensemble for a
block size of \(N = 1000\) for a parity-check matrix of column weight 6 and coding rate 0.5.
As both the block size and the column weight get larger, the magnitude of the deviations
from the inclusion of end-around zero-spans reduces because the total number of zero-spans,
\(\lambda N = 6 \times 1000 = 6000\), is large relative to the number of end-around zero-spans, \(M = 500\).
Therefore, the data should have a tighter fit to the prediction. Also beneficial, the data
analysis is more accurate because there are more samples per bin. Examining Figure 5.6
near the peak of the distribution, there are nearly 5 expected samples per bin which are
more than the \(N = 100\) case in Figure 5.4. Also for Figure 5.6, the small deviations as a
result of the end-around zero-spans produce a deviation around the peak from 120 to 170
bits. These small deviations lead to the very small gap between the expurgated Correctible
profile \(\gamma_F^l\) PMF and the data from 75 to 85 bits in Figure 5.7. The means for both Zero-
covering span profile \(\delta_F^l\) PMF and Correctible profile \(\gamma_F^l\) PMF are very tight to the data,
e.g. the Zero-covering span profile \(\delta_F^l\) PMF data mean is 202.56 and the prediction is 202.42
bits while the \(\gamma_F^l\) PMF data mean is 74.9536 and the prediction is 74.9573 bits. Therefore
for the case of \(N = 1000\), the significance of end-around zero-spans is very small.

The case for \(N = 10,000\) is shown in Figure 5.8, the data distribution and the predicted
Zero-covering span profile \(\delta_F^l\) PMF are right on top of each other and the analysis is very
precise. Therefore, the impact from the end-around zero-spans is insignificant. The ex-
pected number of samples per bin is more than 6 near the peak of the distribution and this
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contributes to tighter predictions with the data. In fact, the mean of the data is 1697.06 bits and the predicted result is 1696.80 bits which is a difference of 0.26 bits. The Correctible profile $\gamma^F_l$ distribution is also very tight, (see Figure 5.9), with the expected mean from the prediction to be 499.946 bits and the data mean is 500.188 bits.

Figure 5.10: Correctible profile PMF of Zero-Spans for Expurgated Ensemble N=100

Comparing the predicted expurgated ensemble performance Figures 5.10-5.12 against the predicted unexpurgated ensemble performance Figures 4.14-4.16 (recall that relative correction capability is defined as the ratio of burst erasure correction capability in bits to block length in bits), it’s clear that the expurgated ensemble has a tighter clustering of predicted correction performance as a function of the parity-check matrix column weight, particularly for $N = 1,000$ and $N = 10,000$ bits. It’s also apparent that for all block sizes studied, the lower column weight performances are improved for the expurgated ensemble. For column weight 2, the improvement is dramatic at rates below 0.5. In fact, for the block length $N = 100$, at coding rates near zero, the expurgated performance is 0.27 and the unexpurgated performance is 0.17 in relative correction capability. That is a significant
Figure 5.11: Correctible profile PMF of Zero-Spans for Expurgated Ensemble N=1000

Figure 5.12: Correctible profile PMF of Zero-Spans for Expurgated Ensemble N=10,000
improvement. In general, it can be said that fundamentally when deciding on a code design, it’s better to use the expurgated ensembles because the issues of shifted PMFs that affect the average performance do not occur as they do in the unexpurgated ensembles. Also, lower column weights, that have less density and thus less complexity, have better performance for the expurgated ensembles.

It is also clear that the same slow growth in the optimum column weight values as a function of block size exists with the expurgated ensemble. From Figures 5.10-5.12, the optimum column weights are 2 and 3 for block size $N = 100$, 5 for block size $N = 1,000$ and 8 for block size $N = 10,000$. However, the expurgated ensemble performs slightly better than the unexpurgated ensemble as the optimum column weights are one less than their respective unexpurgated ensembles for small $N = 100$ and moderate block sizes $N = 1,000$. It must be stressed again that the unexpurgated results are conditioned on the parity-check matrix having a small number of rows containing all zeros and a small number of rows that have just a single non-zero as the accuracy of the analysis depend on the operating regions discussed in detail in Section 4.4.2. Overall, the expurgated ensemble is clearly the ensemble of choice for code design. The only caveat to this conclusion is that because the expurgated ensemble is a subset of the unexpurgated ensemble, randomly creating a member of the expurgated ensemble requires more computer time.

In summary, this section details the expurgated ensemble which is defined as a subset of the ensemble of LDPC codes whose parity-check matrix of constant column weight does not contain all zero rows or rows with a single non-zero. The expurgated ensemble has an effective arrival rate that is skewed away from the larger unexpurgated ensemble. The effective rate is analyzed and a revised set of distributions and moments are defined for the Zero-covering span profile $\delta_i^F$ PMF and Correctible profile $\gamma_i^F$ PMF. An instance of this ensemble is studied for block size $N = 1,000$. It was found that the ensemble mean and standard deviation provide good estimates for the example parity-check matrix. Also, the Zero-covering span profile $\delta_i^F$ PMF is plotted against the ensemble average of sampled
parity-check matrices and it was shown that the $\delta_{lf}^F$ PMF has a very good fit to the data for the block size of 100 and very tight fit for block sizes of 1,000 and 10,000. The same analysis was performed for the $\gamma_{lf}^F$ PMF. It was also demonstrated the $\gamma_{lf}^F$ PMF provides very accurate results. Finally, a comparison was made for the expurgated $\gamma_{lf}^F$ PMF versus the unexpurgated $\gamma_{lf}^F$ PMF. It was found that the inclusion of end-around zero-spans present slight deviations from the analysis whose impact diminish with increasing block size and/or increasing column weights for the parity-check matrix. It was also shown that were large differences between the correction capability for block sizes of 100, 1,000 and 10,000. Particularly dramatic were the results of the 100 block size as the low column weight performance improved greatly for coding rates below 0.5. It was concluded that the advantages to code design using the expurgated ensemble was large compared to the unexpurgated ensemble.
Chapter 6: Multiple Burst Error Correction Coding

As a precursor, the multiple burst correction LDPC codes considered in this chapter conform to the RCC to take advantage of iterative decoding with one-step-majority-logic decoding (OSMLD). While in the previous chapter, since the decoding is strictly recursive (RED algorithm), RCC conformance is not necessary.

6.1 LDPC Codes Expanded

Recall that LDPC [24] codes are currently the most promising codes to achieve Shannon-capacity for different channels. There is considerable amount of work focusing on LDPC codes, but little of it discusses about LDPC codes for correcting multiple burst errors, a common type of errors occurring in wireless communications and data storage systems. Thus, in this thesis we focus on two methods to construct multiple phased-burst errors (PBE’s) and erasures (PBEr’s) correction codes, where a phased-burst is a burst confined in a subblock or phase of the codeword. Both methods can be considered superposition codes where recently, researchers found that superposition is also powerful for constructing LDPC codes [63]. Generally speaking, superposition is replacing each entry in a smaller base matrix with constituent matrices under certain replacement rules to obtain a larger matrix. Actually, most algebraic construction [55][64] of LDPC codes can be considered as a special case of superposition, where base matrices satisfy the RCC [55] and constituent matrices are circulant permutation matrices (CPM) or zero matrices. In contrast to random computer-search-based (CSB) LDPC codes [49][65], implying complex encoders and decoders, LDPC codes constructed by superposition not only perform as well as CSB LDPC codes, but also require simpler design, implementation and analysis. Moreover, codes constructed by
algebraic superpositions can give us additional structures such as efficient encoding [22] and single-burst-erasure correcting capacity [55].

We propose to construct a class of LDPC codes by superposition where the base matrices satisfy the RCC and the constituent matrices are CPM’s or zero matrix. It can be proved that these QC LDPC codes are able to correct multiple PBE’s by OSMLD [18]. We also propose to construct a class of product codes based on constituent LDPC codes. It is shown that this method of superposition will create powerful MPBC codes with large minimum distances. Then, we discuss how to use these codes to correct multiple PBEr’s and other hybrid error patterns by OSMLD and iterative decoding [64]. We show that they have good performances over the AWGN channels and the binary erasure channels.

The rest of this chapter is organized as the following parts: Section 6.1 provides a further description of LDPC codes; Section 6.2 presents the class of LDPC codes correcting multiple PBE’s, PBEr’s and other hybrid error-patterns; Section 6.4 gives the simulation results over different channels; Section 6.5 describes coding bounds for MPBC and Section 6.6 analyzes the MPBC bound for the special case of SBC.

6.1.1 OSMLD Algorithm

Majority-logic decoding (MLGD) was first devised by Reed in 1954 [66] and later extended by Massey in 1963 [67]. If a code conforms to the RCC, then it is OSMLD decodable. Since LDPC codes, in general, conform to the RCC, we present the OSMLD algorithm for regular binary LDPC codes.

Suppose \( c = (c_0, c_1, \ldots, c_{n-1}) \) be the transmitted codeword. The hard-decision received vector \( z = (z_0, z_1, \ldots, z_{n-1}) \) is an estimate of the codeword \( v \). If \( z_j = c_j \) for \( j = \{0, 1, \ldots, n-1\} \), then \( z = c \); otherwise, \( z \) contains one or more transmission errors. Decoding based on the hard-decision received vector \( z \) and the parity-check matrix \( H \) is referred to as hard-decision decoding.
To decode the hard-decision received vector $z$, the first step is to compute its $m$-tuple syndrome

$$s = (s_0, s_1, \ldots, s_{m-1}) = z \cdot H^T,$$

(6.1)

where, for $i = \{0, 1, \ldots, m-1\}$,

$$s_i = z \cdot h_i = z_0 h_{i,0} + z_1 h_{i,1} + \cdots + z_{n-1} h_{i,n-1}. \tag{6.2}$$

The received vector $z$ is a codeword if and only if $s = (0, 0, \ldots, 0)$ (the zero $m$-tuple). We call $s_i$ a check-sum. For $j = \{0, 1, \ldots, n-1\}$, if a received bit $z_j$ is contained in the check-sum $s_i$, we say that $z_j$ is checked by $s_i$. Since the column weight of the parity-check matrix $H$ is $\gamma$, every received bit $z_i$ is checked by (or contained in) exactly $\gamma$ check-sums. Let $S_j$ denote the set of $\gamma$ check-sums in the syndrome $s$ that contain $z_j$. Since $H$ satisfies the RCC, no received bit other than $z_j$ is checked by more than one check-sum in $S_j$. The check-sums in $S_j$ are said to be orthogonal on $z_j$ [19] and are called orthogonal check-sums on $z_j$.

For the OSMLD, the $\gamma$ orthogonal check-sums in $S_j$ are used to decode $z_j$. If a clear majority of the check-sums in $S_j$ assumes the value 1, $z_j$ is assumed to be erroneous and is decoded into its one’s-complement, $1 \oplus z_j$ (the addition $\oplus$ is modulo-2 addition); otherwise, $z_j$ is assumed to be error-free and remains unchanged. If the received vector $z$ contains $\lfloor \gamma/2 \rfloor$ or fewer errors, the above decoding corrects all the errors in $z$ [19]. That is, if $z_j$ is erroneous, then $\lfloor \gamma/2 \rfloor - 1$ other bits can be erroneous so that at least $\lfloor \gamma/2 \rfloor + 1$ check-sums will claim an error on $z_j$. If there are more than $\lfloor \gamma/2 \rfloor - 1$ other bits in error, then at most $\lfloor \gamma/2 \rfloor$ check-sums will claim an error on $z_j$, i.e., $z_j$ is unchanged.

LDPC codes are one-step-majority-logic decodable [68] if they satisfy the RCC. Decoding LDPC codes with the OSMLD-algorithm was presented in [5]. Since each received bit of an LDPC code is checked by $\gamma$ orthogonal check-sums, it can correct $\lfloor \gamma/2 \rfloor$ errors by OSMLD.
algorithm.

6.1.2 Superposition Construction of LDPC Codes

Superposition is a method of constructing large LDPC codes from small LDPC codes and was first presented in [63]. *Superposition construction* is defined by the following. Let a small binary base matrix $B$ of dimension $r \times t$ that conforms to the RCC have minimum row weight of $\rho_{B,\text{min}}$ and minimum column weight of $\gamma_{B,\text{min}}$. Let $Q = \{Q_i : 0 \leq i < e\}$ represent a set of $e$ sparse matrices of dimension $u \times z$ that conforms to the RCC and have minimum row weight of $\rho_{Q,\text{min}}$ and minimum column weight of $\gamma_{Q,\text{min}}$. If every 1-component of the base matrix $B$ is replaced with a member matrix from $Q$ and every zero component of $B$ with a zero matrix of dimension $u \times z$, a larger LDPC matrix $H_{\text{Sup}}$ of dimension $ru \times tz$ is constructed that conforms to the RCC provided that the following two conditions are met. 1) *Pairwise RCC*: any two $Q_i$ matrices must satisfy the condition that any two rows from either matrices have no more than one coincident non-zero component and also any two columns from either matrices have no more than one coincident non-zero component. Note: if every member $Q_i$ in $Q$ is a CPM, defined in the next section, this constraint is automatically satisfied. 2) *Replacement constraint*: the replacement of a non-zero element in an entire row (or column) of base matrix $B$ be unique. Note: this condition is also not necessary when the all members of $Q$ are CPMs, since $B$ is RCC.

The minimum number of constituent matrices in $Q$ required for the replacement constraint is equal to $\sigma = \max\{\rho_{B,\text{max}}, \gamma_{B,\text{max}}\}$, where $\rho_{B,\text{max}}$ and $\gamma_{B,\text{max}}$ are the largest row weight and largest column weight of $B$, respectively. This result is achieved by recognizing that the equivalence of the edge coloring problem to the replacement of non-zero elements of $B$ by constituent matrices in $Q$, i.e. the replacement constraint is the same as coloring the edges of the Tanner graph of $B$ such that no two adjacent edges have the same color. Therefore from graph theory, the minimum number of colors that can achieve this constraint on any bi-partite graph is the maximum degree of the graph which is $\sigma$ [63]. That is to say, the edge
chromatic number, aka the chromatic index, of any bi-partite graph equals the maximum degree of the graph.

Note that $H_{Sup}$ has the property that the minimum column and row weights are now $\gamma_{B,\min} \gamma_{Q,\min}$ and $\rho_{B,\min} \rho_{Q,\min}$ respectively and has minimum distance at least $\gamma_{B,\min} \gamma_{Q,\min} + 1$.

### 6.2 Multiple Phased-Burst Correcting LDPC Codes Based on CPM Constituent Codes

In previous sections, the fundamental concepts of superposition LDPC codes were presented. In this section, the first class of MPBC LDPC codes constructed by superposition using CPMs as replacement matrices is introduced. First, CPMs are defined and then shown how they can be used as constituent matrices to meet the constraints for superposition LDPC codes.

Let $\alpha$ be a primitive element of $\text{GF}(q)$. Then the $q$ powers of $\alpha$, $0 = \alpha^{-\infty}, \alpha^0, \ldots, \alpha^{q-2}$, form all the elements of $\text{GF}(q)$. For each non-zero element $\alpha^i$ in $\text{GF}(q)$ with $0 \leq i < q - 1$, form a $(q - 1)$-tuple over $\text{GF}(q)$, $p(\alpha^i) = (p_0, p_1, \ldots, p_{q-2})$, whose components correspond to the $q - 1$ nonzero elements, $\alpha^0, \alpha, \ldots, \alpha^{q-2}$, of $\text{GF}(q)$, where the $i$th component $p_i = \alpha^i$ and all the other components are equal to zero. This unit-weight $(q - 1)$-tuple $p(\alpha^i)$ over $\text{GF}(q)$ is called the $q$-ary location-vector of $\alpha^i$. The $q$-ary location-vector of the 0-element is defined as the all-zero $(q - 1)$-tuple.

Let $\beta$ be a non-zero element of $\text{GF}(q)$. Then the $q$-ary location-vector $p(\alpha \beta)$ of the field element $\alpha \beta$ is the right cyclic-shift (one place to the right) of the $q$-ary location-vector of $\beta$ multiplied by $\alpha$. Form a $(q - 1) \times (q - 1)$ matrix $P(\beta)$ over $\text{GF}(q)$ with the $q$-ary location-vectors of $\beta, \alpha \beta, \ldots, \alpha^{q-2} \beta$ as rows. The matrix $P(\beta)$ is a special type of CPM over $\text{GF}(q)$ for which each row is a right cyclic-shift of the row above it multiplied by $\alpha$ and the first
row is the right cyclic-shift of the last row multiplied by $\alpha$. Such matrix is called a $q$-ary $\alpha$-multiplied CPM ($q$-ary CPM). $\mathbf{P}(\beta)$ is called the $q$-ary $(q - 1)$-fold matrix dispersion of the field element $\beta$ of GF($q$). Clearly, there are $q - 1$ distinct $q$-ary CPM’s, since there are $q - 1$ nonzero elements in GF($q$). For convenience, define $\mathbf{P}_i \triangleq \mathbf{P}(\alpha^i)$. If by replacing all non-zero entries of $\mathbf{P}_i$ with 1 $\in$ GF(2), then the binary CPM $\mathbf{P}_i^b$ is obtained. Clearly, both the column weight and row weight of a CPM are one.

6.3 Binary MPBC Codes

Let a binary sparse $r \times t$ matrix, which satisfies the RCC, be a base matrix $\mathbf{B} = [b_{i,j}]$ with column weight $\gamma$ and row weight $\rho$. There are many methods to construct such base matrix, for example, structured LDPC codes [55, 64, 65]; computer assisted LDPC codes [69–71] and others. Second, choose all binary $q - 1$ CPM’s $\mathbf{P}_i^b$’s and zero matrix $\mathbf{O}$ as constituent matrices, $\mathcal{Q} = \{\mathbf{O}, \mathbf{P}_i^b : 0 \leq i < q - 1\}$. Then each nonzero entry $b_{i,j}$ in $\mathbf{B}$ is replaced by a constituent matrix $\mathbf{P}_i^b$ in $\mathcal{Q}$ and each zero entry is replaced by $\mathbf{O}$. Then, an $m \times n$ $\mathbf{H} = [h_{i,j}]$ sparse matrix which is an $r \times t$ array of $(q - 1) \times (q - 1)$ circulants, where $m = r(q - 1)$, $n = t(q - 1)$, $0 \leq i < m$ and $0 \leq j < n$ is obtained. The rows of $\mathbf{H}$ can be divided into $r$ row-phases of size $q - 1$

$$\mathbf{H} = [\mathbf{h}_0; \mathbf{h}_1; \ldots; \mathbf{h}_{r-1}],$$

where $\mathbf{h}_i \triangleq [h_{i(q-1)}; h_{i(q-1)+1}; \ldots; h_{i(q-1)+q-2}]$ is the $i$th row-phase, $0 \leq i < r$, and the columns also can be divided into $t$ column-phases of size $q - 1$

$$\mathbf{H} = [\tilde{\mathbf{h}}_0, \tilde{\mathbf{h}}_1, \ldots, \tilde{\mathbf{h}}_{r-1}],$$
where \( \tilde{h}_j \triangleq [\tilde{h}_{j(q-1)}, \tilde{h}_{j(q-1)+1}, \ldots, \tilde{h}_{j(q-1)+q-2}] \) is the \( j \)th column-phase and \( 0 \leq j < t \). The LDPC code \( C \) given by the null space of the parity-check matrix \( H \) is quasi-cyclic, since the constituent matrices consist of CPM's and zero matrices. Thus, a codeword \( c \) of the LDPC code \( C \) is composed of \( t \) phases of length \( q - 1 \),

\[
c = [c_0, c_1, \ldots, c_{t-1}],
\]

where \( c_j = [c_j(q-1), c_j(q-1)+1, \ldots, c_j(q-1)+q-2] \) and \( 0 \leq j < t \), is the \( j \)th codeword-phase. Similarly, the hard-decision received vector can be phased as \( z = [z_0, z_1, \ldots, z_{t-1}] \) where \( z_j \) is the \( j \)th bit-phase that corresponds to \( j \)th code bit of the code given by the null space of \( B \). Its syndrome \( s \) consists of \( r \) phases of length \( q - 1 \), \( s = [s_0, s_1, \ldots, s_{r-1}] \), where \( s_i = [s_i(q-1), s_i(q-1)+1, \ldots, s_i(q-1)+q-2] \), \( 0 \leq i < r \) is the \( i \)th check-sum-phase.

Clearly, the parity-check matrix \( H \) have the same column weight \( \gamma \) and row weight \( \rho \) as the base matrix \( B \). Thus, each received bit \( z_j \) for \( 0 \leq j < n \), is checked by exactly \( \gamma \) check-sums. And since \( Q \) consists of CPMs and the zero matrix, every member meets the RCC, and also the pairwise RCC. Then all conditions of superposition are met and \( H \) satisfies the RCC. Therefore, the check-sums in \( S_j \) are orthogonal on \( z_j \). The LDPC code \( C \) given by the null space of the parity-check matrix \( H \) is capable of correcting \( \lfloor \gamma/2 \rfloor \) or less PBE’s of length \( q - 1 \) by OSMLD.

**Theorem 2.** Given that each phased-burst error is by definition confined to a different column-phase, then by OSMLD an LDPC code \( C \) given by the null space of the parity-check matrix \( H \) can correct \( \lfloor \gamma/2 \rfloor \) or less PBE’s with length \( q - 1 \).

**Proof.** Since a CPM has orthogonal rows and orthogonal columns of unit weight, then by it’s construction, every column-phase of \( H \) has \( q - 1 \) orthogonal columns and also every row-phase of \( H \) has \( q - 1 \) orthogonal rows. Therefore, non-zero elements of a column in \( H \) must be in different row-phases and non-zero elements of a row must be in different column-phases. Since \( H \) is RCC, any bit, \( z_j \), in a PBE has a set of \( \gamma \) check-sums orthogonal
on $z_j$ that do not affect the value of check-sums of every other bit in that PBE. Therefore, $z_j$ can be corrected with the OSMLD as long as no more than $\lfloor \gamma/2 \rfloor$ check-sums orthogonal on $z_j$ contain errors from other distinct bits from different column-phases. Then since every column-phase has $q - 1$ orthogonal columns, all $q - 1$ bits of a PBE can be corrected as long as every bit in a column-phase has no more than $\lfloor \gamma/2 \rfloor$ errors. Therefore, the conclusion is that there are $\gamma$ row-phases that are orthogonal on a column-phase, and that the total number of column-phases with PBE’s that can be corrected is no more than $\lfloor \gamma/2 \rfloor$. \hfill \Box

Then from Theorem 2, the following corollary is proved:

**Corollary 1.** The LDPC code $C$ can recover $\phi$ PBE’s of length $q - 1$ or less and $\varepsilon$ PBEr’s of $q - 1$ or less if

$$2\phi + \varepsilon \leq \gamma. \tag{6.3}$$

**Proof.** Since there are $\gamma$ check-sums for each code bit, if there are $\varepsilon$ PBEr’s or less occurring in a codeword, then there are still $\gamma - \varepsilon \geq 2\phi$ orthogonal check-sums available for each bit. Therefore, $\phi$ phased-burst errors can still be corrected. \hfill \Box

The decoding strategy to correct PBE’s and PBEr’s are straightforward. First use all available check-sums to correct PBE’s; then, recover all PBEr’s by iterative decoding [64].

As a special case, when $\phi = 1$, then Corollary 1 says that $\gamma - 2$ or less PBEr’s can be recovered (this is the single-random-error plus multiple-phased-bursts-erasures error pattern [18, pp. 1119-1120]) by the LDPC code $C$.

If $\phi = 0$, the bound given by Corollary 1, $\varepsilon \leq \gamma$ is a loose bound for PBEr’s. A tighter bound can be achieved based on the stopping set of the code $B$ defined by the null space of the base matrix $B$. A stopping set $S$ is a subset of code bits, such that any member of a set of check-sums will check at least two code bits of $S$. The size of a stopping set is the number of bits in it. It is well known that if the size of a stopping set is at least $\xi$ then an LDPC code can recover $\xi - 1$ erasures or less [72, pp. 562-563].
Theorem 3. If the size of stopping sets of the code $B$, which is defined by the null space of the base matrix $B$, is at least $\xi$, then the LDPC code $C$ can correct at least $\xi - 1$ PBEr's of length $q - 1$.

Proof. Let $S^*$ be defined as a set of columns or bit-phases in the code defined by the null space of matrix $B$. Let $S$ be defined as a set of columns or code-bits in the code defined by the null space of matrix $H$ where every element in $S^*$ corresponds to $q - 1$ columns in $S$ of its associated column-phase in $H$. Therefore, $(q - 1)|S^*| = |S|$. Let $V^*$ define a set of check-sums in matrix $B$ where every member is a check-sum that checks at least two code bits of $S^*$, i.e. $S^*$ with $V^*$ form a stopping set in $B$. Let $V$ be a set of $(q - 1)|V^*|$ check-sums in matrix $H$ associated with every row-phase defined by $V^*$. Since every row within a row-phase of $H$ is independent with the same weight as its associated row from $B$ and every column within a column-phase of $H$ is independent, then a stopping set in $B$ formed by $S^*$ with $V^*$ will form $q - 1$ stopping sets by their associated $S$ columns and $V$ rows in $H$, respectively. Therefore, if $|S^*|$ for every stopping set in $B$ is at least $\xi$, then $|S|$ in $H$ is at least $(q - 1)\xi$ and all $\xi - 1$ PBEr's of length $q - 1$ can be corrected. 

From [73], it was discovered that $\xi$ is at least $\gamma + 1$. Thus, from Theorem 3, the PBEr correction capacity of the proposed codes is larger than column weight $\gamma$.

6.4 Performances over the AWGN Channels and the BEC

To this point, the first class of superposition MPBC codes have been presented and its error correcting capabilities analyzed. In this section, specific examples with performance data over the AWGN channel are presented.

Example 1. Let GF($2^5$) be the construction field of the multiplicative group method discussed in [64, Section V, p. 2432]. A $4 \times 20$ subarray of $31 \times 31$ circulants, which does not contain the zero matrix, to obtain an RCC binary $124 \times 620$ base matrix $B$ is chosen.
It has column weight $\gamma = 4$ and row weight $\rho = 20$. The constituent matrices are $7 \times 7$ zero matrix and $7 \times 7$ binary CPM’s constructed from GF($2^4$). By superimposing zero entries in $\mathbf{B}$ with zero matrices and nonzero entries with CPM’s, an $1890 \times 3780$ binary parity matrix $\mathbf{H}$ is obtained. Its null space gives a $(4,20)$-regular $(4340,3485)$ QC LDPC code. The rate of this code is about $0.803$. According to Corollary 1, this code can correct $\phi$ PBE’s and $\varepsilon$ PBEr’s of length 7 since $2\phi + \varepsilon \leq 4$. For instance, $\phi = 2$ PBE’s of length 7 or less can be corrected or $\phi = 1$ PBE’s and $\varepsilon = 2$ PBEr’s of length 7 can be corrected.

Its performance over the AWGN channel is shown in Figure 6.1 Its bit error rate (BER) performance is only 1.3 dB from the Shannon limit. This is compared to a similar length and rate structured LDPC code in [64] and a PEG LDPC code. The error performance curves of the structured LDPC code and the PEG LDPC code are on top of the curve of the MPBC LDPC code. Moreover, as shown in Figure 6.2 this code converges fast. The gap between 50 iterations and 10 iterations at BER $10^{-6}$ is about 0.2 dB, and the gap between 10 iterations and 5 iterations at BER $10^{-6}$ is about 0.4 dB. Its performance over the BEC channel is shown in Figure 6.3 It performs only 0.069 bits per channel usage from the Shannon limit for the BEC. The BER performance curves of the MPBC LDPC code and the PEG code are on top of each other. However, the PEG code performs 0.072 bits per channel usage from the Shannon limit for the BEC.

**Example 2.** Let GF($2^6$) be the construction field of the multiplicative group method discussed in [64, Section V, p. 2432]. A $4 \times 40$ subarray of $63 \times 63$ circulants is chosen, which does not contain zero matrix, to obtain an RC-constrained binary $252 \times 2520$ base matrix $\mathbf{B}$. Thus, it has column weight of $\gamma = 4$ and row weight of $\rho = 40$. The constituent matrices are $15 \times 15$ zero matrix and $15 \times 15$ binary CPM’s constructed from GF($2^4$). By superimposing zero entries in $\mathbf{B}$ with zero matrices and nonzero entries with CPM’s, a $3780 \times 37800$ binary parity matrix $\mathbf{H}$ is obtained. Its null space gives a $(4,40)$-regular $(37800,34035)$ QC LDPC codes. The rate of this code is about $0.900$. According to Corollary 1 this code can correct $\phi$ PBE’s and $\varepsilon$ PBEr’s of length 15 or less since $2\phi + \varepsilon \leq 4$. Therefore $\phi = 2$ PBE’s
of length 7 or less can be corrected or $\phi = 1$ PBE's and $\varepsilon = 2$ PBEr's of length 7 or less can be corrected. The performance of this code over the AWGN channels is shown in
Figure 6.3: Simulation Results of binary QC (4340, 3485) LDPC Code over the BEC Channel

Figure 6.4: Simulation Results of binary QC (37800,34035) LDPC Code over the AWGN Channels

Figure 6.4: This code performs only 0.8 dB from the Shannon limit at BER $10^{-9}$ without error-floor.
After providing examples of the first class of codes and demonstrating how well they work in AWGN channels, it’s now shown how efficient these codes are in terms of code rate. That is, given a general MPBC code that corrects a maximum number of phased-bursts with a given block length and subblock length, two bounds on the maximum achievable code rate are developed. It is demonstrated from the examples above how tight both bounds are.

6.5 Multiple Phased-Burst Error Correction Bound

In this section, two bounds are developed based on combinatorial techniques. One is based on a precise definition of a phased-burst error with regard to an error free guard space or gap and another bound is based on a maximum number of correctable symbols per subblock. The reason for considering an error free gap is that if error bursts are not confined to separate column-phases then a burst can crossover a subblock boundary. In this case, multiple burst errors must be separated by a minimum error free gap otherwise there is no distinction between a large burst and multiple smaller bursts.

Multiple burst correction codes with a gap restriction are considered first. As a preliminary, a discussion on the background concepts of end-around intervals and burst error patterns are provided.

An end-around interval of length $l$, where $0 \leq l < n$, of a binary vector of length $n$ is an interval that starts at position $l_{\text{begin}}$ and ends at position $l_{\text{end}} = (l_{\text{begin}} + l)_n - 1$, where $(\cdot)_n$ denotes the modulo $n$ operation and $l_{\text{begin}}, l_{\text{end}} \in \{0, 1, \ldots, n - 1\}$. Furthermore, if $l$ is large enough, then $l_{\text{begin}} > l_{\text{end}}$. An error pattern is a binary vector of length $n$ where the non-zeros are the locations of symbol errors. A burst error is an error pattern of length $n$ where the symbol errors are localized in an interval of length $l$ where the first and last positions of the burst are non-zeros. In [12, p. 200], a cyclic burst is defined as a burst error where the location of the burst is an end-around interval of length $l_{\text{burst}}$. This definition,
however, is not free of ambiguity. As noted in [12, p. 200], the starting position of a cyclic burst could be at a number of non-zero positions, each with different burst lengths. In order to avoid this ambiguity, a constraint, called the cyclic burst constraint (CBC) in this thesis, is defined to constrain the burst length $l_{\text{burst}}$ [12, p. 201]:

$$l_{\text{burst}} \leq \lfloor \frac{(n+1)}{2} \rfloor. \quad (6.4)$$

Equation (6.4) can also be interpreted as a lower bound on the end-around error free space $l_{\text{error free}}$ surrounding a cyclic burst:

$$l_{\text{error free}} = n - l_{\text{burst}} > n - \lfloor \frac{(n+1)}{2} \rfloor = \lfloor \frac{(n-1)}{2} \rfloor. \quad (6.5)$$

The CBC allowed for unambiguous analysis of burst correction coding, however, SBC coding bounds adhered strictly to the CBC [12,74,76].

The goal is to develop an MPBC bound based on the concept of a minimum error free gap in every phased-burst as a requirement to separate multiple burst errors. To do this, the CBC must be considered since an MPBC bound can be an SBC bound as a special case. In fact, since (6.5) is a bound on the minimum error free space of an SBC code, it can also be seen as a bound on the minimum error free gap of a phased-burst and if not mitigated, the CBC will constrain the minimum error free gap to be greater than half the length of a subblock. However, in order to remove the CBC from the MPBC bound, a new cyclic burst definition is needed that can be unambiguously applied. This new cyclic burst definition, which is called an end-around phased-burst error, is given as follows:

**Definition 1.** An end-around phased-burst error of length $u$ in a subblock of length $v$ contains no consecutive string of zeros of length $g = v - u$ or more within a burst error pattern of length $u$ that is an end-around sequence.

This definition specifies that a minimum end-around guard space be maintained within a subblock. This guard space is by definition error free, and to avoid ambiguity, no other string
of zeros within the burst to be equal to or greater than this guard space is allowed.

\[
\begin{array}{c@{\quad}c}
\leftarrow & \rightarrow \\
01010000010001010001
\end{array}
\]  
(6.6)

As an example, (6.6) shows a \( v = 20 \) burst error pattern that is indexed left-to-right from 0 to 19 with the largest string of zeros of length 5 starting at position 4 and ending at position 8. This defines the error free gap \( g = 5 \). An end-around error burst of length \( u = 15 \) starts at position 9 and ends at position 3 as indicated by the arrows. Within the burst there are zero strings of length 3 and 1 but none that are equal to or greater than \( g \).

There are two consequences of this definition when the error free gap \( g \leq \lfloor (v - 1)/2 \rfloor \), i.e. when the burst does not conform to the CBC. The first consequence is that there are possible error patterns where the largest string of zeros occur multiple times. This is interpreted as a multiple burst condition within a subblock which is not considered in calculating the bound. The second consequence is that when the CBC is not conformed to, the burst length will be larger than the gap and creates a lower bound on the number of ones in the burst or the burst weight, \( w_{\text{burst}} > 2 \), according to the theorem below:

**Theorem 4.** Let an end-around phased-burst error pattern of length \( v \) have a burst of length \( u \) and an error free gap of \( g = v - u \), then the burst weight is bounded by \( w_{\text{burst}} \geq \lceil u - 1 \rangle + 1 \).

**Proof.** By Definition 1, the largest string of zeros within the error burst is less than the gap \( g \). Therefore, a burst of minimum weight would be composed of as many of the largest string of zeros as possible, i.e. \( g - 1 \). Since strings of zeros are bounded by non-zeros, multiples of the largest zero strings have, at minimum, one non-zero as separation. Therefore, each zero string unit is a sequence of length \( g \) that is composed of \( g - 1 \) zeros and 1 non-zero. The minimum burst weight, \( w_{\text{burst}, \text{min}} \), is found by dividing the total available positions by the length of a zero string unit. The available positions should be \( u - 2 \) since there are two non-zeros that bound the burst however one of the non-zeros is included in one or a fraction of
one zero string unit, then the available positions is $u - 1$. Therefore, $w_{\text{burst}, \text{min}} = \lceil \frac{u - 1}{g} \rceil + 1$, where the ceiling function accounts for the fact that any fraction of the zero string unit must count as a non-zero, if not then it would count as an increase in the zero string length. The additional 1 is needed to account for that non-zero that bounds the burst that was not included in the available positions.

From the above theorem, it’s clear that when the $g \geq u - 1$, i.e. conforms to the CBC, $w_{\text{burst}, \text{min}} = 2$. This is the case where the burst only consists of one string of zeros bounded by two non-zeros. However, when $0 < g < u - 1$, then $3 \leq w_{\text{burst}, \text{min}} \leq u$. Thus the region where the burst becomes larger than the error free gap, is also the region where the minimum burst weight increases above 2. As seen below, this increase in $w_{\text{burst}, \text{min}}$ will increase the upper bound on the code rate of an MPBC code.

After specifying an unambiguous definition of a burst and exploring its ramifications, an MPBC bound can now be developed. From coding theory, a linear block code is capable of correcting the set of all error patterns that are used as coset leaders in a standard array [18]. Specifically, the linear block code is an $n$-dimensional vector space of $2^n$ $n$-tuples, where $2^{n-k}$ distinct cosets can be formed with each coset having exactly $2^k$ elements. Every coset is a group of elements that has the closure property under vector addition over GF(2). Elements in the first column of the array are called as the coset leaders and define the error patterns that are correctible with the standard array.

The approach to craft a bound is to enumerate all possible cosets leaders that conforms to Definition 1 in all subblocks. To accomplish this, the goal is to be able to count all binary patterns of a certain length based on specifying the largest string of zeros in a pattern given a specification for the total number of non-zeros in the pattern. This result is used to guarantee that no patterns of zero strings are larger than the gap specification. But first some definitions are required in order to complete this goal. Let $A(c,d,e)$ be a discrete function that enumerates non-zero binary patterns of length $c$ with the number of ones $d$, that has a maximum consecutive string of zeros of $e$ or less. And let the set
$J = \{ j : 0 \leq j \leq d + 1, c - j(e+1) \geq 0 \}$. Let $B(x,y,z)$ be a discrete function that enumerates non-zero binary vectors of length $x$ with the number of ones $y$, that has a maximum consecutive string of zeros of $z$. Then the following theorem holds:

**Theorem 5.** Let $A(c,d,e)$ be the number of non-zero binary patterns of length $c$ with the number of ones $d$, that has a maximum consecutive string of zeros of $e$ or less. The number of non-zero binary vectors $B(x,y,z)$ of length $x$ with the number of ones $y$, that has a maximum consecutive string of zeros of $z$ is:

$$B(x,y,z) = A(x,y,z) - A(x,y,z-1)$$

(6.7)

where $x - (y + z) \geq 0$ and

$$A(c,d,e) = \sum_{j \in J} (-1)^j {d+1 \choose j} {c-j(e+1) \choose d}$$

(6.8)

where $J = \{ j : 0 \leq j \leq d + 1, c - j(e+1) \geq 0 \}$.

**Proof.** Equation (6.8) is proved first. In combinatorics, the Sieve Theorem, aka the Principle of Inclusion and Exclusion [77, p. 47], can be stated as follows: let $X$ be a finite set and have subsets $U_i$ where $1 \leq i \leq L$, then

$$|\bigcap_{i=1}^{L} U_i^C| = |X| - \sum_{j=1}^{L} (-1)^j s_j$$

(6.9)

where $s_j$ denotes the sum of the cardinalities of all the $j$-tuple intersections of the $L$ subsets $U_i$, $U_i^C$ is the complement of $U_i$ and $1 \leq j \leq L$. To find the number of patterns where the all zero strings are less than or equal to length $e$, the Sieve Theorem (in a similar approach but for a different application as that found in [77] Prob. 2.21, pp. 54-55) is used to find the intersection of events of zero strings greater than $e$ for any possible $d + 1$ positions.
Let $\mathcal{X}$ be defined as the set of all patterns of length $c$ with $d$ non-zeros and therefore:

$$|\mathcal{X}| = \binom{c}{d}.$$ 

And let $U^C_i$ be defined as the event that the length of the zero string at $i$ is less than or equal to $e$, where $1 \leq i \leq L = d + 1$. Then $U_i$ is the event that the length of the zero string at $i$ is greater than or equal to $e + 1$ and the cardinality of the intersection of all $U^C_i$ is given by (6.9). The next step is to find a general equation for $s_j$, which is defined as the cardinality of all possible intersection of $j$ $U_i$ events.

In composition theory, the number of integer solutions of the equation $\sum t_i = t_{total}$ for which every $t_i \geq l_i$ and $\sum l_i = l_{total}$ where $1 \leq i \leq r$ is equal to $\binom{t_{total} - l_{total} + r - 1}{r - 1}$ [77, Prob. 1.142, p. 36]. If $t_i$ represents the length of the zero string at position $i$ where $1 \leq i \leq r = d + 1$, then $\sum t_i = t_{total}$ is the total number of zeros in the pattern which is also the length of the pattern minus the number of ones, i.e. $t_{total} = c - d$. And if the constraint that $t_i$ be greater than or equal to $l_i = e + 1$ for a subset of $j$ positions, i.e.

$$l_i = \begin{cases} 
  e + 1, & 1 \leq i \leq j \\
  0, & j + 1 \leq i \leq d + 1
\end{cases} \quad (6.10)$$

then $l_{total} = j(e + 1)$. Therefore the number of patterns for $j$ positions of zero strings of length greater than $e$ is $\binom{c - j(e + 1)}{d - j}$. Since there are $\binom{d + 1}{j}$ possible combinations of selecting $j$ positions from $d + 1$ positions, $s_j = \binom{d + 1}{j} \binom{c - j(e + 1)}{d - j}$. Then from (6.9), all patterns with zero strings of length $e$ or less is $\sum_{j=0}^{d+1}(-1)^j \binom{d + 1}{j} \binom{c - j(e + 1)}{d - j}$ where the $|\mathcal{X}|$ term is incorporated into summation for $j = 0$. However the last binomial coefficient term can be undefined if $c - j(e + 1) < 0$, therefore the summation is limited accordingly by defining the set $J = \{j : 0 \leq j \leq d + 1, c - j(e + 1) \geq 0\}$ to get (6.8).

To find the total number of patterns with a maximum zero string of length $z$, the total number of patterns of maximum zero strings of $z - 1$ or less are subtracted from the total
number of patterns of maximum zero strings of \( z \) or less to get (6.7). This equation is valid only for \( x - (y + z) \geq 0 \) since all calculations must involve non-negative lengths.

From Theorem 5, all patterns based on a maximum zero string length can be enumerated. Since a burst is bounded by two non-zeros, Theorem 5 can be used to count the possible patterns that occurs between the two non-zero boundary symbols. And in order to maintain Definition 1 patterns within a subblock that have zero strings equal to or larger than the gap \( g \) are not allowed. Theorem 5 provides the ability to enumerate patterns within the interval between the two non-zero boundary symbols of a burst based on the largest zero strings as a parameter. This result is used in the following theorem.

**Theorem 6.** Let \( F(x,y,z,v) \) be the number of binary vectors of a subblock of length \( v \) with a burst error of length \( x + 2 \), that has \( y + 2 \) number of non-zeros and a maximum zero strings of length \( z \). Then an \( M \) multiple phase correcting linear block code of length \( n = tv \) and dimension \( k \), where \( v \) is the length of each subblock, \( t \) is number of subblocks in a codeword, \( M \) is maximum number of correctable subblocks, and \( u \) is the maximum length of a correctable cyclic phased-burst per subblock according to Definition 1 has the number of coset leaders \( 2^{n-k} \) bounded by:

\[
2^{n-k} \geq \sum_{j=1}^{M} \binom{t}{j} \left[ \sum_{x=0}^{u-2} \sum_{y=0}^{x} \sum_{z=0}^{v-x-3} \binom{v}{1} F(x,y,z,v) \right]^j + n + 1 \tag{6.11}
\]

where

\[
F(x,y,z,v) = \begin{cases} 
1, & (y = 0) \land (x = z < \lfloor \frac{v}{2} - 2 \rfloor), \\
B(x,y,z), & \text{otherwise.} 
\end{cases} \tag{6.12}
\]

**Proof.** Based on coding theory, for a given linear block code there are \( 2^{n-k} \) coset leaders that are correctable error patterns. By counting all patterns that follow Definition 1 for a specific minimum gap distance and subblock length, all possible error patterns for one
subblock using Theorem 5 to lower bound the number of coset leaders are enumerated.

Given a subblock of length $v$, all error patterns must have an error free gap $g \geq v - u$ to correct a burst of length $u$ or less. Since any burst including end-around bursts must be bounded by non-zeros, Theorem 5 can be used to calculate patterns of length $u - 2$ or smaller. If $b = x + 2$ specifies the length of a burst under consideration, then $x$ must vary from $0 \leq x \leq u - 2$ so that bursts of length $2 \leq b \leq u$ are considered. In every case, the burst can only contain zero strings that are less than the current error free gap under consideration, i.e. $0 \leq z < v - (x + 2)$. Under these conditions, $B(x, y, z)$ calculates all except the all zeros case which can be accounted for by defining the function $F(x, y, z, v)$.

According to Theorem 4, the all zero case occurs when the burst length conforms to the CBC, i.e. minimum burst weight of 2 since two non-zeros bounds a burst. Therefore, $F(x, y, z, v) = 1$ only when the following events intersect: 1) the number of zeros is the same as the pattern length, i.e. $z = x$; 2) under CBC conformance: $g = v - (x + 2) > x + 2$ then $x < \left\lfloor \frac{v}{2} - 2 \right\rfloor$; and 3) that there are no non-zeros, $y = 0$. By applying (6.12), the first parameter $x$ defines a pattern length that must start from zero and ends at a value less than or equal to $u - 2$. $y$ starts from zero to the pattern length $x$. $z$ starts from zero and is limited by the constraint of being smaller than the current gap, i.e. $v - x - 3$. Summing over all cases would give all possible error patterns given a particular placement of gap $g$ in a subblock of length $v$. Since there are $\binom{v}{x}$ possible locations for the start of the gap, the previous calculation is multiplied by $\binom{v}{x}$. In this way, the end-around burst will be accounted for. This calculation is the total number of end-around patterns that are correctable within a subblock for a given minimum gap $g$. If there are $j$ correctable subblocks, then this result needs to be raised to the $j^{th}$ power since the patterns in each subblock are disjoint. If the largest number of subblocks that need to be corrected is $M$, then this calculation is multiplied by the number of possible combinations for every number of correctable subblocks up to $M$ and summed, i.e. a partial sum of binomial coefficients of $\binom{n}{j}$, where $1 \leq j \leq M$. Finally, $n + 1$ is added to account for $n$ single bit error patterns.
and 1 for the all zero pattern. The result is (6.11).

Restating (6.11) in terms of code rate gives:

\[
\begin{align*}
    r_c & \leq 1 - \frac{1}{n} \log_2 \left( \sum_{j=1}^{M} \binom{t}{j} \left[ \sum_{x=0}^{u-2} \sum_{y=0}^{v-x-3} \sum_{z=0}^{v} \binom{v}{1} F(x, y, z, v) \right]^j + n + 1 \right) \\
\end{align*}
\]

(6.13)

where \( r_c = \frac{k}{n} \) is the code rate.

As an example, for a code consisting of 10 subblocks and a subblock length of 100 bits, Theorem 6 (6.13) produces the results in Figure 6.5. The maximum number of correctable phased-burst \( M \) ranges from 1 to 10, while the maximum correctable symbols or burst per subblock ranges from 5 to 95. The three-dimensional plot shows a fairly flat surface with the region below the surface as the achievable region and the region above the surface is the unachievable region. The code rate goes to zero only when the maximum number of correctable phased-bursts approaches the number of subblocks in the code and the maximum correctable burst length per subblock approach the length of the subblock, i.e. the gap approaches zero. Note that the gap can not be less than one because according to Theorem 4, the burst weight would be undefined. If the maximum correctable phased-burst is small, e.g. one, the graph shows the code rate is upper bounded from a value approaching 0.986 for a maximum correctable symbols per subblock of 5 to a code rate value of 0.897 for maximum correctable symbols per subblock of 95. Similar results are shown for a maximum correctable symbols per subblock of 5, the code rate is upper bounded close to 0.986 and then decreases to a value close to 0.892 as the maximum correctable phased-bursts increases to 10. These results show that MPBC codes have an upper bound on code rate that is near linear and decreases from one to zero with increasing maximum correctable symbols per subblock and increasing maximum number of correctable subblocks. These results indicate that from the linearity in the bound, MBPC codes that maintain a minimum error free gap constraint within every subblock can be very code rate efficient.
Having explored the case of a coding bound where the phased-burst errors occur within subblocks with a minimum error free gap specification, the case without a gap constraint is addressed. In this instance, the MBPC codes are limited by a specified maximum number of correctable symbols per subblock and the maximum number of correctable subblocks. This bound is used to compare the impact to the code rate when the error free gap constraint is observed. A special case of the bound where the maximum number of correctable symbols per subblock equals to the length of the subblock is provided. For the first class of MPBC superposition codes defined in the preceding sections, this special case is more applicable since the error correction capability is over the entire subblock.

**Theorem 7.** The number of coset leaders, $2^{n-k}$, of a multiple phase correction linear block code of length $n = vt$ and dimension $k$, where $v$ is the length of each subblock, $t$ is number of subblocks in a codeword, $M$ is maximum number of correctable subblocks with a maximum
number of correctable symbols per subblock $E$ is bounded by:

$$2^{n-k} \geq \sum_{j=1}^{M} \binom{t}{j} \left[ \sum_{l=1}^{E} \binom{v}{l} \right]^j + 1. \quad (6.14)$$

**Proof.** The proof is straightforward. Using similar arguments as the previous theorem, the number of ways to correct $l$ symbol errors in a subblock of length $v$ is $\binom{v}{l}$. For a maximum number of $E$ symbol errors in a subblock, a partial sum of these binomial coefficients is taken where $1 \leq l \leq E$ or $\sum_{l=1}^{E} \binom{v}{l}$. If there are $j$ correctable subblocks, then this result needs to be raised to the $j^{th}$ power since the patterns in each subblock are disjoint. If the largest number of subblocks that need to be corrected is $M$, then this calculation is multiplied by the number of possible combinations $\binom{t}{j}$ for every number $j$ of correctable subblocks, i.e. $1 \leq j \leq M$ and summed. Finally, a 1 is added to the total to included the all zero codeword. 

Equation (6.14) can be restated as

$$r_c \leq 1 - \log_2 \left( \frac{\sum_{j=1}^{M} \binom{t}{j} \left[ \sum_{l=1}^{E} \binom{v}{l} \right]^j + 1}{n} \right) \quad (6.15)$$

where $r_c = \frac{k}{n}$ is the code rate.

Figure 6.6 shows Theorem 7 (6.15) under the same code conditions as the example in Figure 6.5. To reiterate, this is a code consisting of 10 subblocks and a subblock length of 100 bits. The results show a concave surface as opposed the flat the surface of Figure 6.5. The maximum number of correctable phased-bursts $M$ ranges from 1 to 10, while the maximum correctable symbols per subblock ranges from 5 to 95. The region below the surface is the achievable region and the region above the curve is the unachievable region. If the maximum correctable phased-burst is small, e.g. one, the graph shows the code rate is upper bounded...
from a value 0.970 for a maximum correctable symbols/subblock of 5 bits to a code rate value of 0.897 for a maximum correctable symbols/subblock of 95. Also, the code rate is upper bounded close to 0.970 and then decreases to a value close to 0.738 as the maximum correctable phased-bursts increases to 10. As in the previous result, the code rate goes to zero only when the maximum number of correctable phased-bursts approaches the number of subblocks in the code and the max correctable burst length per subblock approaches the length of the subblock. However, unlike the previous results, the bound is much lower in code rate. Also, note that for any given maximum correctable phased-burst value, the region between 40 to 95 maximum correctable symbols/subblock is where the surface is the steepest and very flat.

Figure 6.6: MPBC without a gap restriction for a Codelength of 10 Subblocks and 100 bits per Subblock

To show the differences between the two bounds, a plot of them together is shown in Figure
The gap-restricted bound (6.13) is plotted on top while the bound without the gap-restriction (6.15) is below. The maximum number of correctable phased-burst $M$ ranges from 1 to 10, while the maximum correctable symbols/subblock, $u$ in (6.13) and $E$ in (6.15), ranges from 5 to 95. This shows that the gap-restricted upper bound is higher in code rate than the upper bound without the gap restriction. The difference between the two surfaces increases as the maximum correctable phased-burst increases. For a fixed value of maximum correctable phased-burst, the difference between the two bounds will be nearly zero while approaching 0 and 100 maximum correctable symbols/subblock. The difference will increase as the maximum correctable symbols/subblock tends toward mid-range values. This difference is largest at maximum correctable symbol/subblock of 34 for a particular maximum number of correctable phased-bursts $M$. The largest difference in code rate is 0.502 occurring at the $M = 10$ and maximum correctable symbol/subblock of 34.

Figure 6.7: MPBC Bounds with and without a gap restriction
These bounds can now be used to measure the code rate efficiency of the examples given in Section 6.4 for the first class of superposition code construction described in previous sections. As mentioned before, these cases are where the entire subblock are correctable, i.e. \( E = v \). In this regard, the right side of (6.14) is reduced to:

\[
2^{n-k} \geq \sum_{j=1}^{M} \binom{t}{j} (2^{v-1})^j + 1.
\] (6.16)

The example code, studied in Figure 6.7 consisted of 10 subblocks and a subblock length of 100 bits. The two bounds would approach the same value as the maximum correctable symbols/subblock approach the length of the subblock. This should hold for the examples in Section 6.4. That is since \( E = v \), there is no gap restriction and burst errors are corrected to the entire subblock length. Therefore, (6.15) and (6.13) (with gap set to its smallest possible number, i.e. \( g = v - u = 1 \)) will approach the same result (6.16).

For Example 1 of Section 6.4 the (4340, 3485) QC LDPC code with code rate approximately 0.803 is a multiple phased-burst error correction code capable of correcting a maximum of \( M = 2 \) phased-bursts with a subblock length of \( v = 31 \) and \( t = 20 \). The bound given by (6.13) predicts a code rate \( r_c < 0.984 \) and (6.15) predicts a code rate \( r_c < 0.984 \) also. This shows a difference of 0.181 in code rate. While in Example 2 of Section 6.4, the (37800, 34035) QC LDPC code with code rate approximately 0.900 is a multiple phased-burst error correction code capable of correcting a maximum of \( M = 2 \) phased-bursts with a subblock length of \( v = 63 \) and \( t = 40 \). Equation (6.13) predicts a code rate \( r_c < 0.996 \) and (6.15) predicts a code rate \( r_c < 0.996 \) also. This shows a difference of 0.096 in code rate.

In both cases, (6.15), as expected, gives slightly lower values in code rate but the rounding of (6.13) to three significant figures give approximately the same values to (6.15). That is, (6.13) will always give a higher upper bound in code rate because of the gap restriction, but when the gap is set to it’s smallest value of 1, the difference between (6.13) and (6.15) when \( E = v \), is very small.
In summary, Examples 1 and 2 of Section 6.4 show that the bounds (6.13) and (6.15) are tight for this class of MPBC codes with Example 2 having an impressive 0.096 difference between the code rate and bounds. In the next section, as a special case, this bound is shown to be a generalization of a previously published single burst correction bound.

6.6 Single Burst Correction Bound

Up to this point, the first class of superposition MPBC codes have been defined and analyzed. Also, two MPBC bounds to measure how code rate efficient this class of codes are have been presented. In this section, these bounds are analyzed under at a special case of $M = 1$ which is an upper bound on the code rate of an SBC code. To do this, Theorem 6 is reduced to this corollary:

**Corollary 2.** A single burst correction code with block code of length $n$, dimension $k$ and maximum correction burst length $u$ has the minimum number of coset leaders $2^{n-k}$ bounded by:

$$2^{n-k} \geq \binom{n}{1} \sum_{x=0}^{n-2} \sum_{y=0}^{x} \sum_{z=0}^{n-x-3} F(x, y, z, n) + n + 1.$$  (6.17)

*Proof.* A general linear block code can be considered an $M = 1$ multiple phase correcting linear block code of length $n$ since there is one subblock $t = 1$ that spans the entire code-length, i.e. $n = vt = v$. This linear block code has dimension $k$ and the maximum length of a correctable phased-burst $u$ where $g = n - u$ is the error-free gap and therefore by applying Theorem 6 results in (6.17). \(\square\)

Rewriting (6.17) in terms of code rate $r_c$ gives:

$$r_c \leq 1 - \frac{\log_2((n) \sum_{x=0}^{n-u-2} \sum_{y=0}^{x} \sum_{z=0}^{n-x-3} F(x, y, z, n) + n + 1)}{n}.$$  (6.18)
Corollary 2 in the form of (6.18) gives an SBC upper bound on code rate that is not constrained to the CBC. To explore the possible connections with previously published bounds, the following corollary is proven:

**Corollary 3.** For a burst error pattern of length \( n \) whose burst length \( x + 2 \) is constrained under the CBC, the double summation of \( F(x, y, z, n) \) over variables \( 0 \leq y \leq x \) and \( 0 \leq z \leq x \) is equal to all possible binary vectors of length \( x \), i.e.:

\[
\sum_{y=0}^{x} \sum_{z=0}^{x} F(x, y, z, n) = 2^x. \tag{6.19}
\]

**Proof.** Theorem 6 defines \( F(x, y, z, n) \) as a function that counts all patterns of length \( x \) with the largest zero sequence of length \( z \) and the number of ones \( y \). This includes the all-zero pattern since by Theorem 4 the minimum burst weight is 2 for bursts that conform to the CBC, i.e. these are two non-zero symbols that bound the all-zero pattern of length \( x \). Therefore, in (6.17), the maximum zero string parameter \( z \) is upper limited by \( x \) which is the case when the when all-zero pattern occurs within a pattern of length \( x \). Therefore, by summing over all possible \( z \) and \( y \) which \( 0 \leq y \leq x \) and \( 0 \leq z \leq x \), the result must equal \( 2^x \).

Corollary 3 can be used to evaluate (6.17) under the CBC condition. Then (6.17) becomes:

\[
2^{n-k} \geq \binom{n}{1} \sum_{x=0}^{u-2} \sum_{y=0}^{x} \sum_{z=0}^{x} F(x, y, z, n) + n + 1. \tag{6.20}
\]

That leads to:

\[
2^{n-k} \geq n \sum_{x=0}^{u-2} 2^x + n + 1. \tag{6.21}
\]

Recognizing that the summation is a geometric series that will equal to \( 2^{u-1} - 1 \).
becomes
\[2^{n-k} \geq n(2^{u-1} - 1) + n + 1 = n2^{u-1} + 1.\] (6.22)

Under the CBC condition, equation (6.22) is precisely the Hamming bound for burst-error correction and when (6.22) is written in terms of required parity bits \(n - k\) becomes the Abramson bound [12, p. 202]. Therefore, under the CBC condition, i.e. \(u \leq \left\lfloor \frac{n+1}{2} \right\rfloor\), (6.17) is the Abramson bound. And thus, (6.17) is a generalization of the Abramson bound without the CBC restriction on the burst length.

At this point, the first class of MPBC codes has been presented and its performance in AWGN and MPBC channels have been demonstrated. Two MPBC bounds have been developed, in which one bound under special case of SBC was proved to be a generalization of the Abramson bound. These bounds are used to show that the MPBC superposition codes are very code rate efficient. A second class of superposition LDPC codes is now presented.
Chapter 7: Multiple Burst Erasures Correction Coding

We now propose a class of MPBC LDPC product codes using the RED algorithm. A single burst erasure correction algorithm was studied in [55, 56] for cyclic codes and [57, 58] for any linear code for single burst erasure correction. We extend this technique exploiting the structure of the parity-check matrix of product codes.

As a preliminary, from the Zero-Span Definition Section 4.2.3, we define the zero-covering span as:

\[
\delta = \min_b (\max_i \delta_{i,b}^F).
\]  

(7.1)

This quantity specifies the guaranteed single burst erasure correcting capability for a linear block code using RED algorithm and is important in quantifying the burst erasure correction capability of the LDPC product codes.

7.1 Product Codes for Erasure Correction

We introduced product codes in Section 3.4.2. In this section, we further expand the definition. Recall that in Section 3.4.2, a two dimensional product code was defined as:

Definition 2. The generator matrix of a two-dimensional product code \( C_1 \times C_2 \), also denoted \( C_P \), has a dimension \( k_1k_2 \times n_1n_2 \) and is defined as:

\[
G_P = G_2 \otimes G_1 = \left( G_1^{(2)} g_{i,j} \right)
\]

(7.2)

where \( \otimes \) is the Kronecker Product, and \( G_t = \left[ g_{i,j}^{(t)} \right] \) is the generator matrix of component code \( C_t \) of length \( n_t \), dimension \( k_t \), for \( t = 1 \) and 2.
If the order of $C_1$ and $C_2$ are switched, (7.2) becomes:

$$G_P^* = G_1 \otimes G_2 = \left( G_2^{(1)} g_{i,j}^{(1)} \right).$$

(7.3)

Note that $G_P$ and $G_P^*$ are combinatorially equivalent, i.e. they produce permuted versions of each others codewords.

Product code encoding can often be described as an array structure as shown in Figure 7.1 [18, pp. 128-132]. The information sub-array contains the $k_1 \times k_2$ information symbols to be encoded. Each row of the information symbols is encoded according to the component code generator matrix $G_1$ and placed in the row of sub-array checks on rows. Then the columns of the information symbols are encoded according to the component code generator matrix $G_2$ and placed in the columns of sub-array checks on columns. Finally, the checks on checks sub-array is created either row-wise by encoding the checks on columns sub-array rows according to $G_1$ or column-wise by encoding the checks on rows sub-array according to $G_2$. The entire array is read out row by row and transmitted. However, if $G_1$ and $G_2$ are switched in (7.3) as in the case of $G_P^*$, the transmission is performed column by column.

The parity-check matrix of a two dimensional product code can be defined as:

$$H_P = \left[ \begin{array}{c} I_{n_2} \otimes H_1 \\ H_2 \otimes I_{n_1} \end{array} \right]_{(2n_1 n_2-n_1 k_2-n_2 k_1) \times n_1 n_2}$$

(7.4)

where $H_1 = \{ h_{i,j}^{(1)} \}, i = (0, \ldots, m_1-1), j = (0, \ldots, n_1-1); H_2 = \{ h_{i,j}^{(2)} \}, i = (0, \ldots, m_2-1), j = (0, \ldots, n_2-1)$ are parity-check matrices of the component code $C_1, C_2$ respectively and $I_{n_1}, I_{n_2}$ are $n_1 \times n_1$ and $n_2 \times n_2$ identity matrices.
This is verified by noting that $H_P$ is the parity matrix of $C_P$ if and only if $G_P H_P^T = 0$

then,

$$H_P^T = \begin{bmatrix} I_{n_2} \otimes H_1 \\ \vdots \\ H_2 \otimes I_{n_1} \end{bmatrix}^T = \left( I_{n_2} \otimes H_1 \right)^T \left( H_2 \otimes I_{n_1} \right)^T$$

(7.5)

$$= \left[ I_{n_2} \otimes H_1^T | H_2^T \otimes I_{n_1} \right]_{n_1 n_2 \times (2n_1 n_2 - n_1 k_2 - n_2 k_1)}$$
and,
\[
G_P H_P^T = \left[ G_2 \otimes G_1 \right] \left[ I_{n_2} \otimes H_1^T \right] \left[ H_2^T \otimes I_{n_1} \right]
\]
\[
= \left[ \left[ G_2 \otimes G_1 \right] \left[ I_{n_2} \otimes H_1^T \right] \right] | \left[ \left[ G_2 \otimes G_1 \right] \left[ H_2^T \otimes I_{n_1} \right] \right]
\]
\[
= \left[ \left[ G_2 I_{n_2} \otimes G_1 H_1^T \right] | \left[ G_2 H_2^T \otimes G_1 I_{n_1} \right] \right]
\]
\[
= \left[ \left[ G_2 \otimes 0_{k_1 \times (n_1-k_1)} \right] | \left[ 0_{k_2 \times (n_2-k_2)} \otimes G_1 \right] \right]
\]
\[
= 0_{k_1 k_2 \times (2n_1 n_2 - n_1 k_2 - n_2 k_1)}.
\]

A product code is a form of superposition construction. If \( H_1 \) and \( H_2 \) are LDPC matrices, the Kronecker product used to form the product parity-check matrix \( H_P \) in (7.5) is a replacement method that can be viewed as a superposition of a base matrix \( I_{n_2} \) with a single constituent matrix \( H_1 \) for the \( I_{n_2} \otimes H_1 \) submatrix and also a superposition of base matrix \( H_2 \) with a single constituent matrix \( I_{n_1} \) for the \( H_2 \otimes I_{n_1} \) submatrix. We note that while the submatrix \( I_{n_2} \otimes H_1 \) maintains the replacement constraint, the \( I_{n_1} \) for the \( I_{n_1} \otimes H_2 \) submatrix in general does not. The exception being that if \( H_2 \) is a permutation matrix then the replacement constraint is maintained. However, we will prove later that if both \( H_1 \) and \( H_2 \) conforms to the RCC then \( H_P \) also conforms to the RCC.
7.1.1 Parity-Check Matrix Structure

Equation (7.4) defines the parity-check matrix of a two-dimensional product code that can be partitioned into two submatrices:

\[
H_P = \begin{bmatrix}
    \begin{bmatrix}
    H_1 & 0 & 0 & \ldots & 0 \\
    0 & H_1 & 0 & \ldots & 0 \\
    0 & 0 & H_1 & \ldots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \ldots & H_1 \\
    \end{bmatrix} \\
    \begin{bmatrix}
    A_1 \\
    A_2 \\
    \end{bmatrix}
\end{bmatrix}
\]

(7.7)

where \( m_2 = n_2 - k_2 \),

\[
A_1 = I_{n_2} \otimes H_1 = \begin{bmatrix}
    H_1 & 0 & 0 & \ldots & 0 \\
    0 & H_1 & 0 & \ldots & 0 \\
    0 & 0 & H_1 & \ldots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \ldots & H_1 \\
\end{bmatrix}
\]

(7.8)

and
\[ \mathbf{A}_2 = \mathbf{H}_2 \otimes \mathbf{I}_{n_1} = 
\begin{bmatrix}
    h_{0,0}^{(2)} \mathbf{I}_{n_1} & h_{0,1}^{(2)} \mathbf{I}_{n_1} & h_{0,2}^{(2)} \mathbf{I}_{n_1} & \ldots & h_{0,n_2-1}^{(2)} \mathbf{I}_{n_1} \\
    h_{1,0}^{(2)} \mathbf{I}_{n_1} & h_{1,1}^{(2)} \mathbf{I}_{n_1} & h_{1,2}^{(2)} \mathbf{I}_{n_1} & \ldots & h_{1,n_2-1}^{(2)} \mathbf{I}_{n_1} \\
    h_{2,0}^{(2)} \mathbf{I}_{n_1} & h_{2,1}^{(2)} \mathbf{I}_{n_1} & h_{2,2}^{(2)} \mathbf{I}_{n_1} & \ldots & h_{2,n_2-1}^{(2)} \mathbf{I}_{n_1} \\
     \vdots & \vdots & \vdots & \ddots & \vdots \\
    h_{m_2-1,0}^{(2)} \mathbf{I}_{n_1} & h_{m_2-1,1}^{(2)} \mathbf{I}_{n_1} & h_{m_2-1,2}^{(2)} \mathbf{I}_{n_1} & \ldots & h_{m_2-1,n_2-1}^{(2)} \mathbf{I}_{n_1}
\end{bmatrix}. \quad (7.9) \]

The \( i^{th} \) row of \( \mathbf{A}_2 \) is: 
\[ [h_{i,0}^{(2)} \mathbf{I}_{n_1} \ h_{i,1}^{(2)} \mathbf{I}_{n_1} \ h_{i,2}^{(2)} \mathbf{I}_{n_1} \ \ldots \ h_{i,n_2-1}^{(2)} \mathbf{I}_{n_1}] \].

This can be expanded and partitioned into a \( n_1 \times n_1 n_2 \) submatrix:

\[ \begin{bmatrix}
    h_{i,0}^{(2)} & 0 & \ldots & 0 & h_{i,0}^{(2)} & 0 & \ldots & 0 & \ldots & h_{i,0}^{(2)} & 0 & \ldots & 0 \\
    0 & h_{i,1}^{(2)} & \ldots & 0 & 0 & h_{i,1}^{(2)} & \ldots & 0 & \ldots & 0 & h_{i,n_2-1}^{(2)} & \ldots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
    0 & 0 & \ldots & h_{i,0}^{(2)} & 0 & 0 & \ldots & h_{i,1}^{(2)} & \ldots & 0 & 0 & \ldots & h_{i,n_2-1}^{(2)} 
\end{bmatrix}. \quad (7.10) \]

This is a submatrix where every row is right cyclic shift of its previous row within each section.

We see that the parity-check matrix \( \mathbf{I}_{i,i} \) has \( n_2 \) column-phases of length \( n_1 \). Then \( (7.8) \) is a submatrix consisting of \( n_2 \) row-phases of length \( m_1 = n_1 - k_1 \) and \( (7.9) \) is a submatrix consisting of \( m_2 = n_2 - k_2 \) row-phases of length \( n_1 \).

Under certain conditions, we can show that equation \( (7.7) \) has the RCC property.
7.2 Analysis of LDPC Product Codes

In this section, the degree distribution of $H_P$ is analyzed based on the degree distributions of constituent codes. But first, $H_P$ is demonstrated to conform to the RCC.

**Theorem 8.** If $H_1$ and $H_2$ have the RCC property, then $H_P$ also conforms to the RCC.

**Proof.** The RCC condition states that for any pair of row indices $i_1, i_2$ and any pair of column indices $j_1, j_2; h_{i_1,j_1}, h_{i_2,j_1}, h_{i_1,j_2}$, and $h_{i_2,j_2}$ can not all be non-zero elements. From the structure of $A_1$, (7.8) shows that no two columns (rows) that are not within a column-phase (row-phase) have co-incident non-zero elements. Since $H_1$ adheres to the RCC, then every column (row) within a column-phase (row-phase) adheres to RCC and therefore $A_1$ adheres to the RCC. Matrix $A_2$, (7.9), can be seen as a superposition with a base matrix $H_2$ that adheres to the RCC, with a set of $n_1 \times n_1$ constituent matrices $\{I_{n_1}, O_{n_1 \times n_1}\}$ that are CPMs. Therefore, $A_2$ conforms to the RCC. What’s left now is to show that $A_1$ and $A_2$ jointly adheres to the RCC. By the argument above that for $A_1$, no two columns that are not within a column-phase have co-incident non-zero elements, then all that is required is to show is that the RCC is met within any column-phase in $H_P$. Any row in a column-phase of $A_2$ has at most unit weight, since by construction, any column-phase of $A_2$ is a column array from the set $\{I_{n_1}, O_{n_1 \times n_1}\}$. Therefore no pair of column indices have co-incident non-zero elements for any one row from $A_2$ and any other row from $A_1$. Then the RCC is adhered to within any column-phase of $H_P$. Therefore, $H_P$ adheres to RCC. \(\square\)

Having established the condition for $H_P$ to meet the RCC, the goal is to explore the implications of $H_P$ defining an LDPC code by calculating it’s degree distribution based on component distributions of $H_1$ and $H_2$ with the next theorem. From this work, the goal is then to predict the performance of $H_P$ from the characteristics of the components.

**Theorem 9.** Let the degree polynomial pairs of the component codes $C_1$ and $C_2$ be $(\tau^{(1)}(x), \rho^{(1)}(x))$ and $(\tau^{(2)}(x), \rho^{(2)}(x))$ respectively, with $\tau_i^{(1)}$, $\rho_i^{(1)}$ and $\tau_i^{(2)}$, $\rho_i^{(2)}$, degree distributions respectively (as defined in Section 3), then the degree polynomial pair of the LDPC Product code
\[ (\tau_P(x), \rho_P(x)) = (\tau^{(1)}(x)\tau^{(2)}(x)x, d_1\rho^{(1)}(x) + d_2\rho^{(2)}(x)) \]

where \( d_1 = \frac{m_1n_2}{m_1n_2 + m_2n_1}, d_2 = \frac{m_2n_1}{m_1n_2 + m_2n_1}, m_1 = n_1 - k_1 \) and \( m_2 = n_2 - k_2 \).

**Proof.** \( \tau_P(x) \) and \( \rho_P(x) \) are proved separately. First, from (7.7) the \( l \)th column-phase of \( H \) has a contribution from \( A_1 \) and \( A_2 \). The VN degree polynomial \( \tau^{(1)}(x) \) applies to every column-phase in \( A_1 \). The \( l \)th column-phase of \( A_2 \) is a constant degree distribution of the \( l \)th bit of \( H_2 \). Therefore the \( l \)th column-phase of (7.7) can be written as:

\[ \tau^{(1)}(x)x^v \]

where \( v \) is the column degree of \( H_2 \) at column \( l \). The fraction of column-phases of \( H_P \) with this degree distribution is \( \tau^{(2)}(x)x^v \), therefore the fraction of column-phases with degree polynomial \( \tau^{(1)}(x)x^v \) for all possible \( v \), the total variable degree polynomial is

\[ \tau_P(x) = \sum_v \tau^{(2)}(x)\tau^{(1)}(x)x^v = \sum_v \sum_i \tau^{(2)}_v \tau^{(1)}_i x^{i-1}x^{v-1}x = \tau^{(1)}(x)\tau^{(2)}(x)x. \]

Since, \( H_P \) is a vertical stacking of \( A_1 \) and \( A_2 \), \( \rho_P(x) \) is the apportioned sum of row degree polynomials from \( A_1 \) and \( A_2 \), i.e. \( \rho^{(1)}(x) \) and \( \rho^{(2)}(x) \), respectively. The number of rows in \( A_1 \) and \( A_2 \) is \( m_1n_2 \) and \( m_2n_1 \) therefore \( \rho_P(x) = d_1\rho^{(1)}(x) + d_2\rho^{(2)}(x) \).

This theorem shows that VN degree polynomial of the product code is a direct polynomial multiplication of the VN degree polynomials of the component codes. This bound can be used on the minimum distance of the product LDPC code. By calculating the minimum weight of the columns of \( H_P \), the minimum distance of an LDPC code is bounded by \( d_{\text{min}} \geq \gamma + 1 \), where \( \gamma \) is the column weight of a regular LDPC code.

The following observations are the direct result of Theorem 9 noting that if \( \gamma_{\text{min}1} \) and \( \gamma_{\text{min}2} \) are the smallest degree terms in \( \tau^{(1)}(x) \) and \( \tau^{(1)}(x) \) respectively, then the smallest degree term in \( \tau_P(x) \) is \( \tau_{\text{min}1}\tau_{\text{min}2}x^{\gamma_{\text{min}1} + \gamma_{\text{min}2} - 1} \). From this result, the following three corollaries
are developed.

**Corollary 4.** If \( H_1 \) and \( H_2 \) are parity-check matrices of regular LDPC codes with column weights \( \gamma_1 \) and \( \gamma_2 \) respectively, then \( H_P \) is the parity-check matrix of a regular LDPC code of column weight \( \gamma_P = \gamma_1 + \gamma_2 \).

**Corollary 5.** If \( H_1 \) and \( H_2 \) are parity-check matrices of irregular LDPC codes of minimum column weights \( \gamma_{\min 1} \) and \( \gamma_{\min 2} \) respectively, then \( H_P \) is the parity-check matrix of an irregular LDPC code whose minimum column weight is \( \gamma_{\min P} = \gamma_{\min 1} + \gamma_{\min 2} \).

**Corollary 6.** If \( H_{IRR} \) and \( H_{REG} \) are the parity-check matrices of irregular and regular LDPC codes of minimum column weight \( \gamma_{\min IRR} \) and column weight \( \gamma_{REG} \) respectively, where either codes can be component codes \( H_1 \) or \( H_2 \) of a product code then \( H_P \) is parity-check matrix of an irregular LDPC code of minimum column weight \( \gamma_{\min P} = \gamma_{\min IRR} + \gamma_{REG} \).

Corollaries 4 and 5 were first proved in \([63]\).

As stated before, the minimum distance of a regular LDPC code of column weight \( \gamma \) is at least \( \gamma + 1 \). From Corrolary 4, it is apparent that this bound is rather weak, i.e. if the minimum distance of the component codes \( C_1 \) and \( C_2 \) are \( d_{\min 1} \) and \( d_{\min 2} \) respectively, then the minimum distance of the product code is \( d_{\min P} = d_{\min 1} d_{\min 2} \). However, applying Corollary 4 gives

\[
d_{\min P} \geq \gamma_1 + \gamma_2 + 1.
\] (7.11)

### 7.2.1 Multiple Burst Erasure Correcting Capability

To this point, the second class of superposition LDPC codes has been defined and analysis on the parity-check matrix has been performed, i.e. its proven to conform with the RCC and its degree distribution calculated. The goal now is to investigate the multiple phased-burst erasure correcting capability of this class of codes.

Note that \( A_2 \) is a matrix whose construction can be described as that in Section 6.2. Therefore Theorem 2 says the product code \( C_P \) can be decoded using OSMLD on \( A_2 \) only
and thus can correct $\lfloor \gamma_2/2 \rfloor$ MPEr bursts of length $n_2$. Even though this decoding is possible, it completely ignores the contribution from $A_1$. This can be improved by using a recursive erasure decoder which is described below. To find the multiple burst erasure correcting capability of a product code using a recursive erasure decoder, the following lemma is proved.

**Lemma 1.** The Kronecker product of $H_2 \otimes I_{n_1}$, where $I_{n_1}$ is an identity matrix of dimension $n_1 \times n_1$ and $H_2$ is an $m_2 \times n_2$ matrix with a zero-covering span of $\delta_2$, produces an $n_1 m_2 \times n_1 n_2$ matrix that has a zero-covering span of $\delta = n_1(\delta_2 + 1) - 1$.

**Proof.** The zero-spans in (7.10) are defined by the non-zero elements of $h_{i,j}^{(2)}$ where $0 \leq i < m_2$ and $0 \leq j < n_2$. That is for every $[b,e]$, ordered pair of column indices of the $i^{th}$ row in $H_2$ where $b, e \in \{0, 1, \ldots, n_2 - 1\}$, there is an associated set of $n_1$ ordered pairs, $\{[B, E]\}$, of non-zero element column positions in (7.10) where $B = bn_1 + u$, $E = en_1 + u$ and $B, E \in \{0, 1, \ldots, n_1 n_2 - 1\}$ with $0 \leq u < n_1$ as the relative row index offset of the $i^{th}$ submatrix. Therefore, (7.10) has forward zero-spans that are of length:

$$
\delta_{i,B}^F = (E - B)_{n_1 n_2} - 1 = ((e - b)n_1 n_2 - 1
$$

$$
= ((e - b)_{n_2} n_1 - 1 = (\delta_{i,b}^F + 1)n_1 - 1. 
$$

To find the zero-covering span, a minimization over all $B$ of the maximum of (7.12) over all $i$ (submatrices of (7.9)) gives:

$$
\delta = \min_B (\max_i \delta_{i,B}^F) = \min_B (\max_i (\delta_{i,b}^F + 1)n_1 - 1)
$$

$$
= \min_b (\delta_b^F + 1)n_1 - 1 = (\delta_2 + 1)n_1 - 1. 
$$

The final step in (7.13) comes is the recognition that a minimization over $B$ is a minimization over $b$ since (7.12) says that $\delta_{i,B}^F$ is only dependent on $b$. 

\[ \square \]
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The prior theorem is used to find the erasure correcting capability of $H_P$ with the following theorem.

**Theorem 10.** A two dimensional product code, $C_P$, with component codes $C_1(n_1, k_1)$, $C_2(n_2, k_2)$ with zero-covering spans of $\delta_1$ and $\delta_2$ respectively, can correct a single burst of size $b_{A_2} = n_1(\delta_2 + 1)$ or multiple erasure bursts of size $b_{A_1} = n_2 \times (\delta_1 + 1)$ using the RED algorithm.

**Proof.** Equation (7.7) defines the parity-check matrix of a two-dimensional product code which can be partitioned into two submatrices where $A_1$ and $A_2$ are defined in (7.8) and (7.9) respectively. If $H_1$ has a zero-covering span of $\delta_1$ and $A_1$ acts on $n_2$ codewords of $C_1$, then $A_1$ can correct multiple erasure burst confined in each codeword of up to $b_1 = \delta_1 + 1$ symbols or

$$b_{A_1} = n_2 \times (\delta_1 + 1) \quad (7.14)$$

symbols.

$A_2$ is formed by replacing every non-zero element of $H_2$ by an $I_{n_1}$ identity matrix which has a zero-span of $n_1 - 1$ and every zero element of $H_2$ is replaced by an all zero $n_1 \times n_1$ matrix, $0_{n_1 \times n_1}$, which has a zero-covering span of $n_1$. Lemma 1 says that a Kronecker product of $H_2 \otimes I_{n_1}$ results in an overall zero-covering span of $n_1(\delta_2 + 1) - 1$. Therefore, if $H_2$ has a zero-covering span of $\delta_2$ then $A_2$ has a zero-covering span of $\delta_{A_2} = n_1\delta_2 + n_1 - 1$ and can correct any erasure burst up to length,

$$b_{A_2} = \delta_{A_2} + 1 = n_1(\delta_2 + 1).$$

Theorem 10 can be interpreted to say that the guaranteed largest number of erasures that the product code can correct using a recursive erasure decoder is $b_{A_1}$ or $b_{A_2}$. To achieve this performance, an additional requirement while using $A_1$ to decode is that the erasure
bursts need to be separated by a guard band of $n_1 - \delta_1 - 1$.

7.3 Decoding Algorithms

To document a possible decoding algorithm, some terminology must be defined. A constrained burst in submatrix $A_1$ is defined as an erasure burst that is within the erasure correcting capability $\delta_t + 1$ of the $t^{th}$ component code where $t \in \{1, 2\}$. That is, within the boundary of a component codeword, there is at least $n_t - \delta_t - 1$ consecutive bits (including end around) with no erasures. For instance, in (7.8) there are $n_2$ component codewords from $H_1$ of length $n_1$ bits where each component codeword can correct $\delta_1 + 1$ erased bits and must contain a string of at least $n_1 - \delta_1 - 1$ consecutive bits with no erasures.

7.4 Product Code Multiple Burst Erasure Decoding Algorithm

1. Determine if received codeword has any erasures. If none, then output received codeword.

2. Else, if the erasures can be characterized as $n_2$ constrained bursts of length $\delta_1 + 1$ bits, use submatrix $A_1$ with RED (see Section 4.2.2) to correct all bits. Output corrected codeword and stop.

3. Else, if residual erasures are present and if the erasures that can be characterized as a burst of length $n_1(\delta_2 + 1)$, use submatrix $A_2$ with the RED to correct all bits. Output corrected codeword and stop.

4. Else, interleave codeword by switching $G_1$ and $G_2$ position in (7.2) to (7.3) thus $A_1 \Rightarrow I_{n_1} \otimes H_2$ and $A_2 \Rightarrow H_1 \otimes I_{n_2}$. If the residual erasures can be characterized as $n_1$ constrained bursts of length $\delta_2 + 1$ bits, use submatrix $A_1$ with RED to correct all
bits. Output corrected codeword and stop.

5. If the residual erasures that can be characterized as a burst of length \( n_2(\delta_1 + 1) \) use submatrix \( A_2 \) with the RED to correct all bits. Output corrected codeword and stop.

6. Otherwise, declare decoder failure and stop.

7.4.1 Examples of LDPC Product Codes for Burst Erasure Correction

In this section, we give two examples to show that the effectiveness of LDPC product codes for correcting erasure bursts. The two examples are based on three component codes: 1) a \((63,37)\) LDPC code based on lines of Euclidean geometry, \(\text{EG}(2,2^3)\) over \(\text{GF}(2^3)\) \[18\], pp. 860-866], with rate \( r_c = 0.587 \) with a zero-covering span \( \delta = 23 \), minimum distance \( d_{\text{min}} = 9 \), column weight \( \gamma = 8 \) and denoted as \(\text{EG}(63,37)\); 2) a \((255,175)\) LDPC code based on lines of Euclidean geometry, \(\text{EG}(2,2^4)\) over \(\text{GF}(2^4)\) \[18\], pp. 860-866], with a code rate \( r_c = 0.686 \), a zero-covering span \( \delta = 55 \), minimum distance \( d_{\text{min}} = 17 \), column weight \( \gamma = 16 \) and denoted as \(\text{EG}(255,175)\); and 3) a code rate \( r_c = 0.984 \) \((63,62)\) single parity-check code (SPC) with a zero-covering span \( \delta = 0 \). The \((63,62)\) SPC code consists of a single row of 63 non-zeros for the parity-check matrix. Although it is not strictly an LDPC code since there are only non-zero entries, it does not have any cycles but does have a low minimum distance of 2. The SPC code was selected as a second component code to the \(\text{EG}(255,175)\) code to keep the product code rate as high as possible while keeping the overall length of the code around 16K bits. This is considered a medium to large block size in the literature.

**Example 1.** Consider the product code \(\text{EG}(63,37) \times \text{EG}(63,37)\). According to Theorem \[10\] this \((3969,1369)\) LDPC product code with rate 0.3449 can correct a large erasure burst totaling \( b_{A_2} = 63(23 + 1) = 1,512 \) bits or \( b_{A_1} = 63 \) multiple bursts of length 24 bits. Equation \(\text{(7.11)}\) estimates the minimum distance to be \( d_{\text{min}} \geq 2(8) + 1 = 17 \) but its true minimum distance is \( d_{\text{min}} = 9^2 = 49 \), so this estimate is loose in this case. In addition, we have thus far only considered erasure burst correction, however Theorem \[8\] says that
the product code parity-check matrix $H_P$ is an LDPC code as well. Therefore, we now demonstrate that this LDPC product code also has good performance over the BEC using the LDPC erasure decoding algorithm defined in [52]. For this example, the bit erasure rate (BER) and frame erasure rate (FER) performance over the binary erasure channel is plotted in Figure 7.2. Notice that the performance differs from the channel capacity by 0.135 in erasure probability rate $\epsilon$ at a BER of $1.629e-06$ and FER of $3.441e-06$. These are excellent results for a small block length code.

![Figure 7.2: BEC Performance of EG(63,37)×EG(63,37)](image)

**Example 2.** Consider the product code SPC(63,62)×EG(255,175). This (16065,10850) LDPC product code with rate 0.6754 can correct a large erasure burst totaling $b_{A_2} = 255(0 + 1) = 255$ bits or $b_{A_1} = 63$ multiple bursts of length 56 bits according to Theorem 10. Equation (7.11) estimates the minimum distance to be $d_{min} \geq 16 + 1 + 1 = 18$ but its true minimum distance is $d_{min} = 17(2) = 34$, so this estimate is tighter than Example 1 but still loose. In addition, we have thus far only considered erasure burst correction, however
Theorem 8 says that the product code parity-check matrix $\mathbf{H}_P$ is an LDPC code as well. Therefore, we now demonstrate that this LDPC product code also has good performance over the BEC using the LDPC erasure decoding algorithm defined in [52]. Its bit erasure rate (BER) and frame erasure rate (FER) performance is plotted in Figure 7.3. Its BER performance of $2.4690e-7$ and FER performance of $4.4663e-6$ is within 0.0846 in erasure probability rate of the channel capacity. Again, these are excellent results for a medium size block.

![Figure 7.3: BEC Performance of SPC(63,62)×EG(255,175)](attachment:figure73.png)

Having explored the burst erasure correcting capability of $\mathbf{H}_P$, the focus is now on the AWGN channel. Theorem 8 says that if $\mathbf{H}_1$ and $\mathbf{H}_2$ are parity-check matrices of LDPC codes, then $\mathbf{H}_P$ will be the parity-check matrix of an LDPC code and therefore the use of the SPA over the AWGN channel can be explored in the next section.
7.5 Product Code LDPC Decoding Algorithm for AWGN

While the above exposition focused primarily on the burst channels, the goal is to develop codes that can operate well in both burst and random channels, i.e., AWGN. This algorithm is also useful, in case there are a small number of residual errors that occur after the product code multiple burst erasure decoding algorithm described in Section 7.4. Theorem 8 shows that $H_P$ can be used directly in a SPA decoder. However, $H_P$ has a number of redundant rows. The number of independent rows for any parity-check matrix of $C_P$ should be $n_1n_2-k_1k_2$ but the number of rows in $H_P$ is $m_P = 2n_1n_2-n_1k_2-n_2k_1$. The difference of these values shows that the number of redundant rows is $(n_1-k_1)(n_2-k_2)$. From Section 7.1, this is precisely the number of checks on checks. This redundancy gives the structure of $H_P$. There is the option to puncture the checks on checks bits. If chosen to do so, the minimum distance of this incomplete product code will be reduced to $d_{\min P} = d_{\min 1} + d_{\min 2} - 1$, however the code rate will improve. A possibly more efficient decoder is the following.

7.5.1 Two-Stage LDPC Product Code Decoder

A product code decoder for the AWGN channel can be developed based on the following concept. Use component LDPC SPA decoders that will be coordinated such that APP information estimates at the output of one component LDPC SPA decoder will be interleaved and used as priors to the other component LDPC SPA decoder. A complete processing of both decoders form a full decoding iteration. Perform multiple iterations until the decoder finds a codeword or until a maximum iteration has been achieved. By doing so, the LDPC product codes require much less resources, since the codeword is composed of multiple smaller codewords that can be decoded with one single implementation. Therefore the complexity is reduced by a fraction of the total code length. A block diagram for a two component product LDPC SPA decoder is shown in Figure 7.4. The $C_1$ decoder accepts, as priors, LLR channel inputs (defined in Section 3.5) and produces an estimate APP measure after one (or more) complete $C_1$ component decode. Then the APP measure is re-ordered
so that $C_2$ codewords are formed sequentially. The $C_2$ decoder accepts the re-ordered APP measure and produces an updated APP measure based on one (or more) complete $C_2$ component decode. This update gets re-ordered back to the original form, i.e. sequential $C_1$ codewords. Then a syndrome calculation based on $C_p$ is performed to check for a valid codeword or if a maximum number of iterations has been reached. If this condition has occurred then output the estimated codeword, else start (or iterate) the process over again with the re-ordered updated APP measures from $C_2$ decoder as priors to the $C_1$ decoder.

![Diagram](image.png)

Figure 7.4: Two-Stage LDPC Product Code Decoder

Having analyzed the burst erasure correcting capability and showed that product codes
with constituent LDPC codes meet the RCC, novel decoders for correcting burst erasures and for the AWGN channel are presented. In the next section, examples of this class of codes with simulations and analyses are discussed.

7.6 Product LDPC Code Examples and Results

Simulations in AWGN were performed with 3 types of component linear block codes: 1) a code rate $r_c = 0.686$ Euclidean Geometry $C_{EG}^{(1)}(2, 0, 4) (255, 175)$ LDPC code \cite{18} pp. 860-866 with a zero-covering span $\delta = 55$, 2) a code rate $r_c = 0.686$ PEG (255, 175) LDPC code of column weight 4 \cite{65} with a zero-covering span $\delta = 28$, and 3) a code rate $r_c = 0.984$ (64, 63) single parity-check code (SPC) \cite{18} pp. 94-95 with a zero-covering span $\delta = 0$. The (64, 63) SPC code consists of a single row of 64 ones for the parity-check matrix. Although it is not strictly an LDPC code since there are only non-zero components, it does not have any cycles but does have a low minimum distance of 2. The SPC code was selected as a second component code to the EG or PEG code to keep the product code rate as high as possible while keeping the overall length of the code around 16K bits. This is considered a medium to large block size in the literature and would help keep simulation time manageable. The maximum number of iterations was set to 50 for component EG decoding and 50 for component PEG decoding, with the overall maximum number of iterations for product code decoding set to 50.

First, the EG and PEG codes by themselves are simulated with the SPA to establish a performance baseline. Figure 7.5 is a plot of the bit error rate (BER) and the block error rate (BLER) of the EG (255, 175) code. Figure 7.6 is a plot of the BER and BLER for the PEG (255, 175) code. The EG code is the better performing code in terms of BER and BLER with about a 0.8 dB improvement at 1e-6 BER.

These codes are now used in the product LDPC decoder as described above. Figure 7.7 shows the PEG code when used as a (65025, 30625) product LDPC code at a product code
Figure 7.5: EG (255,175) LDPC Code with SPA in AWGN Channel

Figure 7.6: PEG (255,175) Code with SPA in AWGN Channel
rate of \( r_c = 0.471 \). The results indicate that product decoder has 1.2 dB improvement at 1e-6 BER over the PEG code alone while incurring a rate loss using the product code. There is also a significant error floor that starts at 3.5 dB. The EG (255,175) code, on the other hand, makes a better argument for the product code. The simulations indicate, see Figure 7.8 that the (65025,30625) EG product code of rate \( r_c = 0.471 \) can provide near-error free performance after 3.4 dB while the slope of the baseline EG code alone is lower and will need more signal power to achieve the same error rate. Also, comparing the EG product code versus the PEG product code, the EG product code is superior at \( \geq 3.4 \) dB.

![PEG (255,175)×PEG (255,175) Error Performance](image.png)

Figure 7.7: PEG (255,175)×PEG (255,175) in AWGN Channel

Figures 7.9 and 7.10 show the PEG×SPC rate \( r_c = 0.676 \) (16320,11025) product code and the EG×SPC rate \( r_c = 0.676 \) (16320,11025) product code, respectively. The PEG×SPC product code performs marginally better than the PEG code alone and worse than the PEG×PEG product code at 1e-6 BER with a noticeable crossover at around 2e-7 BER. The EG×SPC product performs slightly better than the EG (255,175) alone with a small
rate loss and small hardware penalty for the additional SPC decoder.

According to Theorem [10] any code can improve its burst correction performance and correct multiple bursts by its use in a product code. That is, a product code has the erasure correction capability of a single burst of size $b_{A_2} = n_1(\delta_2 + 1)$ or a multiple erasure burst correcting capability of $b_{A_1} = n_2(\delta_1 + 1)$. For the PEG codes where $\delta = 28$, the PEG×PEG product code can correct a large erasure burst totaling $b_{A_2} = 255(28 + 1) = 7,395$ bits or $b_{A_1} = 255$ multiple bursts of length 29 bits and PEG×SPC product code can correct one large burst of $b_{A_2} = 255(0+1) = 255$ bits or $b_{A_1} = 64$ multiple bursts of length $(28+1) = 29$ bits. For the EG codes where $\delta = 55$, the EG×EG product code can correct a large erasure burst totaling $b_{A_2} = 255(55 + 1) = 14,288$ bits or $b_{A_1} = 255$ multiple bursts of length 56 bits and EG×SPC product code can correct one large burst of $b_{A_2} = 255(0+1) = 255$ bits or $b_{A_1} = 64$ multiple bursts of length $(55 + 1) = 56$ bits. This is even more rationale for using either the EG×EG product or the EG×SPC product. Not only do the EG product codes show good AWGN performance, but they perform very well for multiple phased-burst erasure correction and their overall performance are better than the PEG product.
Figure 7.9: PEG (255,175) × SPC (64,63) in AWGN Channel

Figure 7.10: EG (255,175) × SPC (64,63) in AWGN Channel
codes.
Chapter 8: Conclusion

In Chapters 4 and 5, we successfully analyzed the ensemble of randomly generated left regular LDPC codes with parity-check matrices of constant column weights. We showed that the mean for Zero-covering span profile $\delta^F_l$ PMF does not change appreciably with increasing block sizes. And these Zero-covering span profiles $\delta^F_l$ can have much larger means than their Correctible profiles $\gamma^F_l$ means. Moreover, the Correctible profile $\gamma^F_l$ under the RED algorithm as well as the Zero-covering span profile $\delta^F_l$ performance are a function of column weight of the parity-check matrix. We also demonstrated that the mean for the Correctible profile $\gamma^F_l$ does reduce with increasing block size. However, for the asymptotic case as the block size grows to infinity, it is proved that these codes are good for burst erasure correction. Additionally, these LDPC codes have very large average zero-covering spans. This indicates that there might be other algorithms yet to be explored that can take advantage of the large spans without the decoder failures presented by the RED algorithm. One possibility is the use of the Forward-Backward Algorithm described in [57]. However the forward-backward Correctible profile PMF is much harder to analyze. Furthermore, we demonstrated that given a specific set of parameters, i.e. block length, parity-check matrix density, and rate; and through random construction, it’s quite easy to design an ensemble that will, on the average, correct a burst of a specific number of erasures using a very low complexity decoder. And we showed that the analyses presented are very accurate in predicting the average ensemble performance. In addition, the expurgated ensemble was analyzed and it was found that it performs better than the unexpurgated ensemble. And that the use of the expurgated ensemble is the recommended choice for code design.

In Chapters 6 and 7, we presented two methods for flexible algebraic constructions of multiple phased-burst errors and erasures correcting superposition LDPC codes, which also
have good performances in the AWGN channels and erasure channels. It is shown that in the first construction, the phased-burst erasures correcting capability is not only lower bounded by column weights, but also lower bounded by stopping sets. Also, it is shown that by using simple majority logic decoding, powerful MPBC coding can be designed. We demonstrated how well these codes are constructed by comparing them to two lower bounds constructed for MPBC coding, one based on a strict definition of a phase burst with an error free gap and another without the gap distinction. In both cases, the codes presented here are tight with these bounds and demonstrate that these are very efficient in coding rate for MPBC correction. It is shown that the bound with the gap distinction is a generalization of the Abramson bound for single burst correction. In addition, a novel burst erasure decoder that exploits the zero-span characteristics of product LDPC codes was presented. These codes can easily be designed to decode a large single erasure burst or multiple smaller phased erasure bursts. It was demonstrated that product codes based on constituent LDPC codes are also LDPC codes. Simulations were performed for two example LDPC Product Codes over the BEC. The results indicate that the erasure performances approach the channel capacity. A novel iterative SPA decoding based on component LDPC decoders was developed and its performance was demonstrated.

Overall, this dissertation is proof that we were successful in achieving our goals of finding novel approaches to solving the classical problem of burst erasure/error correction. We based our search on LDPC codes and showed that LDPC can in fact lead to simple implementations for decoding, i.e. the RED algorithm, OSMLD and component SPAs; as well as encoding, i.e. superposition with cyclic encoders and product encoding, while providing near theoretical performance with our bounds. We also showed that code design can be accomplished simply with random construction or superposition construction and still achieve excellent performance. Ultimately, we achieved our main goal of designing codes or designing simple coding techniques that can correct a burst or average burst erasure/error for specified length of a particular block size.
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