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Abstract

The convex hull problem is an important problem in computational geometry with such diverse applications as clustering, robot motion planning, convex relaxation, image processing, collision detection, infectious disease tracking, nuclear leak tracking, extent estimation, among many others.

The convex hull is a well-studied problem with a large body of results and algorithms in a variety of contexts. In this thesis, we consider three contexts: when only an approximate convex hull is required, when the input points come from a (potentially unbounded) data stream, and when layers of concentric convex hulls are required.

The first context applies when input point sets may contain errors from noise or from rounding, or when the accuracy provided by exact algorithms are simply not required. This thesis proposes a framework for examining convex hull approximation algorithms so that they can be better compared. The framework is then used to assess a number of existing algorithms and new algorithms proposed in the thesis. This framework can help an engineer to select the most appropriate algorithm for their scenario and to analyze new algorithms for this problem. Moreover, our new algorithms exhibit better space, time, and error bounds than existing ones.
The second context applies to a base station in a wireless sensor network that receives incoming input points and must maintain a running convex hull within a memory constraint. This thesis proposes a new streaming algorithm that processes each point in time $O(\log k)$ where $k$ is the memory constraint, while maintaining very good accuracy.

And finally, the last context applies when all the convex layers are sought. This has a variety of applications from robust estimation to pattern recognition. Existing algorithms for this problem either do not achieve optimal $O(n \log n)$ runtime and linear space, or are overly complex and difficult to implement and use in practice. This thesis remedies this situation by proposing a novel algorithm that is both simple and optimal. The simplicity is achieved by independently computing four sets of monotone convex layers in $O(n \log n)$ time and linear space. These are then merged together in $O(n \log n)$ time.
Chapter 1: Introduction

This thesis addresses three problems – convex hull approximation, streaming algorithms for the convex hull, and the convex layers problem. Since the convex hull is central to the three problems, we begin by summarizing known results about the convex hull. We then briefly introduce each of the three problems.

1.1 Convex Hull

The convex hull of a finite point set $S$ in a Euclidean space, often denoted as $\text{conv}(S)$, can be defined as the intersection of all half-spaces that contain $S$. An equivalent definition for the convex hull is as the union of all convex combinations of the elements of $S$. There are more definitions of the convex hull that are all provably equivalent to each other (see for instance [44]).

The convex hull problem is to compute the convex hull of a given set of points. The convex hull problem occurs as a subproblem in a large number of computational geometry, computer graphics, computational statistics, image processing and even spatial database and optimization problems.

Several exact algorithms for finding the convex hull have been proposed. These algorithms can be broadly categorized as either offline, where all the points in $S$ are available prior to computing $\text{conv}(S)$, or online, where the points arrive incrementally.

Efficient offline algorithms typically run in $O(n \log n)$ [23, 47]. At first, it was thought that this was the best that could be achieved, until optimal output sensitive algorithms were discovered. An algorithm whose complexity depends on the size of the output is

\[\lambda_i \geq 0 \quad \text{and} \quad \sum_{i=1}^{m} \lambda_i = 1.\]

\[\sum_{i=1}^{m} \lambda_i \]

\[\sum_{i=1}^{m} \lambda_i \]

1. Recall that a convex combination of $m$ points, $p_1, p_2, \ldots, p_m$, is defined as any point $p$ satisfying $p = \sum_{i=1}^{m} \lambda_i p_i$ such that each $\lambda_i \geq 0$ and $\sum_{i=1}^{m} \lambda_i = 1$. 

1
termed *output-sensitive*. One of the earliest output-sensitive algorithms is Jarvis march which runs in \( O(nk) \) time \([32]\), where \( k \leq n \) is the number of points on the hull. A few output-sensitive algorithms run in \( O(n \log k) \) \([37, 12]\). It is easy to see that when the output vertices of a convex hull algorithm are required to be in a sorted order, the sorting problem can be reduced to the convex hull problem. This directly suggests a lower bound of \( \Omega(n \log n) \). Yao \([58]\) proved \( \Omega(n \log n) \) worst-case lower bound for the general convex hull problem, by showing that ternary decision trees for this problem have \( n! \) leaves and thus, \( \Omega(n \log n) \) height.

In fact, sorting algorithms have often inspired new convex hull algorithms. For instance, the quickhull \([22, 10]\) algorithm drew inspiration from quick sort and the divide-and-conquer algorithm of Preparata and Hong \([47]\) could have been appropriately named merge hull for its resemblance to merge sort. Jarvis march reminds us of selection sort, while Graham scan is somewhat reminiscent of insertion sort.

There is, however, one crucial difference between the convex hull and sorting. In the sorting problem, every element of the input ends up in the output. This contrasts with the convex hull problem where not every input point necessarily remains in the output.

### 1.2 Convex Hull Approximation

When dealing with input point sets that are themselves approximate, a fast convex hull approximation algorithm might be more practical as long as the approximation error is reasonably bounded. We shall have a lot more to say about convex hull approximation algorithms and their error bounds in Chapter\(^2\)

### 1.3 Streaming Algorithms for the Convex Hull

An algorithm is called *online*, if it gets its input data a piece at a time and must compute a partial result, which it updates while the rest of the input comes through. Preparata \([46]\)
proposed a $\Theta(n \log n)$ online realtime algorithm that incrementally updates its current convex hull with each arrival of a new point in $O(\log n)$ time. Preparata’s algorithm improves on Shamos’s algorithm, which, though also runs in $\Theta(n \log n)$, could only process new points in time $O((\log n)^2)$ [46]. Another optimal online algorithm was later discovered by Kallay [33]. There are also algorithms that run in $O(n)$ expected time [5, 22, 4] for planar and 3D point sets, if the point sets satisfy certain conditions, such as being uniformly distributed.

Online algorithms that are further restricted by how much memory they are allowed (i.e. a memory budget) are called streaming algorithms. Thus results that require more memory than the allowed budget must make decisions on what is worth keeping and what must be discarded. An example of a streaming algorithm for the convex hull is Hershberger and Suri’s algorithm [28, 30, 29]. Their algorithm maintains extreme points in $k$ uniformly spaced directions and another $k$ extreme points in adaptively sampled directions. Their algorithm has a distance error of $O(1/k^2)$. This distance is defined as the height of the tallest uncertainty triangle. The uncertainty triangle of an edge $e_i$ is the triangle formed by extending its immediate neighbor edges $e_{i-1}$ and $e_{i+1}$ until they meet, assuming all such triangles are bounded. Chapter 3 introduces streaming algorithms and proposes a new convex hull streaming algorithm.

1.4 Convex Layers

The convex layers problem, also known as the onion peeling problem, can be defined as follows: Given a set of points $P$ in the plane, construct a set of non-intersecting convex polygons, such as would be constructed by iteratively constructing the convex hull of the points left after all points on all previously constructed convex polygons are deleted. Figure 1.1 is an example of the convex layers for a set of forty-five randomly-generated points. Convex layers will be discussed further in Chapter 4.
1.5 Organization of Thesis

The next three chapters present the contributions of this thesis. Chapter 2 introduces an analytical framework for describing convex hull approximation algorithms and then applies the framework to a number of published algorithms as well as to new algorithms proposed in this thesis. Chapter 3 presents a new streaming algorithm for the convex hull and analyzes its runtime and error bounds. Chapter 4 presents a new simple algorithm for the convex layers problem, and presents correctness and optimality proofs. Finally, Chapter 5 concludes the dissertation.
Chapter 2: Convex Hull Approximation

This chapter introduces the problem of approximating convex hulls. The convex hull of a finite set of points $P \subset \mathbb{R}^2$ is the smallest simple polygon that contains $P$. In Section 2.1, we introduce the problem, present our contributions in Section 2.2, and conclude the chapter in Section 2.3.

2.1 Introduction

In many domains, where the convex hull is applied, point sets may contain errors from noise or from rounding. In either case, it might be more desirable to compute an approximate hull using a very fast algorithm than to compute an exact one using a costlier algorithm as long as the approximation error is reasonably bounded.

2.2 Contributions

The contributions in this chapter are of two types. The first is a proposed analytical framework for describing convex hull approximation algorithms using a common set of attributes. This framework is then applied to a number of algorithms found in the literature with the goal that these algorithms can be better compared, and gaps in published knowledge about them discovered and filled. The second type of contributions proposed are new algorithms with improved runtime and error bounds.
2.2.1 Framework for Approximate Convex Hull Algorithms

This section proposes a common framework for discussing known approximation algorithms for the convex hull, with the goal that these algorithms can be more easily compared.

**Underlying Convex Hull Definition.** Often, convex hull algorithms derive directly from one of the many equivalent definitions of the convex hull. This attribute is used to map algorithms to definitions that could have inspired them, even if so only in hindsight. The algorithms have been mostly inspired by two of the definitions of the convex hull mentioned above – the convex hull defined as the intersection of half-planes (*intersection idea*) and as the union of convex combinations (*union idea*).

**Hull Approximation Type.** Does the algorithm compute an inner, an outer, or a mid-hull?

**Analogous Sorting Algorithm.** Sorting algorithms also often inform convex hull algorithms. Is there such a mapping? If yes, what is the mapping for a convex hull approximation algorithm?

**Generalization to d-space.** How well does an algorithm generalize to higher dimensions?

**Input Space.** What assumptions does the algorithm make about the input space? Does the algorithm work only with integer coordinates or does it apply more generally? Does the algorithm have corner cases, that might lead it to fail for some classes of inputs? What are these classes of inputs and how could such degeneracies be handled?

**Complexity.** What are the time- and space-complexities of a convex hull approximation algorithm?

**Accuracy Measures.** How good is an algorithm in terms of accuracy under various accuracy measures?

**Parallelizability.** How easily can the algorithm be parallelized?
Streaming model. Can this algorithm process streaming data, where input points arrive one at a time and memory is limited? If not, how easily can it be adapted to handle streaming data?

All the algorithms discussed below fit into one of two models shown in Algorithm 2.1 and Algorithm 2.2 below. Individual algorithms, however, differ in how each algorithm defines the ComputeSubset\((S, k)\) or the ComputeHalfPlanes\((S, k)\) functions.

Note that algorithms that follow the ComputeSubset model tend to be inner hulls, while those following the ComputeHalfPlanes model tend to be outer hulls.

---

**Algorithm 2.1: APPROX\text{SUBSET}(S, k)**

- **Input**: A point set \(S\) and a parameter \(k \geq 3\)
- **Output**: The vertex set of an approximate convex hull of \(S\) in sorted order
  - ▶ Compute a subset, \(L\), of \(S\)
  1. \(L \leftarrow \text{COMPUTE}\text{SUBSET}(S, k)\)
  - ▶ Return the convex hull of \(L\), computed with a linear-time convex hull algorithm
  2. \(\text{return } \text{conv}(L)\)

---

**Algorithm 2.2: APPROX\text{HALFPLANES}(S, k)**

- **Input**: A point set \(S\) and a parameter \(k \geq 3\)
- **Output**: The vertex set of an approximate convex hull of \(S\) in sorted order
  - ▶ Compute the half-planes of \(S\), \(H = \{h_i : h_i \text{ is a half-plane containing } S\}\)
  1. \(H \leftarrow \text{COMPUTE}\text{HALFPLANES}(S, k)\)
  - ▶ Return the intersection of the half-planes \(H\).
  2. \(\text{return } \bigcap_i(h_i)\)

---

1Models such as these are sometimes called control abstractions, or meta-algorithms.
2.2.1.1 Accuracy Measures

Approximate convex hull algorithms have been evaluated using a number of accuracy measures. These measures usually come in two forms:

**Relative Distance Measure.** Given a finite point set $S$, let $P$ be the vertices of $\text{conv}(S)$ and $P'$ the vertices of $\text{conv}^*(S)$ where $\text{conv}^*(S)$ denotes some approximate convex hull of $S$. The relative distance measure of $P$ to $P'$ is defined as:

$$ err_{\delta, \text{diam}}(P, P') = \frac{\delta(P, P')}{\text{diam}(P)} $$  \hfill (2.2.1)

i.e. the distance between the true hull and the approximate hull relative to the diameter of $S$. The distance $\delta(\cdot, \cdot)$ most commonly used is the Hausdorff distance$^2$.

**Relative Extent.** Let $P$ and $P'$ be similarly defined as above. We define the relative extent measure between $P$ and $P'$ with respect to an extent measure $g$ as follows:

$$ err_g(P, P') = \frac{|g(P) - g(P')|}{g(P)} $$  \hfill (2.2.2)

where $g(\cdot)$ is some extent measure of the given point set, such as diameter, area, or even cardinality. For instance, if we define the function $g$ as the area, then the relative area measure for approximating a convex polygon $P$ by $P'$ can be expressed as follows:

$$ err_{\text{area}}(P, P') = \frac{|\text{area}(P) - \text{area}(P')|}{\text{area}(P)} $$  \hfill (2.2.3)

---

$^2$The Hausdorff distance from a finite point set $P$ to another $Q$, $\delta(P, Q)$ is the maximum distance between any point in $P$ to its nearest point in $Q$, i.e. $\delta(P, Q) = \max(\max_{p \in P} \min_{q \in Q} \|p - q\|, \max_{q \in Q} \min_{p \in P} \|q - p\|)$. 

Another interesting question immediately comes to mind here: Can we analyze these algorithms using a common template, including a common set of accuracy measures?

2.2.2 Approximate Convex Hull Algorithms

This section uses the framework presented above to discuss several published convex hull approximation algorithms.

2.2.2.1 Klette’s Algorithm [38]

Klette [38] describes two kinds of approximate convex hulls: an outer and an inner hull. The inner hull, true to its name, is wholly contained in the exact hull. Its vertices form a subset of those of the exact convex hull. The outer hull always contains the exact convex hull. Klette’s algorithm, presented in Algorithm 2.3 below[3], takes an integer k and a point set S as input parameters. It starts out by constructing k directions \( \Delta = \{0, \frac{1}{k} 2\pi, \frac{2}{k} 2\pi, \cdots, \frac{k-1}{k} 2\pi\} \).

An extreme point \( p_i \) for a direction \( \alpha_i \in \Delta \) is a point such that the line \( l_{\alpha_i} \), perpendicular to the direction \( \alpha_i \), passing through \( p_i \) divides the plane into two half-planes one of which wholly contains \( S \). The set of extreme points for all the directions forms the vertex set for the approximate inner hull \( A_k \). The intersection of the half-planes forms the outer hull \( H_k \).

Because the extreme points \( p_i \) found this way are not necessarily distinct, both \( A_k \) and \( H_k \) might actually have cardinalities smaller than \( k \).

Below, we discuss Klette’s algorithm using the framework given earlier in Section 2.2.2.

Underlying Convex Hull Definition. Klette’s inner hull approximation algorithm uses the idea of union of convex combinations (simplices), while his outer hull approximation uses that of intersection of half-planes.

Hull Approximation Type. Klette defined both an inner and an outer hull approximation in his paper.

[3] Note that Algorithm 2.3 along with Algorithm 2.1 only compute the inner hull.
Algorithm 2.3: \textsc{ComputeSubset}(S, k)

\textbf{Input}: A point set $S$ and a parameter $k \geq 3$

\textbf{Output}: A subset of $S$

1. $L \leftarrow \emptyset$
2. foreach $\alpha \in \{ \frac{2\pi}{k} i | i \in [0, k−1] \}$ do
3. \hspace{1em} Get the points $P$ that are extreme in direction $\alpha$
4. \hspace{1em} $L \leftarrow L \cup P$
\hspace{1em} $\triangleright$ Return the subset $L$
5. return $L$

Figure 2.1: A sample run using $|S| = 10$, $k = 4$.

**Analogous Sorting Algorithm.** The operation of selecting the maximum length point along each direction reminds one of selection sort. However, the consideration of $k$ directions is reminiscent of bucket sort. It seems this algorithm does not fit into a single sorting “bucket”.

**Generalization to $d$-space.** Klette’s algorithm was rediscovered some fifteen years later by Xu et al.\cite{57} in 1998 and generalized to higher dimensions and to real inputs.
Input Space. As originally presented, Klette’s algorithm assumes the input points have integer coordinates \[^4\] however, the algorithm can be made to work with arbitrary precision points as demonstrated by Xu et al \[^57\] in their generalization of the algorithm to higher dimensions.

Complexity. Klette’s algorithm runs in $O(nk)$ time. Kim and Stojmenovic \[^36\] suggest ways to improve it to $O(n \log k)$ worst-case and $O(n + \sqrt{n} \log k)$ average-case time. The approach is to start with $d = 2$ directions and double the number of directions repeatedly until $d \geq k$.

Klette proved that the inner hull always converges to the true hull given a large enough number of directions. Žunić \[^55\] found that $m^2$ directions are necessary to guarantee convergence, where $m$ is the diameter of the point set (i.e. the maximum number of grid cells orthogonally spanned by the point set). Another interesting property of the inner hull is that all the vertices of the inner hull $V(A_k(S))$ are vertices

\[^4\]Point sets with integer coordinates are sometime called grid or digital point sets.
of the exact hull $V(\text{conv}(S))$ (i.e. $V(A_k(S)) \subseteq V(\text{conv}(S))$).

Accuracy Measures. Klette reports that empirically, the inner hull algorithms perform extremely well under the area measure

$$\frac{\text{area}(A_k(S))}{\text{area}(\text{conv}(S))} = .977$$

on average for $k = 8$ and point set of sizes ranging from 11 to 5175. A sample output from our implementation of this algorithm is shown in Figure 2.1 in comparison with an exact convex hull algorithm and a randomized version where the $k$ directions are randomly generated. For this particular run, we found the area ratios 0.996862 and 0.976057 for the Klette and the randomized Klette respectively.

Notwithstanding these empirical results, the worst-case relative distance error is $\tan(1/k)$ [36]. Since $1/k \in (0, 1]$, the relative distance error is no greater than than $\tan(1.0) \approx 0.0174$.

The area error bound is $O(1)$ [36].

Parallelizability. The computations for each direction $\alpha$ in Algorithm COMPUTE_SUBSET Algorithm 2.3 can be done independently and thus handed off to a different processor. This will result in a parallel runtime of $T_p = O\left(\frac{nk}{p}\right)$, where $p$ is the number of processors in a PRAM model of computation.

Streaming model. Klette’s algorithm assumes that the whole input point set is available to the algorithm, so it does not fit into the streaming model.

2.2.2.2 Bentley et al.’s Algorithm [3]

The algorithm of Bentley, Faust and Preparata is one of the earliest published for this problem. Given a point set $S \in \mathbb{R}^2$ and a parameter $k$, the algorithm finds the two points
with the minimum and maximum $x$-coordinates (ties split using the $y$-coordinates) and adds them to its subset $L$. It then splits the point set into $k$ vertical strips, each of width $\text{diam}(S)/k$, where $\text{diam}(S)$ denotes the diameter of $S$. Within each strip, the algorithm finds the two extreme points with the minimum and maximum $y$-coordinates and adds them to $L$. Finally, the algorithm computes the convex hull of $L$ using a version of Graham’s scan that skips the sorting step. The pseudocode for the algorithm is given in Algorithm 2.4.

**Algorithm 2.4: COMPUTE_SUBSET($S, k$) in Bentley et al.’s Algorithm**

- **Input**: A point set $S$ and a parameter $k \geq 3$
- **Output**: A subset of $S$

1. $L \leftarrow \emptyset$
2. $p_{\text{max}} = \operatorname{argmax}_{p_i = (x_i, y_i) \in S} x_i$
3. $p_{\text{min}} = \operatorname{argmin}_{p_i = (x_i, y_i) \in S} x_i$
4. $L = L \cup \{p_{\text{min}}, p_{\text{max}}\}$
   - ▶ Initialize each strip’s extreme points
5. foreach $i \in [1, 2, \cdots, k]$ do
6.   $p_{\text{min}}_{s_i} = (\infty, \infty), p_{\text{max}}_{s_i} = (-\infty, -\infty)$
7. foreach $p \in S$ do
8.   $i = \left\lfloor \frac{1}{k} (p.x - p_{\text{min}}.x)(p_{\text{max}}.x - p_{\text{min}}.x) \right\rfloor$
9.   $p_{\text{min}}_{s_i} \leftarrow \operatorname{argmin}_{v \in \{p, p_{\text{min}}_{s_i}\}} y_v$
10. $p_{\text{max}}_{s_i} \leftarrow \operatorname{argmax}_{v \in \{p, p_{\text{max}}_{s_i}\}} y_v$
11. foreach $i \in [1, 2, \cdots, k]$ do
12.   $L \leftarrow L \cup \{p_{\text{min}}_{s_i}, p_{\text{max}}_{s_i}\}$
   - ▶ Return the subset $L$
13. return $L$

**Underlying Convex Hull Definition.** Union idea – union of convex combinations.

**Hull Approximation Type.** This algorithm is clearly an inner hull algorithm.
The authors also suggested an outer hull version as well as a “mid”-hull version. The outer hull version essentially replaces each extreme point \( p = (x, y) \) with two new points \( p_l = (x_l, y) \) and \( p_u = (x_r, y) \), where \( x_l \) is the \( x \)-coordinate of the left boundary of the strip containing \( p \) and \( x_r \) that of the right boundary. This amounts to essentially adding the four corners of the minimum enclosing box for each strip to the subset.

The “mid”-hull is constructed by shifting each extreme point horizontally so that they lie in the center of their respective strip. This variant is noted to have a slightly smaller distance error ratio of \( 1/2k \) rather than \( 1/k \).

**Analogous Sorting Algorithm.** Clearly, this algorithm resembles bucket sort, since it splits the point into vertical strips, which is similar to the idea of buckets in bucket sort.

**Generalization to \( d \)-space.** Bentley et al. discussed a generalization of their algorithm to \( d \)-space. The key idea here is to generate \( k + 2 \) strips along each of the dimensions \( 1, 2, \cdots, d - 1 \) and then find the extreme points in the \( d \) dimension to obtain \( L \).

**Input Space.** The input space is \( \mathbb{R}^2 \), but can be generalized to support \( \mathbb{R}^n \).

**Complexity.** The time and space complexity of Bentley et al.’s algorithm is \( \mathcal{O}(n + k) \) and \( \mathcal{O}(n) \) respectively.

When generalized to \( d \)-dimensional space, it runs in \( \mathcal{O}(n + g(k, d)) \) time and \( \mathcal{O}(k^{d-1}) \) storage, where \( g(k, d) \) is the time-complexity for computing the convex hull of \( k \) points in \( d \)-space. In 3-dimensional space, \( g(k, 3) = \mathcal{O}(k^2 \log k) \). For \( d > 3 \), the best worst-case \( g(n, k) \) known is due to Chazelle [16] and runs in \( \mathcal{O}(n \log n + n^{[d/2]}) \) time. Unlike in the planar case, there is no known algorithm that takes advantage of the existing ordering in \( L \) to compute the convex hull faster than \( \mathcal{O}(n \log n + n^{[d/2]}) \), which is optimal in the worst-case [16].
**Accuracy Measures.** Bentley et al. showed a relative distance error bound of $O(1/k)$. The area error bound is $\Theta(1)$\cite{36}, as shown in Figure 2.3.

![Figure 2.3: Area Approximation Error of Bentley et al.’s Algorithm](image)

Note that the algorithm of Bentley et al. as well as that of Soisalon-Soininen’s algorithm \cite{52,53} will both return the line segment $ab$ as the approximate hull, whereas the exact hull is the trapezoid $abcd$, thus giving a worst-case relative area error of $\Theta(1)$.

**Parallelizability.** This algorithm is easy to parallelize since the processing of each strip is independent and can thus be delegated to a different processor.

**Streaming model.** Bentley’s algorithm as defined assumes that the whole point set is known at the start of the algorithm. However, we only need the point set in order to compute the $x$-range of the input point set. In the streaming model, this information
is not fully known until all the points have been seen. A two-pass streaming algorithm can be devised however, where the first pass computes the extrema of the point set, so that the strip width can be computed and the second pass computes the subset two per strip and finally the approximate hull is then computed from the subset. The parameter \( k \) can be understood to be the memory budget of the streaming algorithm.

**Miscellaneous Issues.** Kim and Stojmenovic [36] proposed two approximate hull algorithms — one of which is an extension of Bentley et al.’s. The only difference between this algorithm and that of Bentley et al. is that in computing the extreme points within each vertical strip, it takes the points that are farthest above or farthest below the line segment connecting the horizontal extreme points.

Soisalon-Soininen’s algorithm [52, 53] improved slightly on Bentley et al.’s algorithm by splitting the point set both vertically into \( k_1 \) strips as well as horizontally into \( k_2 \) strips. The algorithm starts by finding the two extreme points along the horizontal axis \( x_{min} \) and \( x_{max} \), and the two along the vertical axis \( y_{min} \) and \( y_{max} \). Then it splits the point set into \( k_1 \) vertical strips and then into \( k_2 \) horizontal strips. Next, it computes the vertical subset \( L_1 \) as the set of extreme points within the vertical strips. It also computes \( L_2 \) as the extreme points along the horizontal strips. The intricate part of the algorithm is the merging of \( L_1 \) and \( L_2 \) to form the subset for the entire point set \( L \) in sorted order. This is achieved by first finding a common point between the \( L_1 \) and \( L_2 \) at the corners and then filtering out the points that are farther in to make it into the convex hull of the merged set. Finally, it computes \( \text{conv}(L) \) using an exact algorithm just as is done in Bentley et al.’s.

This algorithm runs in time \( O(n + k) \) where \( k = \max(k_1, k_2) \) and uses \( O(k) \) space, not counting the input. The paper proved that the Hausdorff distance from the true hull to the approximate hull produced by this algorithm is no more than \( \sqrt{2}/2k \) of the diameter of the input point set.
2.2.2.3 Žunić’s Algorithm \[55\]

This algorithm is an extension of Jarvis march. It constructs both an outer and an inner hull approximation. It starts out by constructing an axis-parallel bounding box of the point set $S$. Denote the four corners of the bounding box by $t_i$ where $i = 1, 2, 3, 4$. Thus, in the first iteration, the vertices of the approximate convex hull, $V_1$, consist of these four corners as well as any other points lying on the four sides of the bounding box and adjacent to the four corners. In other words, $V_1 = \{t_1, \cdots, t_4\} \cup \{l_1, \cdots, l_4, r_1, \cdots, r_4\}$, where $l_i$ ($r_i$) is the point adjacent to vertex $t_i$ on the left (right). Note that some of the $l_i$’s might coincide with the $r_i$’s.

The algorithm proceeds by successively replacing each $t_i$ with three points, $l_i', t_i', r_i'$, from within the triangle $l_it_iri$. The point $l_i'$ ($r_i'$) is the point that maximizes the angle $\measuredangle(l_i, l_i', r_i)$ ($\measuredangle(r_i', r_i, l_i)$). The point $t_i'$ is the point of intersection of the two line segments $l_il_i'$ and $r_ir_i'$.

**Underlying Convex Hull Definition.** Intersection of half planes.

**Hull Approximation Type.** Since the approximate convex hull computed by the above algorithm contains points $t_i$, which are not necessarily points from $S$, it is clearly an outer hull approximation. In order to compute an inner hull, the algorithm simply takes the outer hull $V_k$ and computes the inner hull as $\text{conv}(V_k \setminus \{t_i\})$, $i \in [1, \cdots, 4]$.

**Analogous Sorting Algorithm.** Underlying sorting algorithm is selection sort.

**Generalization to $d$-space.** The generalization to arbitrary dimension follows from the generality of the gift-wrapping paradigm that informs the Jarvis march \[14\].

**Input Space.** The original algorithm was designed for grid points, so the input space is $\mathbb{Z}^2$, but can be generalized to support $\mathbb{R}^n$.

**Complexity.** This algorithm runs in $\mathcal{O}(kn)$ time and $\mathcal{O}(n)$ space, where $k$ is the number of refinement iterations taken by the algorithm.
Accuracy Measures. The relative distance error and the area error are shown to be $O(1)$ by Kim and Stojmerovic [36].

Parallelizability. The gift-wrapping paradigm is inherently sequential, as each iteration depends on the output of the previous one.

Streaming model. The algorithm assumes that the entire point set is available at the outset, so that its bounding box can be computed, and then its bounding 8-gon, and so on. In the streaming model such structures cannot be reliably computed until all the points have been seen.

2.2.2.4 Kim and Stojmenovic's Algorithms [36]

Kim and Stojmenovic [36] proposed two approximate hull algorithms — one of which is an extension of Bentley et al.’s. The only difference between this algorithm and that of Bentley et al. is that in computing the extreme points within each vertical strip, it takes the points that are farthest above and below from the line segment connecting the horizontal extreme points.

The second algorithm in the work of Kim and Stojmenovic [36] is an adaptation of quickhull [22, 10]. This algorithm is essentially the quickhull algorithm, but breaking out at the $k$-th iteration or recursive depth. This second algorithm is analyzed using our framework below.

Underlying Convex Hull Definition. Intersection of half-planes.

Hull Approximation Type. Inner hull.

Analogous Sorting Algorithm. Quick sort.

Generalization to $d$-space. Generalizable to $d$-space, since it is essentially quickhull, with fewer iterations or recursive depth.

Input Space. The input space is the real plane, $\mathbb{R}^2$. 
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Complexity. $O(n \log k)$ worst-case time.

Accuracy Measures. Both the relative distance and area error bounds are $O\left(\frac{1}{k^2}\right)$.

Parallelizability. Parallel version of quickhull [41] can be adapted to obtain a parallel version of this algorithm.

Streaming model. Algorithm assumes the entire point set is available from the outset.

2.2.2.5 Kavan et al.’s Algorithm [35]

The algorithm proposed by Kavan, Kolingerova, and Zara [35] works roughly as follows. Given a point set $S$ and an integer $k$, it splits the point set into the $k$ sectors of a circle with an arbitrary center $c \in S$. Each sector $s_i$ has an angle of $2\pi/k$. The algorithm projects all the points in a sector onto a half-line $l_i$ that originates from $c$ and bisects $s_i$. The trivial extreme point $p_i$ for a sector $s_i$ is defined as follows:

$$p_i = \arg\max_{p \in s_i \cap S} p \cdot \vec{l}_i,$$

where $\cdot$ is the dot-product and $\vec{l}_i$ is the unit vector pointing away from $c$ and collinear with $l_i$. Unfortunately, when such extreme points are used to generate an approximate hull, the distance from a point outside the hull to the hull is unbounded. So, the authors compute another set of extreme points $p^*_i$, from the $p_i$’s above as follows:

$$p^*_i = \arg\max_{p \in P} p \cdot \vec{l}_i,$$

where $P = \bigcup_{j \in \{1, 2, \ldots, k\}} p_j$. Next, for each of the extreme points $p^*_i$, a half-space $h_i$ is defined with the normal $\vec{l}^*_i$ to $l_i$ passing through $p^*_i$. The approximate hull is defined by the intersection of these half-spaces.

Underlying Convex Hull Definition. Intersection of half-spaces.
**Hull Approximation Type.** Note that the vertices of hulls thus constructed are not necessarily the extreme points. Rather, the extreme points would lie on the edges of the hull. Thus, these approximate hulls are neither inner nor outer hulls. On the one hand, they resemble outer hulls in that they result from an intersection of half-planes. On the other, they also resemble inner hulls as they are sometimes wholly contained within the exact hull.

**Analogous Sorting Algorithm.** Since points are divided into sectors just as keys are split into buckets, the analogous sorting algorithm is clearly bucket sort.

**Generalization to d-space.** Algorithm can be extended to arbitrary dimensions since most computations involve computing norms and partitioning the input space into sectors. In d-dimensional space, the surface of the smallest enclosing d-ball, \( B \) can be partitioned into \( k \) zones. The half-space that passes through an extremal point for a zone, defined similarly, that is orthogonal to the ray emanating from the center of \( B \) and passing though the zonal center is computed for each zone. The intersection of these half-spaces define an approximate convex hull in d-space.

**Input Space.** The input space is \( \mathbb{R}^2 \).

**Complexity.** Kavan et al’s algorithm takes \( O(n + k^2) \) time and \( O(n + k) \) space.

**Accuracy Measures.** It was shown in [35] is that the distance \( \delta \) to any point external to the hull produced by this algorithm is bounded by the inequality,

\[
0 \leq \delta \leq \max(r \tan \frac{\pi}{k}, 2r \sin \frac{\pi}{k}),
\]

where \( r < \text{diam}(S) \) is the distance between \( c \) and its farthest neighbor in \( S \).

The relative area error for Kavan’s algorithm is also \( \Theta(1) \) when it underestimates. To see why, consider Figure 2.4 below.
For the point set in Figure 2.4, Kavan’s algorithm will return the segment be as the approximate hull, whereas the exact hull is the shaded polygonal area, abcdef. Here the algorithm grossly underestimates the true hull.

However, when it overestimates, Kavan’s algorithm has an unbounded relative area error as shown in Figure 2.5. Here the true hull is the segment ac, and thus has zero area, but Kavan’s algorithm will return a region, making the relative area error unbounded in this case.

**Parallelizability.** The computation within each sector can be handed off to a different processor. So, a parallel version is conceivable.

**Streaming model.** Another positive aspect of this algorithm is that it is also an online algorithm with an update time complexity of $O(k)$. When implemented as an online algorithm, the space complexity can be reduced to $O(k)$, since interior points can be discarded as soon as they are discovered.
2.2.3 New Convex Hull Approximation Algorithms

This section discusses three new approximation algorithms for the convex hull problem. The first one is based on a bucketing technique – split the point set into sectors and then select candidate points from each sector. The convex hull of these candidate points then becomes the approximate convex hull. The second algorithm combines bucketing with ideas from the quickhull algorithm. The third is an enhancement of Kavan’s algorithm.

2.2.3.1 Radial Bucketing

In combination with Algorithm \textsc{ApproxSubset} on page 7, Algorithm \textsc{ComputeSubset} on page 23 presents the pseudocode for a new convex hull approximation algorithm. It essentially consists of two steps. Step 2.1 invokes \textsc{ComputeSubset} to compute a subset and Step 2 computes and returns the convex hull of the subset. The algorithm depends on a control parameter \( k \) – the bigger it is, the better the approximation.

**Underlying Convex Hull Definition.** Union of convex combinations.

**Hull Approximation Type.** Inner hull approximation.
Algorithm 2.5: **computeSubset**\((S, k)\)

**Input**: A point set \(S\) and a parameter \(k \geq 3\)

**Output**: A subset of \(S\)

1. Compute the centroid, \(c\), of \(S\)

\[
\sum_{i=0}^{S-1} p_i 
\]

\[
c \leftarrow \frac{\sum_{i=0}^{S-1} p_i}{|S|}
\]

2. Select a point \(\hat{\phi} \in S\) farthest from \(c\)

3. For \(i \leftarrow 0\) to \(k - 1\) do

4. \(L_i \leftarrow c\)

5. For each \(p \in S\) do

6. Let \(\phi_p\) be the polar angle of point \(p\) about \(c\)

\[
\phi_p \leftarrow \tan^{-1} \frac{\|proj_y p - c\|}{\|proj_x p - c\|}
\]

7. \(i \leftarrow \left\lfloor \frac{\phi_p k}{2\pi} \right\rfloor\)

8. \(S_i \leftarrow S_i \cup \{p\}\)

9. If \(\|c - p\| > \|c - L_i\|\) then

10. \(L_i \leftarrow p\)

11. For \(i \leftarrow 0\) to \(k - 1\) do

12. Let \(l_b\) (\(l_a\)) be the ray originating from \(L_i\) and passing through \(L_{(i-1) \mod k}\) (respectively through \(L_{(i+1) \mod k}\))

13. Add \(\arg\max_{p \in S_i} dist(p, l_b)\) to \(L\) if it exists

14. Add \(L_i\) to \(L\)

15. Add \(\arg\max_{p \in S_i} dist(p, l_a)\) to \(L\) if it exists

16. Return \(L\)

Analogous Sorting Algorithm. Bucket sort.

Generalization to \(d\)-space. Because of the bucketing step, this algorithm is not easily generalized to higher dimensions.

Input Space. The input points for this algorithm are arbitrary points from the plane, \(\mathbb{R}^2\).

Complexity. Clearly, Algorithm **computeSubset** runs in linear time, since all the iterations over the input point set either take \(O(n)\) or \(O(k)\) as indicated below.

Step I: \(O(n)\)
Step 2 $O(n)$
Step $3–4$ $O(k)$
Step $5–10$ $O(n)$
Step $11–14$ $O(n)$

It is not hard to see that Algorithm APPROXSUBSET with this implementation of COMPUTESUBSET runs in $O(n + k)$ worst case time. Step 1 of APPROXSUBSET, which simply invokes (COMPUTESET), thus also runs in linear time, $O(n)$. The second and last step 15 of APPROXSUBSET simply invokes an exact convex hull algorithm such as Graham’s scan for a sorted list of points (polygonal vertices), such as $L$ is. This only takes linear time $\Theta(k)$ [24]. Algorithm APPROXSUBSET then clearly runs in $\Theta(n + k)$ and is thus comparable to Bentley et al.’s in runtime.

**Accuracy Measures.** The relative distance error and the area error bounds for this algorithm are both $O(1)$. This is achieved when all the points fall within a narrow rectangular band, such that only two sectors are populated.

**Parallelizability.** Each of the loops in COMPUTESUBSET can clearly be handed off to a different processor as each iteration is independent.

**Streaming model.** In a streaming model, we would not have the whole input point set in order to compute the centroid, so the algorithm must be adjusted to accommodate this fact. The resulting streaming algorithm is described in Section 3.3.

### 2.2.3.2 Quickhull + Bentley et al.’s Algorithm

This algorithm combines the preprocessing step of the quickhull algorithm with the idea of splitting the point set into $k$ vertical strips from Bentley et al.’s algorithm. Given a point set $P$, the algorithm starts out by finding the two points $p_l$ and $p_r$ with the minimum
and maximum $x$-coordinates. Next, the algorithm finds the two points $p_t$ and $p_b$ respectively farthest above and below from the segment $p lp_r$. Together these four points define a convex quadrilateral $Q$. Similarly to quickhull, it discards all the points in the interior of the quadrilateral $Q$. The algorithm then constructs a rectangle $abcd$ with sides parallel or perpendicular to the segment $p lp_r$ with sides $ab$, $bc$, $cd$, and $da$ passing through the four extreme points $p_t$, $p_r$, $p_b$, and $p_l$ respectively. Next, it computes the following four sets:

- $P_{lt}^{(1)}$ – points falling in the interior of the triangle $p_l ap_t$
- $P_{tr}^{(1)}$ – points falling in the interior of the triangle $p_l bp_t$
- $P_{br}^{(1)}$ – points falling in the interior of the triangle $p_l cp_t$
- $P_{lb}^{(1)}$ – points falling in the interior of the triangle $p_l dp_t$

Each of these triangles is then partitioned into $k$ strips perpendicular to the side of the quadrilateral $p lp_r p_b p_l$ that defines it. Next, the algorithm selects the point within each strip farthest from its side of the quadrilateral $Q$. It then constructs the list $P'$ using these points as well as the corners $Q$ in order. Finally, it computes the convex hull $\text{conv}(P')$ using a linear time convex hull algorithm such as Graham’s scan for polygonal points.

One possible way to enhance this algorithm’s accuracy is to let the algorithm do a few more iterations of quickhull until the subproblem size reduces to a certain threshold value, that is a function of $n$ and $k$, before applying the bucketing step. It is however not clear how to achieve this while still maintaining a linear runtime.

**Underlying Convex Hull Definition.** Quickhull and bucket sort.

**Hull Approximation Type.** Inner hull approximation.

**Analogous Sorting Algorithm.** The initial partition part of the algorithm is reminiscent of quick sort’s PARTITION step. However, the subsequent step of splitting the point into slabs is more analogous to bucket sort.
Generalization to $d$-space. Because of the bucketing step involved, generalization to higher dimensions is not obvious.

Input Space. The input points for this algorithm are arbitrary points from the plane, $\mathbb{R}^2$.

Complexity. The first step in the algorithm finds the four points with maximum and minimum $x$- and $y$-coordinates. Together, these define a quadrilateral $Q$. This step takes linear time. Similarly, discarding points bounded by the quadrilateral $Q$ takes linear time. Finally, splitting each group of remaining points into $k$ buckets also takes linear time. So, does the call to Graham scan, since the points are already sorted. So, overall, the algorithm takes linear time, $\mathcal{O}(n + k)$ and linear space, $\mathcal{O}(n)$.

Accuracy Measures. Both the relative distance and area error bounds are $\mathcal{O}\left(\frac{1}{k^2}\right)$.

Parallelizability. This algorithm is parallelizable. Its initial steps can start off with a parallel version of quickhull. The bucketing steps that follow are also parallelizable as well.

Streaming model. It is possible to devise a streaming version, where the quadrilateral $Q$ is constantly being updated as new points arrive. Points outside of $Q$ are retained in memory, until the memory budget is reached. At that moment, the algorithm partitions them into slabs and finds the list $P'$.

2.2.3.3 Enhancement to Kavan’s Algorithm

The main reason for the poor relative error of Kavan’s algorithm is that it only computes one extremal half-plane per sector. By increasing the number extremal half-planes to include two additional neighboring directions on either side, three half-planes are produced for each sector. One is orthogonal to the sector’s directional vector, and the other two are respectively orthogonal to the directional vectors of its adjacent sectors.
In other words, rather than compute,

\[ p_i = \arg \max_{p \in s_i} p \cdot \vec{l}_i \]  \hspace{1cm} (2.2.7)

we compute instead

\[ p_{i,j} = \arg \max_{p \in s_i} p \cdot \vec{l}_{i+j}, \ j = -1, 0, 1 \]  \hspace{1cm} (2.2.8)

and similarly,

\[ p_i^* = \arg \max_{p \in P} p \cdot \vec{l}_i \]  \hspace{1cm} (2.2.9)

with \( P \) redefined as \( P = \bigcup_{i \in \{1, 2, \ldots, k\}, j \in \{-1, 0, 1\}} p_{i,j} \).

### 2.3 Conclusion

This chapter has presented an overview of the convex hull problem, and three new approximation algorithms for the convex hull. The chapter has also given complexity and error analyses for these algorithms. Further, future work will expand on their error analysis by use of empirical tools.

Future work will also attempt to unify the error analysis for the algorithms presented. The following questions will also be pursued further:

- Can an algorithm be devised that takes advantage of the ordering inherent in the subset \( S' \) of the input set \( S \) produced by Bentley et al.’s algorithms in higher dimension \( (d > 2) \) to compute a convex hull faster?

- Can inspiration be drawn from other sorting algorithms to find better exact or approximate convex hull algorithms?

- Can other definitions of the convex hull be used to devise better algorithms?
Chapter 3: Streaming Algorithm for the Convex Hull

This chapter introduces the problem of computing the convex hull from a stream of points arriving in arbitrary order. A streaming algorithm is an approximation algorithm constrained to work within a memory budget. Thus results that require more memory than the allowed budget must make decisions on what is worth keeping and what must be discarded. In Section 3.1, we introduce the problem, relate relevant literature in Section 3.2, present our contributions in Section 3.3, and Section 3.5 concludes the chapter.

3.1 Introduction

A streaming algorithm, typically limited in the amount of resources it is allowed, essentially has three parts: an initialization part, a processing part, and a query answering part.

Initialization. In this part, counters and data structures are initialized. This is the bootstrap for the algorithm and is executed only at the onset of the streaming process.

Process. This part computes an intermediate structure that can be easily updated with a new input as well as easily queried to obtain an answer based on the inputs seen so far.

Query. This part responds to queries using the latest state of the intermediate structure built in the process step above.

3.2 Related Work

In the case of a finite stream of points \( P \), our algorithm behaves similarly to Preparata’s exact online algorithm \([46]\) when \( k \geq |\text{conv}(P)| \).
The streaming algorithm proposed by Hershberger and Suri [28, 30, 29] maintains extreme points in \( k \) uniformly spaced directions and another \( k \) extreme points in adaptively sampled directions. Their algorithm has a distance error of \( O\left(1/k^2\right) \). This distance is defined as the height of the tallest uncertainty triangle. The uncertainty triangle of an edge \( e_i \) is the triangle formed by extending its immediate neighbor edges \( e_{i-1} \) and \( e_{i+1} \) until they meet, assuming all such triangles are bounded. No area measure was reported.

Lopez and Reizner [40] proposed two algorithms for approximating an \( n \)-gon \( P \) by a \( k \)-gon \( Q \). Their first algorithm builds an inscribed \( k \)-gon by repeatedly removing an ear of minimum area until only \( k \) vertices remain. So, it does bear some resemblance to our algorithm, however, it differs from our algorithm in at least two respects. Firstly, their algorithm is not online, as all the vertices of the \( n \)-gon are known ahead of time. So, the minimum area ear in their algorithm is truly globally minimum. In a streaming scenario, the minimum area ear is only minimum among the vertices remembered by the algorithm at an instant of time. Secondly, their algorithm does not and need not ensure that directional extrema are remembered.

Lopez and Reizner’s second algorithm [40] similarly builds a circumscribing \( k \)-gon of minimum area to approximate an \( n \)-gon. At each iteration of the algorithm, a side of the polygon with minimum-area outer cap is chosen. The outer cap of a side \( s \) is the triangle formed by extending the neighboring sides until they meet. Their meeting point is then a new vertex of the polygon. So, each iteration eliminates a side, until there are only \( k \) sides left.

### 3.3 Contributions

#### 3.3.1 Streaming Algorithm

Let \( C = \langle p_1, p_2, \ldots, p_n \rangle \) be a sequence of vertices of a convex polygon in counter-clockwise order. Each contiguous 3-sequence \( \langle p, q, r \rangle \) in \( C \) defines a measure \( \Delta_q = \text{GOODNESS}(p, q, r) \),
which is associated with the vertex $q$. We shall call the measure $\Delta_q$ the \textit{goodness} of $q$. Note that $\Delta_q$ is a local measure and depends only on $q$ and its two direct neighbors in $C$. Thus, whenever this contiguity relationship is violated, say by deletion of a direct neighbor or insertion of a new one, $q$’s goodness must be recomputed. Similarly, when $q$ is deleted, the \textit{goodness} of both $p$ and $r$ must be recomputed. By varying the definition of the function \textit{goodness} as the area, the perimeter of the triangle $\triangle pqr$, the length of the segment $pr$, the height of the triangle $pqr$ relative to base $pr$, or even the angle $\angle q$ in $\triangle pqr$, we obtain different variants of the same algorithm. We shall mainly address ourselves to the area variant in this section.

3.3.1.1 \textbf{Initialize}

The procedure \textsc{Initialize} in Algorithm 3.1 initializes a height-balanced binary search tree $T$ and a priority queue $H$ to store the \textsc{Node} references using two different keys. While points in $T$ are ordered by their polar angles, points in $H$ are keyed on their goodness value.

The structure $T$ could be implemented as a left-leaning red-black tree \cite{50,51} and supports ordered sequence operations such as \textsc{Pred}, \textsc{Succ} in addition to regular dictionary operations of \textsc{Insert}, \textsc{DeleteKey} and \textsc{Lookup}. It also supports the search operations of \textsc{Pred} and \textsc{Succ}. Given an input key $k$, \textsc{Pred} (\textsc{Succ}) returns the node with key immediately preceding (succeeding) $k$ in $T$.

The priority queue $H$ could be implemented as a binary min-heap and supports the heap operations of \textsc{Insert}, \textsc{DeleteMin}, and \textsc{ChangeKey} each in $O(\log n)$ time \cite{51,18}. Each point is inserted into $H$ with its goodness as key, thus the \textsc{DeleteMin} operation on $H$ will always return the vertex with the least goodness.

The structure $L$ in Step 1 is a cyclic array and supports \textsc{Pred} and \textsc{Succ} operations. The function \textsc{Node}($p$, $\Delta_p$, $\Theta_p$, deleted) creates a new node (a 4-tuple), whose attributes can be accessed using the attribute names \textsc{Point}, \textsc{Goodness}, \textsc{Polar}, and \textsc{Deleted} respectively.
Algorithm 3.1: INITIALIZE($S_k, k$)

**Input**: The first $k$ input points $S_k$ and parameter $k$.

**Output**: $T$: height-balanced BST with vertices of $\text{conv}(S_k)$ sorted by polar angles about centroid $c$, $H$: binary min-heap of vertices $\text{conv}(S_k)$ using GOODNESS as priority.

1. $L \leftarrow \text{conv}(S_k)$
2. $c \leftarrow \text{CENTROID}(L)$
3. $(N, W, S, E) \leftarrow \text{DIRECTIONALEXTREMA}(L, c)$
4. **foreach** $p \in L$ **do**
   5. $\Theta_p \leftarrow \text{POLAR}(p, c)$
   6. **if** $p \in (N, W, S, E)$ **then**
      7. $\Delta_p \leftarrow \infty$
   8. **else**
      9. $\Delta_p \leftarrow \text{GOODNESS}(L.\text{PRED}(p), p, L.\text{SUCC}(p))$
   10. node $\leftarrow \text{NODE}(p, \Delta_p, \Theta_p, \text{false})$
   11. $T.\text{INSERT}($$\Theta_p$$, node)$
   12. $H.\text{INSERT}($$\Delta_p$$, node)$
5. **return** $(T, H, c, k)$

3.3.1.2 Process

Algorithm 3.2: PROCESS($T, H, c, k, p$)

**Input**: $T$: height-balanced BST with $\leq k$ of $\text{conv}(S)$ where $S$ is the point stream, $H$: binary min-heap of $\leq k$ of $\text{conv}(S)$, $p$: new point, $k$: memory budget


1. $n \leftarrow \text{NODE}(p, 0, \text{POLAR}(p, c), \text{false})$
2. $(T, H) \leftarrow \text{UPDATEHULL}(T, H, c, n)$
3. **if** $|T| > k$ **then**
   4. $(T, H) \leftarrow \text{SHRINKHULL}(T, H)$
5. **return** $(T, H)$
Procedure PROCESS is invoked each time a new point arrives. A new node \( n \) is created and used to update current hull by invoking procedure UPDATEHULL. The call to \( \text{UPDATEHULL}(T, H, c, n) \) in line 2 of Procedure PROCESS updates the structures \( T \) and \( H \) with a new node \( n \). If the point associated with the new node, \( n.\text{POINT} \), falls within the interior of the current convex hull or on its boundary, it is discarded. This test can be done in Steps 1 through 3 of UPDATEHULL.

Whenever the number of nodes in \( T \) exceeds \( k \), the procedure SHRINKHULL is called to choose one vertex for eviction. This is done by calling the \text{DELETEMIN()} on the min-heap structure \( H \) to obtain the node \( q \) that should be evicted. The procedure then updates \( q \)'s neighbor's GOODNESSES and deletes \( q \) from \( T \).

### 3.3.1.3 QUERY

Algorithm QUERY is invoked to obtain the current hull at any point in the streaming process. It simply traverses \( T \) to return the hull vertices in a cyclic list.

The algorithm described is sensitive to the order in which points arrive in the stream. Consider the six points \( A, B, C, D, E, F \) shown in Figure 3.1 and Figure 3.2 below.

![Diagram](image1.png)

Figure 3.1: \( k = 4 \), arrival sequence: \( A, B, C, D, E, F \). \( D \) is evicted after \( E \) arrives, and \( B \) after \( F \).
Algorithm 3.3: \textsc{UpdateHull}(T, H, c, n)

\textbf{Input}: \(T\): height-balanced BST with \(\leq k\) of \(\text{conv}(S)\), \(H\): binary min-heap of \(\leq k\) of \(\text{conv}(S)\), \(n\): new node.

\textbf{Output}: \(T\): height-balanced BST updated with \(n\) if on the hull, \(H\): binary min-heap updated with \(n\) if on the hull.

1. \(p \leftarrow T.\text{Floor}(n)\)
2. \(r \leftarrow T.\text{Ceiling}(n)\)
3. \textbf{if not} \(\text{CONTAINS}(\Delta \text{prc}, n)\) \textbf{then}
4. \((s, t) \leftarrow \text{TANGENTS}(T, n)\)
5. \(x \leftarrow T.\text{Succ}(s)\)
6. \textbf{while} \(x \neq t\) \textbf{do}
7. \(x.\text{deleted} \leftarrow \text{true}\)
8. \(H.\text{CHANGEKey}(x, -\infty)\)
9. \(T.\text{DELETEKey}(x.\text{polar})\)
10. \(x \leftarrow T.\text{Succ}(s)\)
11. \(q \leftarrow H.\text{MINIMUM()}\)
12. \textbf{while} \(q.\text{deleted} \neq \text{false}\) \textbf{do}
13. \(q \leftarrow H.\text{DELETEMIN()}\)
14. \(n.\Delta_p \leftarrow \text{GOODNESS}(T.\text{Pred}(n), n, T.\text{Succ}(n))\)
15. \textbf{if} \(n.\Delta \geq q\) \textbf{then}
16. \(T.\text{INSERT}(n.\text{polar}, n)\)
17. \(H.\text{INSERT}(n.\Delta_p, n)\)
18. \(H.\text{CHANGEKey}(s, \text{GOODNESS}(T.\text{Pred}(s), s, T.\text{Succ}(s)))\)
19. \(H.\text{CHANGEKey}(t, \text{GOODNESS}(T.\text{Pred}(t), t, T.\text{Succ}(t)))\)
\(\triangleright\) Update extrema if needed \(\triangleright\)
20. \((N, W, S, E) \leftarrow \text{UPDATEDIRECTIONALEXTREMA}(T, c, n)\)
21. \textbf{foreach} \(n \in (N, W, S, E)\) \textbf{do}
    \(\triangleright\) To prevent eviction of direction extrema \(\triangleright\)
22. \(H.\text{CHANGEKey}(n, \infty)\)
23. \textbf{return} \((T, H)\)

3.3.2 Complexity Analysis

\textbf{Theorem 3.1}. Procedure \textsc{Initialize} runs in time \(O(k \log k)\) and uses \(O(k)\) space.

\textbf{Proof}. Step 1 of Procedure \textsc{Initialize} runs in time \(O(k \log k)\) using an optimal output sensitive planar convex hull algorithm [37, 13]. This step dominates the procedure. \(\square\)
Algorithm 3.4: \texttt{SHRINKHULL}(T, H)

\textbf{Input} : $T$: height-balanced BST with $k + 1$ vertices of $\text{conv}(S)$, $H$: binary min-heap of $k + 1$ vertices of $\text{conv}(S)$.

\textbf{Output}: $T$: height-balanced BST with $k$ vertices of $\text{conv}(S)$, $H$: binary min-heap of $k$ vertices of $\text{conv}(S)$.

1. $q \leftarrow H.\text{DELETEMIN}()$
2. $p \leftarrow T.\text{PRED}(q.\text{polar})$
3. $r \leftarrow T.\text{SUCC}(q.\text{polar})$
4. $T.\text{DELETEKEY}(q.\text{polar})$
5. $H.\text{CHANGEKEY}(p, \text{GOODNESS}(T.\text{PRED}(p), p, T.\text{SUCC}(p)))$
6. $H.\text{CHANGEKEY}(r, \text{GOODNESS}(T.\text{PRED}(r), r, T.\text{SUCC}(r)))$
7. \textbf{return} $(T, H)$

Algorithm 3.5: \texttt{QUERY}(T)

\textbf{Input} : $T$: height-balanced BST with $k$ vertices of $\text{conv}(S)$

\textbf{Output}: A cyclic list of the vertices in $T$

1. \textbf{return} \texttt{TOCYCLICLIST}(T)

---

Figure 3.2: $k = 4$ with arrival sequence: $A, B, C, D, F, E$. $B$ is evicted after $F$ arrives. $E$ is discarded as an interior point.

\textbf{Lemma 3.1}. Procedure \texttt{UPDATEHULL} runs in time $O(\log k)$ per point in the input stream $S$.  
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Proof. Steps 1 through 2 of Procedure UPDATEHULL take $O(\log k)$ time since they involve a binary search on $T$. Step 3 takes $O(1)$ time. The call to TANGENTS takes $O(\log k)$ time \[46\]. The rest of the procedure – Steps 5–13 – deletes a vertex chain that no longer belongs to the hull. Since these vertices are only deleted once per point in $S$, the total cost over all invocations of the procedure UPDATEHULL is $O(n \log k)$, where $n$ is the length of $S$.

\[\square\]

**Lemma 3.2.** Procedure SHRINKHULL runs in time $O(\log(k))$.

**Proof.** Every step of Procedure SHRINKHULL takes $O(\log(k))$. \[\square\]

**Theorem 3.2.** Procedure PROCESS runs in time $O(\log k)$ time.

**Proof.** Each invocation of PROCESS makes a single call to SHRINKHULL and at most a single call to SHRINKHULL. Thus, by Lemma 3.1 and Lemma 3.2 procedure PROCESS also runs in $O(\log k)$ time. \[\square\]

**Theorem 3.3.** Procedure QUERY runs in time $O(k)$.

**Proof.** Procedure QUERY only does a depth-first (in-order) traversal of $T$ to construct a cyclic list of its $k$ vertices. \[\square\]

**Lemma 3.3.** Let $T_{i-1}$ be the convex hull computed so far at the moment just before invoking Algorithm UPDATEHULL. Let $T_i$ be resulting hull after UPDATEHULL returns. Then the following is invariant holds:

$$|T_{i-1}| \leq |T_i|$$

(3.3.1)

**Proof.** Consider the invocation of UPDATEHULL on an arbitrary point $p_i$. The fate of $p_i$ is one of two:

- $p_i$ lies in the interior of $T_{i-1}$. UPDATEHULL ignores $p_i$, in which case the hull does not grow and $T_i = T_{i-1}$.
A direct consequence of Lemma 3.3 above is the following statement.

**Corollary 3.1.** The centroid can never become external to the hull interior, even after an invocation of procedure \texttt{SHRINKHULL}.

**Proof.** This follows since the centroid is computed precisely once in Line 2 of \texttt{INITIALIZE} and never updated afterwards, but the directional extrema are recomputed with each input point if required in Algorithm \texttt{UPDATEHULL}. Note that the quadrilateral formed by these extrema will always contain the centroid, since it never gets smaller, since the extrema are protected from eviction as they have infinite GOODNESS. The only time an extreme point gets deleted from the hull is when a newly arrived point becomes more extreme than one of the extrema in one direction, as the extrema $p$ is now being deleted in favor of $q$ in Figure 3.3. This scenario, however, does not threaten the centroid $c$.

**Figure 3.3: Convex Hull**

**Lemma 3.4.** When $k \geq |\text{conv}(S)|$ the algorithm computes the exact convex hull of $S$.
Proof. The algorithm then is equivalent to that of Preparata [46].

3.3.3 Error Analysis

Recall from Equation (2.2.3) that relative area error is defined as:

\[ \text{err}_{\text{area}}(P, P') = \frac{|\text{area}(P) - \text{area}(P')|}{\text{area}(P)} \]  

(3.3.2)

Lemma 3.5. Each eviction from a convex \((k + 1)\)-gon by Algorithm SHRINKHULL introduces an error no worse than \(O\left(\frac{1}{k^3}\right)\).

Proof. Let \(m = k + 1\). Let \(Q\) be a convex \(m\)-gon and let \(e_1, e_2, ..., e_m\) be its ears. Denote by \(|e_i|\) the area of \(e_i\). Let \(Q'_i = Q - e_i\) denote the \(k\)-gon that would result if \(e_i\) were evicted. Therefore, the ratio \(|e_i|/|Q|\) represents the area error that would result from deleting \(e_i\).

Further, let \(R_m\) denote a regular \(m\)-gon with unit area. Renyi and Sulanke [49] proved the following result

\[ \frac{1}{|Q|^m} \prod_{i=1}^{m} |e_i| \leq |r|^m \]  

(3.3.3)

where \(r\) is an ear of \(R_m\).

By taking logarithms and invoking the mean-value theorem, it is clear that there must exist at least one ear \(e_j\) in \(Q\) such that \(\frac{|e_j|}{|Q|} \leq |r|\). The following inequality involving the ear \(r\) of a regular \(m\)-gon can be easily shown:

\[ |r| = 4R^2 \frac{\pi^3}{m^3} \left[ 1 - \frac{\pi^2}{m^2} + O\left(\frac{1}{m^4}\right) \right] \]  

(3.3.4)
and thus:

\[
\frac{|e_j|}{|Q|} < 4R^2 \frac{\pi^3}{m^3} \]

\[= \mathcal{O}\left(\frac{1}{(k+1)^3}\right).\]  \hspace{1cm} (3.3.5)

\[= \mathcal{O}\left(\frac{1}{(k+1)^3}\right).\]  \hspace{1cm} (3.3.6)

\[\Box\]

**Lemma 3.6.** Let \(e_1, e_2, ..., e_m\) denote the sequence of ears evicted by the streaming algorithm. The following inequality holds

\[|e_i| \leq |e_{i+1}| < H.\text{MINIMUM} \text{ for all } i = 1, 2, ..., m - 1.\]  \hspace{1cm} (3.3.7)

**Proof.** Recall that Algorithm UPDATEHULL only inserts a new node if its goodness is greater than \(H.\text{MINIMUM}\). By definition, \(H.\text{MINIMUM}\) increases with each eviction. So, just before the \(i\)-th eviction, \(H.\text{MINIMUM} = |e_i|\), but increases to \(|e_{i+1}|\) right afterwards.

\[\Box\]

We shall need a new term, *outer ear*, to make sense of the next lemma.

**Definition 3.1.** Let \(P\) be a convex \(k\)-gon with sides \(s_1, s_2, ..., s_k\) where each side \(s_i = p_{i-1}p_i\). We associate to each side \(s_i\) of \(P\), a triangle \(t_i\) defined by \(s_i\) and the extension of its neighboring sides \(s_{i-1}\) and \(s_{i+1}\) such that they meet on the side of \(s_i\) that is exterior to \(P\). We call \(t_i\) a finite outer ear of \(P\). Note that \(s_{i-1}\) and \(s_{i+1}\) may not meet on the side of \(s_i\) exterior to \(P\), in which case call \(t_i\) an infinite outer ear.

**Lemma 3.7.** Let \(P\) be a convex \(k\)-gon returned by a call to Algorithm QUERY. Any vertex evicted in the course of the streaming process, must lie in the interior of \(P\) or in one of its outer ears.

**Proof.** Suppose for the sake of contradiction that there was some vertex \(q\) that was evicted, but does not fall within \(P\) or any of its outer ears. This means \(q\) must lie within a wedge defined by two half-lines obtained by extending two successive sides of \(P\), say \(s_i\) and \(s_{i+1}\).
Note that the (inner) ear defined by $q$ is now bigger than that of $p_i$, but only a minimum area ear could have been evicted by Lemma 3.6 – a contradiction.

**Lemma 3.8.** All evictions from within a finite outer ear $o_i$ of a convex $k$-gon $P$ must lie within an area no greater than $2H$. MINIMUM().

*Proof.* Let $s_i$ be the side of $P$ associated with the outer ear $o_i$. Suppose $a = H$. MINIMUM(). Since each one of these evicted ears must fit within $o_i$ and have an area no greater than $a$. The possible range of all such ears is bounded by a trapezoid $A$ with $s_i$ as its base and a height $h$:

$$h \leq \frac{2a}{s_i} \quad (3.3.8)$$

Since the top of $A$ is less than its base, otherwise it could not not have been enclosed in the finite outer ear $o_i$. Thus, it fits within a parallelogram $M$ of base $s_i$ and height $h$. The area of $M$ is at most $2a$, by Equation (3.3.8).

**Lemma 3.9.** Let $S$ be the stream of points processed in a streaming process. Let $P$ be the convex $k$-gon created after processing $S$. The directional extrema of $P$, $(N,W,S,E)$, maintained by Algorithm UPDATEHULL define an axis-parallel bounding box $B$ that contains $\text{conv}(S)$.

*Proof.* Note that these directional extrema are extreme over all of $S$ in the four axis-parallel directions. Suppose there were some point $p$ in $S$ not contained in $B$. Further suppose, without loss of generality, that $p$ lies above $B$, then $p$ must be more extreme than $N$ in the positive $y$ direction – a contradiction.

**Lemma 3.10.** Let $s_i = p_ip_{i+1}$ be the side of $P$ adjacent to an infinite ear of $P$. Then both $p_i$ and $p_{i+1}$ are extreme points.
Proof. Suppose, without loss of generality, that \( p_i \) is not an extreme point and that it is closer to the \( W \) extreme point than to \( N \). Then, since the chain \( W, \ldots, p_i, p_{i+1}, \ldots, N \) is an \( xy \)-monotone chain, the outer ear associated with \( s_i = p_i p_{i+1} \) is finite – a contradiction.

Lemma 3.11. All evictions from within an infinite outer ear \( o_i \) of a convex \( k \)-gon \( P \) must lie within an area no greater than \( 2H. \text{MINIMUM}(\cdot) \).

Proof. Again, let \( a = H. \text{MINIMUM}(\cdot) \). Consider the set of all evictions that have taken place from the infinite outer ear \( o_i \) associated with a side \( s_i \) of \( P \). Each one of these evictions has area less than \( a \), since they could not have been evicted otherwise.

Let \( s_i = p_i p_{i+1} \). By Lemma 3.10, both \( p_i \) and \( p_{i+1} \) are extreme points. Also, by Lemma 3.9, the bounding box \( B \) must contain these points and all points ever evicted from the \( o_i \). Thus, the intersection of \( B \) and \( o_i \) define a triangle \( \Delta \) that contains all ears evicted from \( o_i \).

Similarly to Lemma 3.8, the possible range of these evicted ears is bounded by a trapezoid \( A \) with \( s_i \) as its base and a height \( h \):

\[
h \leq \frac{2a}{s_i}
\]

(3.3.9)

Since the top of \( A \) is also smaller than its base, being contained in triangle \( \Delta \), the area of \( A \) is at most \( 2a \), by Equation (3.3.9).

Thus, the area of \( A \) is bounded above by \( 2a \). This completes the proof.

The following theorem gives an upper bound on the area error for processing \( n \gg k \) points.

Theorem 3.4. The total area error incurred in the streaming process is bounded above by \( \mathcal{O} \left( 1/k^2 \right) \).

Proof. We consider two cases.
Case 1. Evictions from within a finite outer ear.

By Lemma [3.8] the total area of all the evictions within one finite outer ear is bounded above by $2H.\text{MINIMUM}$.

Case 2. Evictions from within an infinite outer ear.

By Lemma [3.11] the total area of all the evictions within one infinite outer ear is bounded above by $2H.\text{MINIMUM}$.

By Lemma [3.5] $H.\text{MINIMUM}$ is at most $O\left(\frac{1}{k^3}\right)$ and since there are $k$ outer ears, the total error is $O\left(\frac{1}{k^2}\right)$. This completes the proof.

Note that in general not all evictions would have an impact on the final $k$-gon returned at the end, after processing all points in the stream. However, when an adversary could provide a stream of points that all lie on the convex hull, such as the vertices of a regular $n$-gon, the above error bound, being a worst-case bound, would still apply.

Theorem 3.5. Given an adversarial input, the total area error accumulated by all the evictions is at least

$$2\pi^2 \left[ \frac{1}{k^2} - \frac{1}{n^2} \right].$$

Proof. This bound was obtained by [40], but in their case, they had access to all the vertices offline as discussed earlier in Section 3.2.

3.3.4 Empirical Results

A stream $S$ of ten thousand random points lying on a common circle is generated. We then feed thirty three random shuffles of $S$ to the streaming algorithm and take the mean distance and area relative errors. These are then used to compute the lower and upper bounds as defined in Theorem [3.4] and Theorem [3.5]. The empirical area error is neatly sandwiched between the two bounds as expected.
3.4 Refinement

We consider a refinement of Algorithm 3.2 given below, which uses the idea from Lopez and Reisner [39]. The essential difference is that rather than invoke SHRINKHULL every time the $k$-gon grows into a $(k + 1)$-gon, the Algorithm waits until the it grows into a $mk$-gon for some small constant $m$ before invoking SHRINKHULL. This only works, of course, if the memory constraint allows use of $(m - 1)k$ extra memory for processing. The main benefit of this enhancement is that the effect of order in the point sequence depicted earlier in Figure 3.1 and Figure 5.1 is minimized, while keeping the same overall asymptotic time bounds.
Algorithm 3.6: PROCESS(T, H, c, k, p)

**Input**: T: height-balanced BST with \( \leq k \) of \( \text{conv}(S) \) where \( S \) is the point stream, H: binary min-heap of \( \leq k \) of \( \text{conv}(S) \), p: new point, k: memory budget


1. \( n \leftarrow \text{NODE}(p, 0, \text{POLAR}(p, c), \text{false}) \)
2. \( (T, H) \leftarrow \text{UPDATEHULL}(T, H, c, n) \)
3. if \( |T| > mk \) then
   4. while \( |T| > k \) do
   5. \( (T, H) \leftarrow \text{SHRINKHULL}(T, H) \)
5. return \( (T, H) \)
3.5 Conclusion

A new streaming algorithm for the convex hull is presented. Its runtime and error bounds are analyzed. The gap between the lower and the upper bound can be further explored in a future work. Hershberger and Suri [28, 30, 29] only provided a distance error bound for their algorithm. One line of future work will be to derive an area bound of their algorithm.
Chapter 4: Convex Layers

To date, published sequential algorithms for the convex layers problem that achieve optimal time and space complexities have tended to be involved. In this chapter, we give a simple $O(n \log n)$-time and linear space algorithm for the problem. Our algorithm computes four quarter convex layers using a plane-sweep paradigm as a first step. The second step then merges these together in $O(n \log n)$-time.

The convex layers problem, also known as the onion peeling problem, can be defined as follows: Given a set of points $P$ in the plane, construct a set of non-intersecting convex polygons, such as would be constructed by iteratively constructing the convex hull of the points left after all points on all previously constructed convex polygons are deleted. This chapter briefly describes the convex layers problem (Section 4.1) and some of its applications (Section 4.3), relates relevant literature (Section 4.4), presents our contributions (Section 4.5), and concludes with a list of open problems (Section 4.6).

4.1 Introduction

One can compute the convex layers of a point set $P$ by taking the convex hull of $P$ to obtain its first layer $L_1$. These points are then discarded from $P$ and the convex hull of the remaining points are taken to obtain the second layer $L_2$. Those are then discarded and we continue this process until we run out of points. So, in general a point $p$ belongs to layer $L_i$, if it lies on the convex hull of the point set $P - \bigcup_{j=1}^{i-1} \{L_j\}$.

**Definition 4.1.** The convex layers, $\mathbb{L}(P) = \{L_1, L_2, \cdots, L_k\}$, of a set $P$ of $n \geq 3$ points is a partition of $P$ into $k \leq \lceil n/3 \rceil$ disjoint subsets $L_i$, $i = 1, 2, \cdots, k$ called layers, such that each
layer $L_i$ is an ordered set of the hull vertices of the set $\bigcup_{j=i,\ldots,k} L_j$.

Thus, the outermost layer $L_1$ coincides exactly with the convex hull of $P$, $\text{conv}(P)$. Next, we define the convex layers problem.

**Definition 4.2.** Given a point set $P$, the convex layers problem is to compute $\mathbb{L}(P)$.

A related concept is the notion of the depth of a point in a point set.

**Definition 4.3.** The depth of a point $p$ in a set $P$ is the index $i \in [1 \cdots k]$, such that $p \in L_i$. The depth of $P$ is $k = |\mathbb{L}(P)|$.

It would appear that the convex layers problem can be defined as the problem of computing the depths of all the points in $P$. This is not quite right, however, as each convex layer must be a (counter-clockwise) ordered sequence of the points that have the same depth. We now define the depth problem below.

**Definition 4.4.** Given a point set $P$, the depth problem is to compute the mapping $D : P \rightarrow \{1, 2, \cdots, k\}$ that assigns a depth $D(p)$ to each point $p$ in $P$ such that all the points having a common depth $i$ also belong the same layer $L_i$.

It is not hard to see that this problem can be solved easily for a point set $P$ once we have its convex layers $\mathbb{L}(P)$.

### 4.2 Layering Problems

The convex layers problem belongs to a class of problems called layering problems. Each problem in this class uses an appropriate notion of depth to partition a set of objects into subsets, called layers, such that objects in the same layer have a common depth. Examples of more problems from this class are given below.

---

One convention is to have the points sorted in the counterclockwise order starting with the one with the smallest $x$ coordinate, breaking ties by choosing the one with the smallest $y$.  
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Upper envelope layers problem. The geometric objects to be partitioned are line segments. The upper envelope of a set of \( n \) line segments are exactly the set of segments that are visible (even if partially so) from a position above the line segments. The upper envelope layers can be obtained by repeatedly computing and discarding the upper envelopes until no segments remain. The upper envelope can be computed in \( O(n \log n) \) time [26]. Thus, the lower bound for the envelope layers problem is \( O(n \log n) \). Hershberger [27] obtained an optimal \( O(n \log n) \) algorithm for the upper envelope layers when the segments are disjoint and an \( O(n \alpha(n) \log^2 n) \) for the case when the segments intersect, where \( \alpha(n) \) is the inverse Ackermann function. It is still open whether a faster algorithm can be found for the latter.

Layers of maxima problem. The maximal elements of a point set are the set of points that are not dominated by any other point. Given a point set \( P \subseteq \mathbb{R}^d \), a point \( p \in P \) is maximal if there exists no point \( q \in P \) such that \( q_i > p_i \) for all \( i = 1, \ldots, d \), where \( p_i \) (\( q_i \)) is the \( i \)-th coordinate of \( p \) (\( q \)). The layers of maxima problem is to compute the maximal points, assigning them to layer 1, deleting them and then repeating the process until no points remain. This is well-studied problem and there are many published algorithms that are optimal [34, 9, 6]. The general approach is to maintain a dynamic data structure from which layers are extracted until elements run out. Nielsen uses a grouping trick to obtain an output-sensitive algorithm for computing the first \( k \) maximal layers in time \( O(n \log H_k) \), where \( H_k \) is the number of points appearing in the first \( k \) layers. It is also not hard to imagine a plane sweep algorithm for this problem.

Multi-list Layering problem. Given \( k \) lists, \( l_1, l_2, \ldots, l_k \), where each \( l_i \) contains a list of integers, it is required to assign each distinct integer in the set \( \bigcup l_i \) to a layer as follows. During iteration \( i \) of the algorithm, the integer at the top of each list is extracted and assigned to layer \( i \). Integers in layer \( i \) are then deleted from each of the lists. This is
repeated until all the lists are empty. This is an easier problem. It can be transformed into a matrix transpose problem with adequate preprocessing to ensure distinct elements and padding shorter lists with suitable sentinels.

4.3 Applications of Convex Layers

Convex layers have several applications in various domains, including robust statistics, computational geometry, and pattern recognition. The following list is not meant to be exhaustive.

**Robust estimation** [15]. In statistics, finding an estimator that is not sensitive to slight deviations from an assumed distribution is known as robust estimation. A good example is the $\alpha$-trimmed mean. Consider a set $S$ of size $n$. Let $S'$ be the subset of $S$ where the smallest and the biggest $\alpha$ fractions of the data have been taken out. The $\alpha$-trimmed mean is the mean of $S'$. When this is generalized to 2 or higher dimensions, Tukey and others have suggested peeling off the convex layers until only $(1 - 2\alpha)n$ of the points remain. The mean of these is then taken [48].

Another application of convex layers to robust estimation mentioned by Green and Silverman [25] is the multivariate analog of rank-based statistics [31] called *depths* [48]. The depth of a point is the index of the convex layer it belongs to. For instance, points on the outermost convex layer have depth 1, points on the next layer depth 2, and so on.

**Half-plane range search problem** [15]. The *half-plane range search problem* can be stated as follows: Given a point set and a query half-plane, report all the points lying within that half-plane. Chazelle et al. [17] were able to derive an optimal solution to this problem using convex layers.

**Pattern Recognition** [54]. Suk and Flusser [54] described a technique for matching two
images by first mapping each image to a point set. Then, the convex layers of each point set are computed. Finally, the convex layers are compared using a matching function. Suk and Flusser reported that their technique works even when the images are taken at different camera angles. They found that when no points are occluded in both images, the algorithm can match the images in time $O(n \log n)$ time, whereas the best known algorithm for the general point set recognition problem under arbitrary deformation (including occlusion) is $O(n^5)$.

4.4 Related Work

A brute-force solution to the convex layers problem is obvious – construct each layer $L_i$ as the convex hull of the set $P - \bigcup_{j<i} L_j$ using some suitable convex hull algorithm. The brute-force algorithm will take $O(kn \log n)$ time where $k$ is the number of the layers. It essentially computes one convex layer at a time by peeling off the points on that layer. Abstractly, one can think of this algorithm as peeling off layer vertices one layer at a time from some geometric structure such as a point set, a Delaunay triangulation, or a Voronoi diagram. This peeling approach is reminiscent of many convex layers algorithms. Another general approach to this problem is the plane-sweep paradigm. We shall review algorithms in both categories below.

4.4.1 Peeling-based Techniques

One of the earliest works that takes this approach is Green and Silverman [25]. Their algorithm is a repeated invocation of quickhull to extract the convex layers, one layer per invocation. This algorithm runs in $O(n^2)$ worst-case time.

Overmars and van Leeuwen [45] proposed an algorithm for this problem that runs in $O(n \log^2 n)$ based on a fully dynamic data structure for maintaining a convex hull under arbitrary deletions and insertion of points. Each of these update operations takes $O(\log^2 n)$
time, since constructing the convex layers can be reduced to inserting all the points into the
data structure in time $O(n \log^2 n)$, marking points on the current convex hull and deleting
them off and then repeating this for the next layer. Since each point is marked exactly once
and deleted exactly once in the life of the algorithm, these steps together take no more than
$O(n \log^2 n)$ time. Thus, the whole algorithm runs in $O(n \log^2 n)$.

Chazelle [15] proposed an optimal algorithm for this problem that runs in $O(n \log n)$
time and $O(n)$ space, both of which are optimal.

A new algorithm that belongs to this class is discussed in Section 4.5.

4.4.2 Plane-Sweep Technique

The first algorithm on record that uses this technique is a modification of Jarvis march pro-
posed by Shamos [48]. The algorithm works by doing a radial sweep, changing the pivot
along the way, just as Jarvis march does, but does not stop after processing all the points.
It proceeds with another round of Jarvis march that excludes points found to belong to the
convex hull on the last iteration. This way, the algorithm runs in $O(n^2)$.

A natural thought process would lead one to wonder if Chan’s modification of Jarvis
march [11] that uses a grouping trick can help find an optimal solution to this problem.
This is exactly the approach taken by Nielsen [42] to obtain yet another optimal algorithm
for the convex layers problem. Nielsen’s algorithm is output-sensitive in that it can be
parametrized by the number of layers $k$ to compute. It runs in $O(n \log H_k)$ time where $H_k$
is the number of points appearing on the first $k$ layers.

4.4.3 Other results

Dalal [19] showed that the expected number of convex layers for a set of $n$ points uni-
formly and identically distributed within a smooth region such as a circle is $\Theta(\frac{n^2}{3})$. For a
polygonal region, however, the expectation is $\Theta(\frac{n}{\log n})$. 
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The envelope layers problem [27] and the multi-list layering problem [20] have been shown to be \( P \)-complete. It is still not known whether the convex layers problem belongs to the class \( NC \) [2, 27]. Dessmark et al. [20] reported a reduction of the convex layers problem to the multi-list layering problem, but this reduction does not bring us any closer to resolving the status of the convex layers problem.

4.5 Contributions

The algorithm builds four sets of convex layers. Each set differs from the others by the direction of curvature of the convex layers. Each set is maintained in an augmented balanced binary search tree \( T \). The set of points must be known ahead of time, so that each point’s horizontal ranking (by \( x \)-coordinate) can be precomputed. This ranking is determined by sorting the points using their \( x \)-coordinates, breaking ties by their \( y \)-coordinates. The particular order (ascending or descending) depends on the particular set. Below, we give the order used by each set.

1. North-West: \( p_i \prec_{NW} p_j \) if \( x(p_i) \geq x(p_j) \) and \( y(p_i) \geq y(p_j) \).

2. North-East: \( p_i \prec_{NE} p_j \) if \( x(p_i) \leq x(p_j) \) and \( y(p_i) \geq y(p_j) \).

3. South-West: \( p_i \prec_{SW} p_j \) if \( x(p_i) \geq x(p_j) \) and \( y(p_i) \leq y(p_j) \).

4. South-East: \( p_i \prec_{SE} p_j \) if \( x(p_i) \leq x(p_j) \) and \( y(p_i) \leq y(p_j) \).

Each of these relations \( \prec \) is a precedence relation on the vertices of the relevant partial hulls. For instance, the relation \( \prec_{NW} \) can be used to place a set of points in a monotone sequence as defined below. For the rest of this chapter, we shall only restrict ourselves to the \( \prec_{NW} \) relation, as the other relations can be realized by rotating the plane to the North-West orientation, applying the relation and then rotating back.
Definition 4.5. A polygonal chain $C = (p_1, p_2, \cdots, p_n)$ is monotone if it satisfies the inequality:

$$p_i \preceq_{NW} p_j$$

whenever $i < j$ for all $i, j \in \{1, 2, \cdots, n\}$

Lemma 4.1. Suppose $L$ and $R$ are two monotone convex chains that lie on opposite sides of some vertical line. Let $p$ denote the rightmost point on the chain $L$, and $q$ the rightmost point on $R$. The bridge between the two chains is monotone if and only if $p.y \leq q.y$.

Proof. Follows trivially. \hfill \Box

4.5.1 Hull Tree Data Structure

A hull tree $T$ is either nil or has a node. A hull tree node consists of a left child hull tree $T_l$, a right child tree $T_r$, and the following additional fields:

<table>
<thead>
<tr>
<th>Hull chain, $T.hull$</th>
<th>A linked list of vertices flanked by two virtual sentinels, $T.hull[0]$ on the left and $T.hull[-1]$ on the right.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left cursor, $T.b$</td>
<td>A cursor that scans the vertices in $T.hull$ from the left.</td>
</tr>
<tr>
<td>Right cursor, $T.c$</td>
<td>A cursor that scans the vertices in $T.hull$ from the right.</td>
</tr>
</tbody>
</table>

The hull chain linked list structure supports the following operations:

Definition 4.6. A bridge between two hull trees $T_l$ and $T_r$ is a line segment $b_l b_r$ such that $b_l$ is a vertex in the hull chain $T_l.hull$ and $b_r$ is a vertex in $T_r.hull$ and the line passing though $b_l b_r$ is a tangent to both chains.

The operations supported by the hull tree data structure are given in Table 4.3. Every one of these operations will maintain the data structure invariants given in Table 4.4 for every hull tree $T$. 
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Table 4.2: Operations supported by the Hull Chain Structure

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXTRACT(i, j)</td>
<td>Extracts the sub-chain with index i through j inclusively.</td>
</tr>
<tr>
<td>LISTTANGENT(p)</td>
<td>Returns the pair of indices (pointers) of the two tangent vertices to p in T.hull, provided p is not dominated by T.hull.</td>
</tr>
<tr>
<td>LISTINSERTAFTER(q, p)</td>
<td>Inserts the vertex q as a successor of vertex p.</td>
</tr>
<tr>
<td>LISTINSERTBEFORE(p, q)</td>
<td>Inserts the vertex p as a predecessor to vertex q.</td>
</tr>
<tr>
<td>LISTDELETE(p)</td>
<td>Deletes the vertex p from the list.</td>
</tr>
<tr>
<td>NEWLIST(p)</td>
<td>Creates a new linked list data structure and adds p to it.</td>
</tr>
</tbody>
</table>

To refer to these invariants, we shall use the notation $T.inv(i)$ to mean the instance $T$ of the hull tree data structure satisfies Invariant $I_i$. When two or more invariants are satisfied, we shall simply list the indices of the invariants, for instance $T.inv(3, 4, 5)$ would mean that Invariants 3, 4, and 5 hold. When we mean that all the invariants are satisfied, we shall simply write $T.inv()$, rather than the rather unwieldy $T.inv(1, 2, 3, 4, 5, 6)$.

**Lemma 4.2.** The space complexity of a hull-tree $T$ that stores a set $P$ of $n$ points is $\Theta(n)$.

**Proof.** We only need show that the following two quantities are linear in $n$:

1. The number of nodes in a hull tree.
2. The sum of the lengths of all the hull chains in $T$.

Since $\text{HEIGHT}(T) = \Theta(\log n)$ by Invariant $I_5$, it has no more than $2n - 1$ nodes. Each node has two subtree pointers $T_l$, $T_r$ and two cursor pointers $T.b$ and $T.c$, which together sum up to a constant.

Each node also has a hull chain with a size that ranges from 0 to $n$. Fortunately, the sum of the sizes of hull chains over the entire tree is $n$, by Invariant $I_2$ of the hull tree data structure. This completes the proof.
Table 4.3: Operations supported by the Hull Tree Data Structure

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUILD TREE($P$)</td>
<td>Takes a list of points $P$ and returns a hull tree $T$ containing them.</td>
</tr>
<tr>
<td>INSERT($C, T$)</td>
<td>Takes a monotone convex chain of points, updates the current hull tree with them and returns the updated hull tree.</td>
</tr>
<tr>
<td>PUSH DOWN($C, T$)</td>
<td>Takes a monotone convex chain of points $C$, splits them into a left part $C_L$ and a right part $C_R$. It then inserts $C_L$ into the left subtree $T.L$ and $C_R$ into the right subtree $T.R$.</td>
</tr>
<tr>
<td>EXTRACT HULL($T$)</td>
<td>Makes a copy $h$ of the convex chain $T.hull$ at the root node, removes $h$ from $T$, allowing new vertices from the subtrees to bubble up and take its place as though the vertices of $h$ were never inserted into $T$. EXTRACT HULL($T$) returns $h$.</td>
</tr>
<tr>
<td>DELETE($C, T$)</td>
<td>Deletes the monotone convex chain, $C$, from the hull chain $T.hull$, adjusts and returns $T$ as though the vertices in $C$ were never inserted into it.</td>
</tr>
<tr>
<td>GET EXTREMES($T_L, T_R, a_L, a_R$)</td>
<td>Returns a vertex pair $p, q$ such that $p = \arg\max_{p_i \in T.L.hull} p_i \cdot l$ and $q = \arg\max_{q_i \in T.R.hull} q_i \cdot l$, where $l$ is a line orthogonal to $a_La_R$.</td>
</tr>
<tr>
<td>GET BRIDGE($T_L, T_R$)</td>
<td>Returns a vertex pair $p, q$ such that $p$ comes from $T.L.hull[0 : p] \cdot T.R.hull[q : -1]$ is monotone, where $\cdot$ denotes concatenation.</td>
</tr>
<tr>
<td>TANGENTS($a_L, a_R, T_L, T_R$)</td>
<td>Given two points $a_L$ and $a_R$ such that $a_L.x &lt; a_R.x$, returns a pair of vertices, one of which is the tangent to $a_L$ and the other tangent with $T_L$ going through $a_R$. This will become clearer shortly when we describe its use in Algorithm DELETE.</td>
</tr>
</tbody>
</table>

4.5.2 Tree Construction

The algorithm for building a new hull tree is the BUILD TREE routine. We shall come back to discuss after first looking into its main building block, the INSERT algorithm.
Table 4.4: Invariants for the Hull Tree Data Structure

<table>
<thead>
<tr>
<th>Invariant</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_1$: Monotonicity</td>
<td>Each hull chain is monotone.</td>
</tr>
<tr>
<td>$I_2$: Non-Redundancy</td>
<td>No vertex appears more than once within a hull tree.</td>
</tr>
<tr>
<td>$I_3$: Dominance</td>
<td>The hull chain for any node in a hull tree dominates those of its subtrees.</td>
</tr>
<tr>
<td>$I_4$: Cursor Existence</td>
<td>$T.hull$ contains $T.b$ and $T.c$.</td>
</tr>
<tr>
<td>$I_5$: Logarithmic Height.</td>
<td>$\text{HEIGHT}(T) \leq \lceil \log_2(</td>
</tr>
<tr>
<td>$I_6$: Non-Crossing Cursors</td>
<td>$x(T.b) \leq x(T.c)$.</td>
</tr>
</tbody>
</table>

4.5.2.1 INSERT

Algorithm INSERT is a recursive algorithm. It takes as input a convex chain $C$ of vertices and a hull tree $T$.

The preconditions for invoking the algorithm are given in Table 4.5.

Table 4.5: Preconditions for INSERT

| Precondition 1: | $|C| > 0$ |
|-----------------|-----------|
| Precondition 2: | $C$ is a monotone chain |
| Precondition 4: | $T.inv()$ |

The postconditions for INSERT are given in Table 4.6.

Lemma 4.3. Given a monotone convex chain $C$ and a hull tree $T$ satisfying all the preconditions of Algorithm INSERT, Algorithm INSERT correctly inserts $C$ into $T$.

Proof. The algorithm breaks into two cases:

Case 3. $T$ is an empty tree.

This is the base case of the recursion – all it does is to create a new node and inserts the chain $C$ into it. $T$ then trivially satisfies the postconditions of INSERT.
**Algorithm 4.1: INSERT(C, T)**

**Input**: C, a convex chain of points to be inserted into T, 
T, a hull tree built from some point set P not including the vertices of C.  

**Output**: T, a hull tree built from P ∪ C.

1. if \( T = \text{nil} \) then
2. \( T = \text{NODE}() \)
3. \( T.hull = C \)
4. \( T.b = T.c = \text{HEAD}(T.hull) \)
5. else
6. \( k = T.hull.\text{LISTTANGENT}((\text{HEAD}(C)) \)
7. \( C′ = T.hull.\text{EXTRACT}(k + 1, |T.hull|) \)
8. \( T.hull.\text{LISTINSERTAFTER}(C′, \text{TAIL}(T.hull)) \)
9. \( T.b = \text{HEAD}(T.hull) \)
10. \( T.c = \text{TAIL}(T.hull) \)
11. \( i = 1 \)
12. while \( C′[i] \) belongs in the left subtree do
13. \( i = i + 1 \)
14. \( C_l, C_r = \text{SPLIT}(C′, i) \)
15. \( T.l = \text{INSERT}(C_l, T.l) \)
16. \( T.r = \text{INSERT}(C_r, T.r) \)
17. return T

**Table 4.6: Postconditions for INSERT**

<table>
<thead>
<tr>
<th>Postcondition 1:</th>
<th>( T.inv() )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postcondition 2:</td>
<td>( T.hull ) ends with C</td>
</tr>
<tr>
<td>Postcondition 3:</td>
<td>( T = \text{BUILDTREE}(P \cup C) ), see Section 4.5.2.2 for a definition of ( \text{BUILDTREE} )</td>
</tr>
</tbody>
</table>

**Case 4. T is not empty.**

Step 6 computes the tangent scanning backwards using the right cursor \( T.c \) until it finds the tangent to \( C \). Note that during scanning, if one cursor catches up with the other, they will both move together in order to preserve Invariant I6 (Non-Crossing Cursors).

This scan is guaranteed to find the tangent by Precondition 3, if one exists and the
returned $k$ will point to the tangent. However, if it does not exist, a reference to the sentinel is returned. In either case, the chain $C'$ that has been scanned past, not including the tangent, is extracted from $T.hull$. Chain $C$ is inserted in its place. The new hull chain preserves the monotonicity invariant $I_1$ and satisfies Postcondition 2.

However, Invariant $I_4$ may be violated since the cursors may no longer be pointing to an existing member of $T.hull$, but these are immediately restored by steps 9-10. Moreover, Postcondition 3 is still not being met. The rest of the algorithm (Steps 11-16) recursively restores the postcondition. This completes the proof.

\( \square \)

4.5.2.2 **BuildTree**

Given a point set $P$, Algorithm BuildTree starts by sorting these points by their $x$-coordinate values. The zero-based index of a point $p$ in such a sorted list is called its rank, denoted $\text{rank}_{P}(p)$. A point’s rank is used to guide its descent down the hull tree during insertion.

\begin{algorithm}
\begin{algorithmic}
\State **Input**: $P$, a set of points, \{\(p_i\mid i = 1, \cdots, n\}\).
\State **Output**: $T$, a hull tree built from $P$.
\State Compute the rank of each point by $x$-coordinate
\State Insert each point into a min-heap $H$ keyed on the $y$-coordinate
\State $T = \text{NEWHULLTREE}()$
\While {$|H| > 0$}
\State $p \leftarrow H.\text{EXTRACTMIN}()$
\State $\text{INSERT}(p, T)$
\EndWhile
\State return $T$
\end{algorithmic}
\end{algorithm}

The same set of points are then inserted into a min-heap structure $H$, but this time the key field (or priority value) in $H$ will be their $y$-coordinate value. The points are
then extracted from \( H \) in increasing order of their \( y \)-coordinate values and inserted into \( T \). The \textsc{insert} procedure expects a hull chain as the first parameter, so the call to \textsc{insert} in \textsc{buildtree} is understood to be a chain of one vertex.

Once all the points have been inserted, the hull tree is returned.

\textbf{Lemma 4.4.} Right after a point \( p \) is inserted into a hull tree \( T \), the relation \( \text{tail}(T.\text{hull}) = p \) holds.

\textit{Proof.} Since points are inserted into \( T \) in the order of their priority (i.e. \( y \)-coordinate value) in the min-heap \( H \), the most recently inserted point must have the largest \( y \) coordinate value of all the points inserted so far. Thus, the statement follows. \hfill \Box

\textbf{Lemma 4.5.} Algorithm \textsc{buildtree} constructs a hull tree of a set of \( n \) points in \( O(n \log n) \) time.

\textit{Proof.} Note that Step 1 through 3 take linear time. The While loop is executed \( n \) times. Since \textsc{extractmin} from a binary heap containing \( n \) elements costs \( \Theta(\log n) \) time, it remains only to show that all the invocations of \textsc{insert} by Algorithm \textsc{buildtree} take no more than \( O(n \log n) \) time overall.

Consider an arbitrary point \( p \) inserted into \( T \) by \textsc{buildtree} into \( T \). Initially, it goes into the \( T.\text{hull} \) by Lemma 4.4. In subsequent iterations, the point either stays within its current hull chain or descends one level down owing to an eviction from its current hull chain. The cost of descending a level of a chain \( C \) is dominated by the right-to-left tangent scan. Since only points that will descend will be examined in the scan, the cost of Step 6 is simply \( O(|C|) \). This is equivalent to saying that the amortized cost of descending a level by \( p \) is \( O(1) \).

Since there are only \( O(\log n) \) levels in \( T \), the cost of processing \( p \) reduces to \( O(\log n) \). This completes the proof. \hfill \Box

\textbf{Lemma 4.6.} Algorithm \textsc{insert} completes in \( O(\log n) \) amortized time.

\textit{Proof.} By Lemma 4.5, the cost of all invocations of \textsc{insert} by Algorithm \textsc{buildtree} is \( O(n \log n) \), which amortizes to \( O(\log n) \) per point. \hfill \Box
4.5.3 Hull Peeling

We begin the discussion of hull peeling by examining Algorithm `extractHull`, which takes a valid hull tree $T$ and extracts the root hull chain $h$ from it and returns it. We can state this in the form of preconditions for `extractHull`, given in Table 4.7.

| Precondition 1: | $|T| > 0$ |
|-----------------|----------|
| Precondition 2: | $T.inv()$ |

Algorithm 4.3: `extractHull(T)`

**Input**: $P$, a set of points, $\{p_i | i = 1, \ldots, n\}$.
**Output**: $T$, a hull tree built from $P$.
1. $h = T.hull$
2. `DELETE(h, T)`
3. return $h$

When `extractHull` completes, the new state of $T$, which we shall denote as $T'$, is as though the points on the extracted chain $h$ had never been inserted into $T$. We state these postconditions in Table 4.8.

**Postcondition 1**: $T' = \text{BUILDTREE}(P \setminus h)$, where $P$ is the set of points in $T$ and $h = T.hull$.
**Postcondition 2**: $T'.inv()$
The correctness and cost of Algorithm EXTRACTHULL obviously depend heavily on those of DELETE. We shall state the following theorem without proof in this section and return to it in Section 4.5.3.4.

**Theorem 4.1.** Given a valid hull tree $T$ containing $n$ vertices and a valid hull chain $C$ of $k$ vertices, Algorithm DELETE correctly deletes $C$ from $T$ in $O(k \log n)$ amortized time.

Algorithm DELETE itself also depends on two other procedures GETBRIDGE and TANGENTS, so let us have a look at those first.

**4.5.3.1 GETEXTREMES**

### Table 4.9: Preconditions for GETEXTREMES

<table>
<thead>
<tr>
<th>Precondition 1:</th>
<th>$T_l.inv()$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precondition 2:</td>
<td>$T_r.inv()$</td>
</tr>
<tr>
<td>Precondition 3:</td>
<td>$T_l \neq T_r$</td>
</tr>
<tr>
<td>Precondition 4:</td>
<td>$\text{TAIL}(T_l.hull).x \leq \text{HEAD}(T_r.hull).x$</td>
</tr>
</tbody>
</table>

**Lemma 4.7.** Given two valid hull trees $T_l$ and $T_r$ satisfying the preconditions of GETEXTREMES and the roof vertices $a_l$ and $a_r$, Algorithm GETEXTREMES correctly computes the extreme points closest in perpendicular distance to the segment $a_la_r$ in linear time.

**Proof.** The scan for the left extreme point in $T_l$ closest in perpendicular distance to the segment $a_la_r$ is done using $T_l$'s right-to-left cursor $T_l.c$. The scan for the right extreme point in $T_r$ closest in perpendicular distance to the segment $a_la_r$, however, is done using $T_r$'s left-to-right cursor $T_r.b$. On completion, the two cursors will be pointing to the extreme points, as required by GETEXTREMES’s Postconditions 3 and 4. Since, no other state changes were made to the two trees, the hull tree invariants continue to hold.
Algorithm 4.4: GETEXTREMES($T_l, T_r, a_l, a_r$)

**Input**
- $T_l$: a left hull tree of some tree $T$
- $T_r$: a right hull tree of $T$
- $a_l$: the rightmost end in the left leftover of the roof
- $a_r$: the leftmost point in the right leftover of the roof

**Output**
- $c_l, b_r$: The closest points to $a_l a_r$ in $T_l.hull$ and $T_r.hull$, respectively

1. $c_l, b_r = T_l.c, T_r.b$
2. if SLOPE(PRED($T_l.c$), $T_l.c$) < SLOPE($a_l a_r$) then
   3. $T_l.c = \text{PRED}(T_l.c)$
   4. $c_l, b_r = \text{GETEXTREMES}(T_l, T_r, a_l, a_r)$
5. if SLOPE($T_r.b$, SUCC($T_r.b$)) > SLOPE($a_l a_r$) then
   6. $T_r.b = \text{SUCC}(T_r.b)$
   7. $c_l, b_r = \text{GETEXTREMES}(T_l, T_r, a_l, a_r)$
8. return $c_l, b_r$

Table 4.10: Postconditions for GETEXTREMES

<table>
<thead>
<tr>
<th>Postcondition 1</th>
<th>$T_l.inv()$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postcondition 2</td>
<td>$T_r.inv()$</td>
</tr>
<tr>
<td>Postcondition 3</td>
<td>In $T_l.hull$, $T_l.c$ is closest in perpendicular distance to $a_l a_r$</td>
</tr>
<tr>
<td>Postcondition 4</td>
<td>In $T_r.hull$, $T_r.b$ is closest in perpendicular distance to $a_l a_r$</td>
</tr>
</tbody>
</table>

Since each vertex is scanned past at most once, the runtime is $O(\vert T_l.hull \vert + \vert T_r.hull \vert)$.

This completes the proof.

4.5.3.2 GETBRIDGE

Given two hull trees that satisfy the preconditions given in Table 4.11, Algorithm GETBRIDGE scans the hull chains of the given hull trees to find the bridge that connects them.

**Lemma 4.8.** Given two valid hull trees $T_l$ and $T_r$, satisfying the preconditions of Algorithm GETBRIDGE, GETBRIDGE correctly computes the bridge connecting them in time linear in their sizes.

**Proof.** The scan for the left bridge point in $T_l$ is done using its left-to-right cursor $T_l.b$. 
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Table 4.11: Preconditions for GETBRIDGE

<table>
<thead>
<tr>
<th>Precondition 1:</th>
<th>$T_l.inv()$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precondition 2:</td>
<td>$T_r.inv()$</td>
</tr>
<tr>
<td>Precondition 3:</td>
<td>$T_l \neq T_r()$</td>
</tr>
<tr>
<td>Precondition 4:</td>
<td>$\text{TAIL}(T_l.hull).x \leq \text{HEAD}(T_r.hull).x$</td>
</tr>
</tbody>
</table>

Algorithm 4.5: GETBRIDGE($T_l, T_r$)

**Input**: $T_l$, a left hull tree of some tree $T$, $T_r$: a right hull tree of $T$

**Output**: $b_l, c_r$: The left and right bridge points connecting the trees $T_l$ and $T_r$

1. if $T_l = \text{nil}$ then $b = (-\infty, -\infty)$
2. else $b = T_l.b$
3. if $T_r = \text{nil}$ or $\text{TAIL}(T_l.hull).y > \text{TAIL}(T_r.hull).y$ then $c = (+\infty, -\infty)$
4. else $c = T_r.c$
5. if COUNTERCLOCKWISE($T_l.b, T_r.c, \text{SUCC}(T_l.b)$) then
   6. $T_l.b = \text{SUCC}(T_l.b)$
   7. $b, c = \text{GETBRIDGE}(T_l, T_r)$
6. if COUNTERCLOCKWISE($T_l.b, T_r.c, \text{PRED}(T_l.b)$) then
   9. $T_l.b = \text{PRED}(T_l.b)$
   10. if $T_l.b.x > T_l.c.x$ then $T_l.c = T_l.b$
   11. $b, c = \text{GETBRIDGE}(T_l, T_r)$
7. if COUNTERCLOCKWISE($T_l.b, T_r.c, \text{SUCC}(T_r.c)$) then
   13. $T_r.c = \text{SUCC}(T_r.c)$
   14. $b, c = \text{GETBRIDGE}(T_l, T_r)$
8. if COUNTERCLOCKWISE($T_l.b, T_r.c, \text{PRED}(T_r.c)$) then
   16. $T_r.c = \text{PRED}(T_r.c)$
   17. if $T_r.b.x > T_r.c.x$ then $T_r.b = T_r.c$
   18. $b, c = \text{GETBRIDGE}(T_l, T_r)$
9. return $b, c$

The scan for the right bridge point in $T_r$, however, is done using $T_r$’s right-to-left cursor $T_r.c$. On completion, the two cursors will be pointing to the bridge points, as required by GETBRIDGE’s Postcondition 3. Since, no other state changes were made to the two trees, the hull tree invariants continue to hold.
Table 4.12: Postconditions for GETBRIDGE

| Postcondition 1: | $T_l.inv()$ |
| Postcondition 2: | $T_r.inv()$ |
| Postcondition 3: | $(T_l.b,T_r.c)$ is the bridge connecting the chains $T_l.hull$ and $T.r.hull$ |

Since each vertex is scanned past at most once, the runtime is $O(|T_l.hull| + |T_r.hull|))$. This completes the proof.

4.5.3.3 TANGENTS

Given two hull trees and a pair of roof points that meet the preconditions given in Table 4.13, Algorithm TANGENTS returns a left tangent point and a right tangent point as seen from the given roof points.

Table 4.13: Preconditions for TANGENTS

| Precondition 1: | $T_l.inv()$ |
| Precondition 2: | $T_r.inv()$ |
| Precondition 3: | $(a_l,a_r)$ is monotone |

4.5.3.4 DELETE

Algorithm DELETE is a recursive algorithm that breaks into four cases. We shall employ the analogy of a roof caving in from a heavy snow pile. Restricting our analogy to a vertical plane cutting through the home, the remaining roof has a left portion ending with point labeled $a_l$ and a right portion starting with the point $a_r$. 
Algorithm 4.6: TANGENTS\((a_l, a_r, T_l, T_r)\)

**Input**: \(a_l\), the rightmost end of the left leftover from the roof, 
\(a_r\), the leftmost point in the right leftover from the roof,  
\(T_l\), a child hull tree of some tree \(T\),  
\(T_r\): a child hull tree of \(T\)  

**Output**: \(b, c\): tangent to \(a_l\) and \(a_r\) respectively  

1. if \(T_l.b \neq \text{TAIL}(T_l.hull)\) and \(\text{CLOCKWISE}(a_l, \text{SUCC}(T_l.b), T_l.b)\) then 
   2. \(T_l.b = \text{SUCC}(T_l.b)\) 
   3. if \(T_l.b.x > T_l.c.x\) then \(T_l.c = T_l.b\) 
   4. return TANGENTS\((a_l, a_r, T_l, T_r)\) 
5. if \(T_l.b \neq \text{HEAD}(T_l.hull)\) and \(\text{COUNTERCLOCKWISE}(a_l, T_l.b, \text{PRED}(T_l.b))\) then 
   6. \(T_l.b = \text{PRED}(T_l.b)\) 
   7. return TANGENTS\((a_l, a_r, T_l, T_r)\) 
8. if \(T_r.c \neq \text{HEAD}(T_r.hull)\) and \(\text{CLOCKWISE}(T_r.c, a_r, \text{PRED}(T_r.c))\) then 
   9. \(T_r.c = \text{PRED}(T_r.c)\) 
  10. if \(T_r.b.x > T_r.c.x\) then \(T_r.b = T_r.c\) 
   11. return TANGENTS\((a_l, a_r, T_l, T_r)\) 
12. if \(T_r.c \neq \text{TAIL}(T_r.hull)\) and \(\text{COUNTERCLOCKWISE}(T_r.c, a_r, \text{SUCC}(T_r.c))\) then 
  13. \(T_r.c = \text{SUCC}(T_r.c)\) 
  14. return TANGENTS\((a_l, a_r, T_l, T_r)\) 
15. return \(T_l.b, T_r.c\)

**Table 4.14: Postconditions for TANGENTS**

<table>
<thead>
<tr>
<th>Postcondition 1:</th>
<th>(T_l.inv())</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postcondition 2:</td>
<td>(T_r.inv())</td>
</tr>
<tr>
<td>Postcondition 3:</td>
<td>((T_l.b, T_r.c)) is monotone</td>
</tr>
</tbody>
</table>

**Table 4.15: Preconditions for DELETE**

| Precondition 1: | \(|C| > 0\) |
|-----------------|----------------|
| Precondition 2: | \(C\) is monotone |
| Precondition 3: | \(C\) is a subchain of \(T.hull\) |
| Precondition 4: | \(T.inv()\) |
Algorithm 4.7: DELETE($C, T$)

**Input**: $C$, a chain of points to be deleted from $T$,
$T$: a hull tree

**Output**: $T$: The updated hull tree with the chain $C$ deleted from it

1. $j = T.hull.\text{LISTDELETE}(C)$
2. $c_l, b_r = \text{GETEXTREMES}(T.l, T.r, T.hull[j - 1], T.hull[j])$
   ▶ Case 1: Neither subtree needed to rebuild the roof
3. case $\neg \text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], c_l)$ and
   $\neg \text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], b_r)$
   ▶ Do nothing
4. ▶ Case 2: Only the right subtree needed to rebuild the roof
5. case $\neg \text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], c_l)$
   and $\text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], b_r)$
6.   $i, k = \text{TANGENTS}(T.hull[j - 1], T.hull[j], T.r, T.r)$
7.   $T.hull = T.hull[0:j - 1] \cdot T.r.hull[i:k] \cdot T.hull[j:|T.hull|]$  
8.   $\text{DELETE}(T.r.hull[i:k], T.r)$
9. ▶ Case 3: Only the left subtree needed to rebuild the roof
10. case $\text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], c_l)$
    and $\neg \text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], b_r)$
11.   $i, k = \text{TANGENTS}(T.hull[j - 1], T.hull[j], T.l, T.l)$
12.   $T.hull = T.hull[0:j - 1] \cdot T.l.hull[i:k] \cdot T.hull[j:|T.hull|]$  
13.   $\text{DELETE}(T.l.hull[i:k], T.l)$
14. ▶ Case 4: Both subtrees needed to rebuild the roof
15. case $\text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], c_l)$
    and $\text{COUNTERCLOCKWISE}(T.hull[j - 1], T.hull[j], b_r)$
16.   $i, k = \text{TANGENTS}(T.hull[j - 1], T.hull[j], T.l, T.r)$
17.   $b_l, c_r = \text{GETBRIDGE}(T.l, T.r)$
18.   $T.hull = T.hull[0:j - 1] \cdot T.l.hull[i:b_l] \cdot T.r.hull[c_r:k] \cdot T.hull[j:|T.hull|]$  
19.   $\text{DELETE}(T.l.hull[i:b_l], T.l)$
20.   $\text{DELETE}(T.r.hull[c_r:k], T.r)$
21. return $T$

Table 4.16: Postconditions for DELETE

| Postcondition 1: | $T' = \text{BUILDTREE}(P \setminus C)$, where $P$ is the set of points in $T$. |
| Postcondition 2: | $T'.\text{inv}()$ |
**Case 1.** *Neither subtree is needed to rebuild the roof.*

This case, depicted in Figure 4.1, results when the deletion of subchain $C$ from $T.hull$ does not result in the violation of the Invariant $I_3$ (Dominance Invariant). Since no invariant is violated, there is nothing left to do. This case includes the special case when both subtrees are empty.

![Figure 4.1: Case 1: Invariant $I_3$ not violated.](image)

**Case 2.** *Only the right subtree is needed to rebuild the roof.*

This case leads to a violation of Invariant $I_3$ because now $T.hull$ no longer dominates the hull chain in the right subtree $T.r.hull$, as shown in Figure 4.2. To maintain Invariant $I_{3r}$, a subchain of $T.r.hull$ will have to be extracted and moved up to become part of $T.hull$.

![Figure 4.2: Case 2: Invariant $I_3$ violated only by right child.](image)
**Lemma 4.9.** In Case 2, only the vertices of $T_r.hull$ that will be moved up to join the roof are scanned twice.

*Proof.* After the call to **getExtremes** in line 2 of Algorithm **delete**, $T_r$’s left-to-right cursor $T_r.b$ is positioned on the right extreme point relative to $a_la_r$, by Postcondition 4 of Algorithm **getExtremes**, but its left-to-right cursor $T_r.b$ is still pointing to $\text{head}(T_r.hull)$, not having done any scan so far.

The scan for the left tangent point, visible to $a_l$ and above the segment $a_la_r$, is done by having $T_r.b$ walk up the chain, until $a_l$ can see no further, at which point the left tangent point has been found. Note that in this walk, all the points that were scanned were seen for the first time.

Similarly, the scan for the right tangent point visible to $a_r$ is done by walking forward or backward. The decision of which walk to take is done in constant time. If the walk backward toward $T_r.b$ is selected, then all the points encountered in this walk will be encountered for the first time. However, if the scan is forward toward the tail of $T_r.hull$, then any point encountered is a point that will be moved up to join the roof.

\[ \square \]

**Case 3.** Only the left subtree is needed to rebuild the roof.

This case, depicted in Figure 4.3, is the converse of case 2 – Invariant $I_3$ is violated with respect to only the left subtree. So, we only need compute the subchain of $T_l.hull$ that needs to move up to repair the roof and restore Invariant $I_3$.

**Lemma 4.10.** In Case 3, only the vertices of $T_l.hull$ that will be moved up to join the roof are scanned twice.

*Proof.* The argument is symmetric to that of Case 2.

\[ \square \]

**Case 4.** Both subtrees are needed to rebuild the roof.

In this case, Invariant $I_3$ is violated by both subtrees, as shown in Figure 4.4. So, we need to compute two subchains, on from $T_l.hull$ and the other from $T_r.hull$, which are then moved up to fix the roof and restore Invariant $I_3$. 67
Figure 4.3: Case 3: Invariant I₃ violated only by left child.

Figure 4.4: Case 4: Invariant I₃ violated by both.

Lemma 4.11. In Case 4, only the vertices of $T_l.hull$ and $T_r.hull$ that will be moved up to join the roof are scanned twice.

Proof. After the call to getBridge in line 15 of Algorithm delete, the two cursors $T_l.b$ and $T_r.c$ are already pointing to the left and right bridge points, by Postcondition 3 of Algorithm getBridge.

The scan for the left tangent point visible to $a_l$ and above the segment $a_la_r$ is done by walking $T_l.b$ forward or backward. The decision of which direction to walk can be done in constant time. If the walk forward toward $T_l.c$ is chosen, then all the points encountered will be encountered for the first time. However, if the scan is backward toward the head of $T_l.hull$, then any point encountered is one that will be moved up to join the roof.
Symmetrically, the scan for the right tangent point visible to $a_r$ and above the segment $a_1a_r$, is done by walking forward or backward. The decision of which walk to take is done in constant time. If the walk backward toward $T_r.b$ is selected, then all the points encountered in this walk will be encountered for the first time. However, if the scan is forward toward the tail of $T_r.hull$, then any point encountered is a point that will be moved up to join the roof.

We are now ready to prove the theorem stated earlier about the correctness and runtime of Algorithm DELETE.

**Theorem 4.2.** Given a valid hull tree $T$ containing $n$ vertices and a valid hull chain $C$ of $k$ vertices, Algorithm DELETE correctly deletes $C$ from $T$ in $O(k \log n)$ amortized time.

**Proof.** We proceed in two steps. First, we shall consider the correctness argument in Part 1 and then the runtime argument in Part 2.

**Part 1.** By Lemma 4.7, the points closest to the segment $a_1a_r$ are returned correctly from Algorithm GETEXTREMES. This is used to select the correct case. The correctness of each case is already shown in Lemmas 4.9 to 4.11.

**Part 2.** Since points are only ever scanned twice when they will be moved up a level as shown in Lemmas 4.9 to 4.11 and a point is moved up at most once per level and there are no more than $\log n$ levels in $T$ by Invariant I_5, we have that any set of $k$ points $C$ satisfying the preconditions of Algorithm DELETE can be deleted from $T$ in $O(k \log n)$ amortized time.

4.5.4 Merge

The merge routine takes as input the four hull trees $T_{NW}, T_{NE}, T_{SE},$ and $T_{SW}$ with the orientations of NW, NE, SE, and SW and then iteratively performs the following actions for each layer $i$:

- Extract the root hull chain from each of the hull trees.
• Add their unmarked vertices into a new chain $l$ in clockwise order.

• Mark the vertices in $l$ by adding them to $R$.

• Delete marked vertices that now appear in the root hull chain of each of the hull trees $T_{NW}, T_{NE}, T_{SE},$ and $T_{SW}$.

This process stops when all vertices have been marked.

Table 4.17: Preconditions for MERGE

| Precondition 1: | $\min(|T_{NW}|, |T_{NE}|, |T_{SE}|, |T_{SW}|) > 0$ |
| Precondition 2: | $T_{NW} \cap R = \emptyset$ |
| Precondition 3: | $T_{NE} \cap R = \emptyset$ |
| Precondition 4: | $T_{SE} \cap R = \emptyset$ |
| Precondition 5: | $T_{SW} \cap R = \emptyset$ |
| Precondition 6: | $T_{NW}.inv()$ |
| Precondition 7: | $T_{NE}.inv()$ |
| Precondition 8: | $T_{SE}.inv()$ |
| Precondition 9: | $T_{SW}.inv()$ |

Table 4.18: Postconditions for MERGE

| Postcondition 1: | $R_{pre} \subseteq R_{post}$ where $R_{post}(R_{pre})$ is the set of marked vertices before (after) the call to MERGE. |
| Postcondition 2: | $L_{pre} \subseteq L_{post}$ |
| Postcondition 3: | $\text{Int}(L_i) \cap \text{Int}(L_{i+1}) = \text{Int}(L_i)$ for all $i = 1, 2, \cdots |L| - 1$. |
| Postcondition 4: | $T_{NW}.inv()$ |
| Postcondition 5: | $T_{NE}.inv()$ |
| Postcondition 6: | $T_{SE}.inv()$ |
| Postcondition 7: | $T_{SW}.inv()$ |
Algorithm 4.8: MERGE($T_{NW}, T_{NE}, T_{SE}, T_{SW}, R$)

Input: $T_{NW}$, a hull tree with the NW orientation, $T_{NE}$, a hull tree with the NE orientation, $T_{SE}$, a hull tree with the SE orientation, $T_{SW}$, a hull tree with the SW orientation, $R$, the set of vertices already extracted from one of the hull trees.

Output: $L$, A list of merged convex layers.

1. $L = \emptyset$
2. $l_{NW} = \text{EXTRACTHULL}($T_{NW}$)$
3. $l_{NE} = \text{EXTRACTHULL}($T_{NE}$)$
4. $l_{SE} = \text{EXTRACTHULL}($T_{SE}$)$
5. $l_{SW} = \text{EXTRACTHULL}($T_{SW}$)$
6. foreach $p \in l_{NW} \setminus R$ do
   7.     $l = l \cdot p$
   8.     $R = R \cup \{p\}$
9. foreach $p \in l_{NE} \setminus R$ do
   10.     $l = l \cdot p$
   11.     $R = R \cup \{p\}$
12. foreach $p \in l_{SE} \setminus R$ do
   13.     $l = l \cdot p$
   14.     $R = R \cup \{p\}$
15. foreach $p \in l_{SW} \setminus R$ do
   16.     $l = l \cdot p$
   17.     $R = R \cup \{p\}$
18. $L = L \cdot l$
19. foreach $p \in R \cap T_{NW}.hull$ do
   20.     $\text{DELETE}(p, T_{NW})$
21. foreach $p \in R \cap T_{NE}.hull$ do
   22.     $\text{DELETE}(p, T_{NE})$
23. foreach $p \in R \cap T_{SE}.hull$ do
   24.     $\text{DELETE}(p, T_{SE})$
25. foreach $p \in R \cap T_{SW}.hull$ do
   26.     $\text{DELETE}(p, T_{SW})$
27. if $\min(|T_{NW}|, |T_{NE}|, |T_{SE}|, |T_{SW}|) > 0$ then
   28.     $L = L \cdot \text{MERGE}(T_{NW}, T_{NE}, T_{SE}, T_{SW}, R)$
29. return $L$
Lemma 4.12. Given a set $S$ of $n$ points and the four hull trees of $S$ with the four orientations of NW, NE, SE, and SE, the merge procedure correctly returns the convex layers of $S$.

Proof. Denote the output of the merge procedure by the sequence $L = (L_1, L_2, \cdots, L_m)$ of $m$ convex polygons $L_i$, such that:

$$|L_{i+1}| \subseteq |L_i|, \text{ for all } i = 1, 2, \cdots, m - 1$$ \hspace{1cm} (4.5.1)

We proceed by induction on $i$. For case $i = 1$, the set of marked vertices (i.e. vertices in $R$) is initially empty, thus the Preconditions 2-5 are trivially true. The algorithm extracts the four monotone hull $l_{NW}, l_{NE}, l_{SE}$ and $l_{SW}$ and then adds their yet unmarked vertices into $l$ in clockwise order, and also marks them in the process. Thus, at the end of Line 17, $l$ contains a clockwise sequence of the vertices from all the four hull chains, as does $R$ – the set of marked vertices.

At this point, it is possible that one of the preconditions 2-5 might be violated, so the algorithm restores these preconditions before making a recursive call by deleting marked points from the new hull chains.

For an arbitrary case $i > 1$, after Line 17, the following invariant always holds:

$$R = \bigcup_{i=1}^{m} L_i$$ \hspace{1cm} (4.5.2)

Lemma 4.13. Given a set $S$ of $n$ points and the four hull trees of $S$ with the four orientations of NW, NE, SE, and SE, the merge procedure executes in $O(n \log n)$ time.

Proof. Lines 1 to 5 of Algorithm MERGE take $O(\log n)$ amortized time per point. Lines 6 to 18 take amortized constant time per point. Lines 19 to 26 also take $O(\log n)$ amortized
time per point. Thus, the non-recursive part, Lines 1 to 26, is dominated by $O(\log n)$ amortized time per point. So, the entire algorithm follows the recurrence relation:

$$T(n, m_k) = T(n - m_k, m_{k-1}) + O(m_k \log n)$$ (4.5.3)

where $k$ is the number of layers in $L$, and the $m_{k-i+1} = |L_i|$, the size of the $i$-th layer. Expanding this recurrence relation gives:

$$T(n) = \sum_{i=1}^{k} O(m_i \log n) = O(\log n) \sum_{i=1}^{k} m_i = O(n \log n)$$ (4.5.4)

since $\sum_{i=1}^{k} m_i = n$. \qed

4.6 Conclusion

We have given a simple optimal algorithm for the convex layers problem. The pseudocode might appear detailed but that is only because the approach is simple enough that we can deal with all cases explicitly. However, by using four sets of hulls, we only need to work with monotone chains which simplifies our case analyses and make the correctness argument straightforward.

It should be noted that while Chazelle [15] used a balanced tree approach as well, the information stored in our tree corresponds to a different set of polygonal chains.
Chapter 5: Conclusion

This thesis presented a framework for describing approximation algorithms for the convex hull problem. This framework is then applied to a number algorithms found in the literature as well as new algorithms proposed in this thesis. The framework fills a need for practising engineers who need guidance in choosing an appropriate algorithm for their problem. The framework can also serve to analyze future algorithms so that they can be better evaluated and compared to existing algorithms. Many more problems will benefit from a similar framework to help potential implementers select the algorithm that is most appropriate to their problem and context.

A new streaming algorithm for the convex hull is also presented. Its runtime and area error bounds are analyzed. Empirical area and distance error results are also presented. Future work will address analytical distance error analysis. Hershberger and Suri [28, 30, 29] only provided a distance error bound for their algorithm. One future research direction will be to derive an area bound of their algorithm. An empirical comparison of the two algorithms would also be an interesting direction to pursue.

This thesis has studied the problem of maintaining a $k$-gon within the true convex hull of a stream of incoming points. One might be interested instead in a $k$-gon that circumscribes the true convex hull. While there are several results [1, 7, 21, 39, 40, 43, 56] for circumscribing $k$-gons for an offline point set, we are not aware of any published results on circumscribing $k$-gons for a data stream.

Finally, this thesis also gave a new simple optimal algorithm for the convex layers problem. Detailed pseudocode, space and time complexity results and error bounds of the algorithm are also given. There are other related problems that will benefit from simpler but optimal algorithms. One example is the dynamic convex hull problem, where
the convex hull is to be maintained under arbitrary sequence of insert, delete and query requests.

To date the most practical algorithm for this problem remains that of Overmars and van Leeuwen [45], which runs in $O(\log^2 n)$ time per update and $O(\log n)$ per query request. While the work of Brodal and Jacob [8] did resolve the long-standing open problem in 2002 by achieving the optimal $O(\log n)$ amortized time for update and query requests while using optimal $O(n)$ space, their solution depends on data structures that are too intricate and complex to be practical. One line of future work would be to explore simpler and more practical solutions that are nonetheless optimal, either in an amortized sense or even in the worst-case.
Appendix A: Link to Source Code Repository

All the source code used in this thesis can be downloaded from:

https://github.com/rrufai/jcg.git
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