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Cancer is a complex system of systems - in which heterogeneous actors interact dynamically with each other and with the environment across time. It is the second leading cause of death in the U. S. after cardiovascular disease, striking people from all occupations and backgrounds. The U. S. President Nixon declared the “War on Cancer” in 1971. Since then, much progress has been made towards understanding this disease. However, due to the reductionist thinking that has been predominant in cancer research for the last decades, the mortality rates due to cancer have hardly changed.

This dissertation uses a computational social science approach to address the complexity inherent into the social determinants of cancer. It examines, models and tests hypotheses that explore how the social determinants of cancer may influence cancer dynamics and outcomes. This work aims to move beyond the reductionist view predominant in cancer research by employing an agent-based computational approach, and documenting the process of building a data-driven model that simulates the dynamics
of cancer in a realistic population of boundedly rational agents. The results of this dissertation aim to advance the application of computational social science methodologies to the study of the social determinants of cancer and to assist policy makers in taking more informed decisions regarding cancer control interventions.
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1.1 Context and Motivation
Cancer poses an unprecedented challenge to scientific inquiry. A total of 1,685,210 new cancer cases and 595,690 cancer deaths are projected to occur in the United States in 2016 (Siegel et al., 2016). Approximately 1/4 to 1/3 of these cancer cases can be attributed to poor nutrition, physical inactivity, overweight and obesity (American Cancer Society, 2013). The number of Americans expected to die of cancer is expected to rise in the next years, as the nation’s population ages. In 1971, U. S. President Nixon signed the National Cancer Act and declared the “War on Cancer”, creating the National Cancer Program. While the progress in understanding cancer has been tremendous since then, the mortality rates due to cancer have hardly changed (Agus, 2012). This is, in part, due to
the reductionist thinking that has been predominant in cancer research for the last decades.

According to the Centers for Disease Control and Prevention (CDC), CRC is the second leading cause of cancer deaths in the United States (of the cancers affecting both genders). On January 1, 2010, in the United States there were approximately 1,154,481 men and women alive who had a history of cancer of the colon and rectum – 569,930 men and 584,551 women (Howlader et al., 2014). As with most cancers, colorectal cancer can be deadly if not detected early. Late stage 5-year survival rate for CRC can be as low as 6%.

Cancer embodies many of the characteristics of a complex system. A wide range of factors interacting across time at several levels influences the incidence, prevalence, dynamics and the mortality rates due to cancer (Hiatt & Breen, 2008). The current understanding of carcinogenesis is based on the conventional reductionist view of disease. In the past decades, the focus of cancer research has been on single individual genes gone wrong, single mutations, single associations. Cancer research largely neglected the importance of an emphasis on the individual and society from a systems science perspective (Agus & Gell-Mann, 2012) – a system that is composed of, and influenced by several other systems.

Among the main goals of this dissertation is to encourage cancer-related social science research using novel computational social science methodologies. Social determinants have been defined as “the circumstances in which people are born, grow up, live, work, and age, as well as the systems put in place to deal with illness” (WHO,
2008). They have often been referred to as the “fundamental cause of disease” (Link & Phelan, 1995) or “the causes of the causes” (Marmot & Wilkinson, 2005). These factors are particularly important for cancer research as they consequently maintain an association with diseases even when intervening mechanisms change. The social scattering, as well as the social determinants contributing to the population patterns of disease, is the focus of social epidemiology (Berkman et al., 2000; Krieger, 2001a; Krieger, 2005).

Social determinants influence health behaviors of individuals, groups, and populations (Kaplan, 1998; Marmot, 1995). They interact with genetic and biological factors (gene-environment interactions), shape individual and group behavior (either directly or indirectly), contextualize individual risk factors, embody the access to resources and offer a life-course perspective on disease development. The social determinants of health have traditionally been approached using reductionist, correlation-based analytic methods (e.g. regression techniques). Although useful, the epidemiological methods employed to address this multilevel complexity are not without limitations. These methods have been criticized (Oakes & Kaufman, 2006) because of their limited ability to incorporate and account for the vast variety of social causal relationships and interactions involved in disease causation and development. Traditional methods currently employed to explore the social determinants of disease are insufficient in addressing the complexity inherent in the social determinants of cancer (El Sayed et al., 2012; Hiatt & Breen 2008). To make further progress in cancer control research, an
interdisciplinary approach using new methods capable of accounting for the social influences is needed (Maglio & Mabry, 2011).

We are experiencing an unprecedented growth in computational power that makes computational social science modeling techniques an increasingly attractive methodology for understanding the causal pathways of disease. These techniques can be particularly useful for policymakers, by providing the opportunity to look into a wide range of possibilities of disease dynamics by simulating a multitude of “what-if” scenarios. During the last decades agent-based modeling (ABM) has become a reliable technique for building models to study macro level outcomes from the bottom up in several disciplines. ABM has been fruitfully applied to the explore the spread of several infectious diseases, such as H1N1 (Parker & Epstein, 2011; Brown et al., 2011), cholera (Hailegiorgis & Crooks, 2012), measles (Perez & Dragicevic, 2009) and it’s becoming increasingly popular in studying chronic conditions, such as obesity (Hammond, 2009; Bourisly, 2013; Ejima et al., 2013), smoking (Kasaie et al., 2013) and drinking patterns (Gorman et al., 2006). ABM is not new to cancer research. This methodology has been widely applied to model tumor growth at the cellular level (Zhang et al., 2009; Sun et al., 2012; Dréau et al., 2009). Nevertheless, no approaches involving ABM have been proposed to address the social determinants of cancer at the individual and population level. This research aims to address this gap and the limitations of the reductionist thinking in cancer research by employing a “bottom-up” approach that integrates existing models, theories and knowledge from several disciplines involved in researching the social determinants
of cancer. Before proceeding with introducing the first chapter, and presenting the research aims, a few concepts need to be defined.

1.2 Terminology

A brief review of the terminology specifically related to the epidemiology of cancer that will be further used in this dissertation is presented below.

- **Incidence.** Cancer incidence rate is the number of new cancers of a specific site/type occurring in a particular population within a specified time period.

\[
\text{Incidence rate} = \frac{\text{new cancer cases occurring during a given period}}{\text{total population at risk during the same period}} \quad \text{Equation 1}
\]

- **Prevalence.** Cancer prevalence is a measure of the total people with a previous cancer diagnosis alive at a particular point in time. It usually includes both the incidence as well as the pre-existing cases.

- **Morbidity.** Morbidity is another term for illness, referring to having a disease or a symptom of a specific disease.

- **Recurrence.** Recurrence refers to the return of cancer post treatment, usually after a period during which cancer cannot be detected.

- **Mortality.** Mortality statistics (in the case of cancer) refer to the number of deaths resulting from this particular disease within a certain population and during a certain period.

\[
\text{Mortality rate} = \frac{\text{cancer deaths occurring during a given period}}{\text{total population at risk during the same period}} \quad \text{Equation 2}
\]

- **Survival.** Cancer survival statistics are typically expressed as the proportion of patients alive at some point after a diagnosis of cancer.
• Clinical trial. A scientific study that has the goal of looking for new treatments or improving the current ones.

• Screening. Screening for cancer refers to looking for cancer signs in (seemingly) asymptomatic individuals. If a screening test result is abnormal, more tests need to be done to find out if a person has cancer. These are called diagnostic tests.

• Prevention. The prevention of cancer most commonly refers to the activities known to decrease the risk of getting cancer.

• Etiology. Etiology relates to the cause, set of causes, or manner of causation of a particular disease.

1.3 Research Goals

Among the most significant goals of this work is to advance the understanding of social determinants of cancer using novel computational social science methodologies. This dissertation investigates several systems involved in shaping the social determinants of cancer using agent-based modeling, providing a “test-bed” for evaluating hypotheses on how social systems might affect cancer dynamics.

To illustrate the application of the proposed agent based framework, a study case is proposed. The study case will focus on the social determinants of colorectal cancer in Washington, DC. The agent-based model, coupled with geographic information systems (GIS), is driven by empirical data collected from multiple sources and simulates the multilevel influences of social systems on the dynamics of cancer in an artificial society of situated, boundedly-rational agents.
The main research question this dissertation addresses is: “Can a bottom-up agent-based approach help to gain insight into the complexity inherent in the social determinants of cancer?” The proposed ABM attempts to explore potential scenarios to answer questions about how society may affect the distribution of cancer at population and community levels. Through which mechanisms can social factors influence the initiation and development of cancer? Why and how does it affect only a small portion of the population exposed? The proposed ABM attempts to provide answers to substantial questions related to the social determinants of cancer, as well as to raise new issues and potentially drive new research directions and data collection efforts.

1.4 Aims and Objectives

The main goal of this dissertation research is to investigate the use of agent-based modeling in the context of social determinants of cancer. To accomplish this, the following formal list of aims and objectives was created:

1. Review and examine the literature on social determinants of cancer and distinguish the factors and behaviors that are most relevant to be included in the model.

2. Review and examine the literature on colorectal cancer and distinguish the factors and behaviors that are most relevant to be included in the model.

3. Synopsize the existing computational social science methodologies and motivate the use of agent-based modeling as the methodology of choice to address the social determinants of cancer.

4. Design and build an agent-based model that captures the complexity inherent in the social determinants of cancer.
5. Verify, validate and analyze the results of the agent-based model implemented during the previous step.

6. Apply the agent based model to different scenarios, to increase the validity of the model, and explore policies that might work best in certain situations.

7. Assess the potential of agent based modeling for addressing the social determinants of cancer.

1.5 Dissertation Organization

The structure of the dissertation, with the corresponding chapters as they relate to research aims and objectives, is presented in Table 1.
<table>
<thead>
<tr>
<th><strong>Aim/Objective(s)</strong></th>
<th><strong>Chapter(s)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Review and examine the literature on the social determinants of cancer to distinguish the factors and behaviors that are most relevant to be included in the model.</td>
<td><em>Chapter 2.</em> Social Determinants of Cancer</td>
</tr>
<tr>
<td>Review and examine the literature on colorectal cancer to distinguish the factors and behaviors that are most relevant to be included in the model.</td>
<td><em>Chapter 3.</em> Colorectal Cancer</td>
</tr>
<tr>
<td>Synopsize the existing computational social science methodologies and motivate the choice of computational social science methods to study the social determinants of cancer.</td>
<td><em>Chapter 4:</em> Methodology</td>
</tr>
<tr>
<td>Design and build an agent-based model that captures the complexity inherent in the social determinants of cancer.</td>
<td><em>Chapter 5:</em> The Study Area</td>
</tr>
<tr>
<td></td>
<td><em>Chapter 6:</em> Cancerscape</td>
</tr>
<tr>
<td>Verify, validate and analyze the result of the agent-based model executed in the previous step.</td>
<td><em>Chapter 7:</em> Verification, Validation &amp; Results</td>
</tr>
<tr>
<td>Apply the model to different scenarios, to increase the validity of the model and explore various policy scenarios aiming to reduce the burden of CRC.</td>
<td><em>Chapter 7:</em> Verification, Validation &amp; Results</td>
</tr>
<tr>
<td></td>
<td><em>Chapter 8:</em> Policy Implications</td>
</tr>
<tr>
<td>Assess the results and comment on the potential of agent-based modeling to address the social determinants of cancer.</td>
<td><em>Chapter 9:</em> Conclusions</td>
</tr>
</tbody>
</table>
A general overview of the literature on the social determinants of cancer that are included in the model is presented in Chapter 2. This chapter discusses the existing methodologies, as well as motivates the need for new approaches to address the multilevel complexity of the social determinants of cancer.

Chapter 3 extends the review of the social determinants of cancer and provides an overview of colorectal cancer, motivating the choice of this particular cancer site for the study case. Aspects such as colorectal cancer staging, symptoms, risk factors, screening, treatment and survival that are included in the model are discussed.

After the choice of the cancer site is introduced in Chapter 3, Chapter 4 proceeds by reviewing the existing computational social science methodologies and provides the motivation for a data-driven ABM to address the social determinants of cancer. In this chapter, I also describe the process of building, testing, verifying and validating ABMs, and explain some of the design aspects of building an agent-based model.

After setting the context by providing the background on social determinants of cancer and computational social science methodologies, Chapter 5 gives an overview of the study area and motivates the choice of Washington, DC as the study site for the model. It begins by providing an overview of the socio-demographic characteristics of the Washington, DC residents and proceeds by specifying their health-related characteristics. It also presents the geography of the district, health disparities, and the colorectal cancer statistics for Washington, DC. The data presented in this chapter is based on the year 2000, as this year will serve as the starting point of the model.
In Chapter 6, I describe the model using the ODD protocol (Overview, Design concepts, and Details), which is a commonly used protocol for standardizing published descriptions of agent-based models (Grimm et al., 2006). Verification and Validation (V&V) of the model are discussed in Chapter 7. The results after running the model under different scenarios are also presented in this chapter.

The practicality of using this particular methodological approach to inform policy and decision-making processes in the context of the social determinants of cancer is discussed in Chapter 8. This chapter presents the legislation related to CRC in Washington, DC and discusses the implications of both Cancerscape as a tool, as well as the implications of the model results regarding informing policy design of interventions aimed at decreasing the CRC incidence and mortality.

Finally, Chapter 9 draws overall conclusions and outlines the advantages and disadvantages of applying a computational social science approach to the social determinants of cancer. It examines the extent to which the aims and objectives of this dissertation have been accomplished and presents the broader scientific implications of this work. In the final part of this dissertation, I proceed with suggesting future directions for this research avenue. Ways of potentially extending this framework to include aspects such as modeling the costs and benefits of particular policy interventions and also expand the framework to other cancer types are discussed.
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“Today the network of relationships linking the human race to itself and to the rest of the biosphere is so complex that all aspects affect all others to an extraordinary degree. Someone should be studying the whole system, however crudely that has to be done, because no gluing together of partial studies of a complex nonlinear system can give a good idea of the behavior of the whole.”

(Murray Gell-Mann, 1997)
2.1 Introduction

This chapter highlights the current knowledge on social epidemiology and provides a general overview of colorectal cancer. After laying out the historical background of social epidemiology and social epidemiology of cancer in particular, colorectal cancer risk factors, symptoms, progression, screening, and treatment are reviewed. Further, I discuss prior modeling efforts for social determinants of cancer, the gaps in these currents efforts of modeling colorectal cancer, and the potential of computational social science approaches (such as agent-based modeling, combined with GIS and social networks) to address the limitations of previous approaches.

2.2 Social Determinants of Cancer

Social determinants have been referred to as the “fundamental causes” of health and disease (Link et al., 1998), or upstream/distal cultural, social, environmental and economic factors, which predispose individuals and groups to engage in either protecting or health damaging behaviors (McKinlay, 1979; Kaplan 1996; Marmot 1998).

The social determinants of cancer refer to the social, economic, cultural and environmental factors that influence individual exposures, behaviors and access to resources, which can in turn trigger carcinogenic chains of events. Even considering for the multitude of definitions of the socioeconomic status (SES), people with a lower SES have higher chances to get cancer and die from it compared to individuals with a higher SES. The connection between SES and cancer outcomes has widely been studied (Ionescu et al., 1998; Ward et al., 2004; Clegg et al., 2009; Le et al., 2008).

The access to health care is affected by society, by the distributions of hospitals across the spatial environment, by norms and policies regarding health insurance
coverage among others. All these factors have been linked to cancer screening practices and outcomes (Opertenberg et al., 1995; Wee et al., 2005; Smith et al., 2006). At the initiation stage of carcinogenesis, appropriate screening practices may contribute to early detection. Other important social factors that have shown to modulate cancer risk are diet (Cross et al., 2010; Norat et al., 2005), physical activity (Chao et al., 2004), alcohol consumption (Ferrari et al., 2007), tobacco smoke and cultural and societal values (Marmot et al., 2008). To better describe the different aspects of cancer prevention, detection, diagnosis, treatment, and survivorship, the National Cancer Institute established the “cancer control continuum”, shown in Table 2.

Table 2: The cancer control continuum (Source: NCI, 2015)

<table>
<thead>
<tr>
<th>CANCER CONTROL CONTINUUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>PREVENTION</td>
</tr>
<tr>
<td>Tobacco control</td>
</tr>
<tr>
<td>Diet</td>
</tr>
<tr>
<td>Physical activity</td>
</tr>
<tr>
<td>Sun exposure</td>
</tr>
<tr>
<td>Virus exposure</td>
</tr>
<tr>
<td>Alcohol use</td>
</tr>
</tbody>
</table>

Introduced in the 1970s, the cancer control continuum has changed over time to incorporate the most recent research findings on cancer control. For example, because the number of cancer survivors is growing, survivorship was explicitly added to the framework (Rowland, 2008).

Hiatt & Breen (2008) proposed a conceptual framework that integrates social determinants of cancer into the cancer continuum, as shown in Figure 1. Drawing on the
grid introduced by Krieger (2005), the framework accounts for the dynamic nature of cancer control and the different levels of analysis, while also incorporating the impact of interventions across the continuum. For example smoking, obesity, cultural beliefs, dietary patterns and drinking habits play a role in cancer prevention, access and quality of healthcare, knowledge about personal risk factors and screening recommendations influence the early detection of cancer. Socioeconomic status and health literacy influence delay, knowledge, attitudes and cultural beliefs of the primary care physician in timely diagnosis. Among other factors, social support, socioeconomic status and stage at diagnosis influence both treatment and quality of life (Hiatt & Rimer, 1999). The framework in Figure 1 also illustrates how social determinants relate to other levels and the interventions types along the cancer care continuum. The healthcare systems are less likely to influence the incidence of cancer during the pre-disease states.
Population health at any point in time is influenced by the non-linear interaction among people and between people and their environment (both socially and spatially). Disparities have been observed across the cancer continuum concerning incidence, mortality, and survival. While the social determinants of cancer framework draws the relationships as linear, in reality, they are quite complex and multi-directional (Hiatt & Breen, 2008). The complex interaction between factors at different levels is nonlinear as well. The social determinants of cancer modulate cancer incidence, prevalence, and mortality via a wide range of mediating factors – such as individual and group behaviors (Doll & Peto, 1981).
2.3 Social Epidemiology Theories

Social epidemiology is a branch of epidemiology that deals with the social determinants of the distribution of health/disease (Berkman & Kawachi, 2000). It emerged as a consequence of the holistic models of health developed between World War I and World War II (Galdston, 1949) and after the emergence of the ‘social medicine’ framework during the 1940s (Ryle, 1994). Social epidemiology studies the social distribution and the social determinants of health (Berkman & Kawachi, 2000). Based on the definition provided by the WHO (2008), social determinants of health address the "the circumstances in which people are born, grow up, live, work and age, well as the systems put in place to deal with illness". The determinants mentioned above are in turn modulated by a broader range of influences: such as the economy, social and health policies, as well as politics. The projected mortality rates attributable to the social determinants in the United States are comparable to the rates attributed to pathophysiological and behavioral causes (Galea et al., 2011).

The theoretical basis of social epidemiology can be traced back to Émile Durkheim’s work on suicide. Durkheim (1951) demonstrated that “social facts” could be used to explain changing patterns of the aggregate tendency towards suicide. Durkheim explored the difference in suicide rates between Protestants and Catholics, arguing that the suicide rates for Catholics were lower, mainly due to the stronger social control (Durkheim, 1951). Durkheim (1951) attributed the variations in suicide to societal phenomena such as the lack of connections between people (group attachment) and the lack of behavior regulation. Based on the ideas of Durkheim, the functionalism theory emerged, focusing on structures that create the society and on the way society can remain
stable. According to functionalism, society is striving to maintain a state of equilibrium. Society is made by groups of connected structures such as institutions (like education systems, businesses, non-governmental organizations (NGOs), medicine, marriage) and social facts (ways of thinking and acting formed by the society - such as the law, suicide, religion). Society is more than the sum of its parts. The institutions adapt and adjust to the evolving nature of social systems. Among the key theories invoked by contemporary social epidemiologists are: (1) the psychosocial theory, (2) the theory of the social production of disease and (3) ecosocial theory (Krieger, 2001b).

2.3.1 Psychosocial Theory

Psychosocial theory refers to both behavioral and endogenous biological responses to human interactions. This theory is based on the “health-damaging potential of psychological stress”, that emerges as a result of hopeless situations, overwhelming responsibilities, or lack of social and emotional support (Elstad, 1998). Chronic stress can have a broad range of effects on the individual, such as altering host susceptibility, becoming directly pathogenic by affecting neuroendocrine function or inducing health-damaging behaviors (such as the use of psychoactive substances, diet, and sexual behaviors) (Berkman & Kawachi, 2000; Krieger, 2001a). Cassel (1976) argued that ‘social environment’ alters host susceptibility by affecting neuroendocrine function through the following psychosocial factors: dominance hierarchies, social disorganization and rapid social change, marginal status in society, including social isolation and bereavement. They may also act as a buffer to all of the above. The ‘psychosocial asset’ of social support states that the disease an individual gets depends on prior exposures and experiences (Krieger, 2012b). Following Cassel’s work, McEwen & Seeman (1999)
described the ‘wear-and-tear from chronic over-activity or under-activity’ of the systems protecting the body, modulating stress, both internally and externally.

This brought a new perspective on psychosocial stressors, that not only do they alter susceptibility, but can also be directly pathogenic. The emerging life-course perspective states that the health status of an individual at any age is the result of prior conditions and living circumstances, starting from in utero onwards (Davey-Smith et al., 2001; Kuh & Shlomo, 1997). In summary, psychosocial theory focuses on responses to ‘stress’ and on stressed people in need of psychosocial resources.

This brought a new perspective on psychosocial stressors, emphasizing that not only do they alter susceptibility, but can also be directly pathogenic. The emerging life-course perspective states that the health status of an individual at any age is the result of prior conditions and living circumstances, starting from in utero onwards (Davey-Smith et al., 2001; Kuh & Shlomo, 1997). In summary, psychosocial theory focuses on responses to ‘stress’ and stressed people in need of psychosocial resources.

2.3.2 The Social Production of Disease Theory

The social production of disease and political economy of health address the economic causes, as well as the political factors that contribute the overall patterns of health and illness, including structural barriers to people living healthy lives (Conrad, 2005; Eyer & Sterling, 1977; Crawford, 1977). This theory highlights the capital accumulation and how the higher-level structures enforce it. According to this theory, the determinants of health are analyzed according to who benefits from specific policies and who does not. Occupational hazards, pollution, deleterious workplace organization, inadequate pay scales, tax and labor laws, spending on social programs versus prisons and the military
contribute to determining the health status of society. The theory of the social production of the disease also incorporates social inequalities related to race and ethnicity (Krieger, 1987), sexuality (Doyal, 1995) and gender (Davis et al., 1996) across various socioeconomic strata.

The health inequalities and disparities caused by economic and political decisions are considered to be the fundamental causes of the social inequalities in health. Another particularly challenging problem is economic inequality. A recent study indicates that human behavior under economic inequality further shapes inequality (Nishi & Christakis, 2015).

2.3.3 Ecosocial Theory

Ecosocial theory and the related multi-level dynamic perspectives incorporate social as well as clinical factors into a dynamic, historical and ecological outlook so that new insights into the social determinants of health can be developed (Krieger, 1994). The explanations must account for persisting and altering distributions of disease over time and space (Berkman & Kawachi, 2000).

Some core concepts incorporated in the ecosocial theory are:

- Scale – that refers to the dimensions of the observed spatiotemporal phenomenon.

- Embodiment – referring to incorporating social and biological factors from in utero to death, stating that no aspect of human life can be understood without knowledge of individual and societal history and ways of living.

- The additive interaction among exposure, susceptibility, and immunity – stating that each factor and its distribution is perceived at several levels (individual,
family, neighborhood, community, national) and in multiple perspectives (home, work, school) manifesting at many scales over time and space.

- **Dynamic states** – referring to the interplay of ‘inputs’ and ‘outputs’ that go into the framework.

- **Levels of organization** – referring to the nested hierarchies, from individual to population, to the ecosystem.

As the prefix ‘eco’ (ecological) implies, the goal is to employ a science devoted to the study of evolving interactions between living and inmate organisms over time and space. Recognizing the value of social, political and economic processes in shaping epidemiological profiles is necessary in attempting to create some integral principles to guide policymakers to specific actions for improving population health outcomes.

### 2.3.4 Other Social Theories

There are several other theories about social epidemiology. Among the most relevant ones are functionalism, conflict theory, symbolic interactionism, social constructionism, feminist theory and rational choice and exchange theory.

**Functionalism.** Functionalism states that different public institutions are necessary for the survival of the society, adjusting to minor changes to keep functioning in a stable way. For example, when people get sick, the medical system ensures they return to their functional state. When sick, the individual cannot contribute to society, therefore disturbing its stability on a small/minor scale. Illness is being perceived as developing out of social conditions (Frankenberg, 1974).

**Conflict Theory.** Conflict theory refers to inequalities (such as social, political) between population groups (Wallace & Wolf, 1999). Conflict theories address the disparities
regarding who gets access to medical care, hospitals, and health insurance. Wealthier people can afford to pay for high-quality medical care while individuals from lower income groups cannot afford health care without health insurance. This may result in skipping hospital visits and longer recovery times with more complications. Unequal access to education and housing opportunities or jobs affects individual health outcomes.

Another example showcasing conflict theory is air pollution (Rosenstock, 1974). Factories may prefer more tolerant rules to reduce costs. The people living in these regions may want rigorous regulations, to avoid health issues known to correlate with air pollution coming from factories. Therefore, stricter regulation might benefit the health of individuals, but at the detriment of the income of factories.

**Symbolic Interactionism.** Symbolic interactionism served as the basis for social constructionism. It is a perspective in sociology stating that individuals give the world meaning based on their interactions with it and based on the meaning they attributed to these interactions (Blumer, 1986). Blumer (1986) assumed that people interact and act on things based on the meaning derived from social interaction, with this meaning also being subject to individual interpretation.

More recently, new media became an increasingly popular social construct. Whether online or offline, people act according to the meaning they have derive as a result of the interaction with other people (Fernback, 2007). In March 2000, The TV personality Katie Couric agreed to undergo a colonoscopy procedure (that is a screening method for detecting colorectal cancer that involves searching for and removing polyps from the colon/rectum) on national television to raise awareness about CRC early
detection. The televised procedure has been associated with an increase in colonoscopy procedures (Cram et al., 2003). Symbolic interactionism, whether online or offline, is an essential social construct to be considered when planning cancer control interventions.

**Social Constructionism.** Social constructionism refers to the conceptual framework about the communally constructed understandings of the world (Shotter, 1993; Burr, 2015). For example, money is just a paper until the society agrees that it should have value. Also, society attaches different meanings to different behaviors. Individuals create stereotypes – preconceptions about other people or groups – and then relate to those individuals/groups based on the preconceptions they have created about them. Preconceptions are most commonly formed regarding gender, race, age, or subcultures. Perceptions can affect how the doctors diagnose and treat patients, or how the patient relates to his doctor (Bury, 1986). For instance, the patient might not mention a major symptom assuming that does not matter enough to mention, or the doctor might make false assumptions depending on the appearance of the patient. With so many things believed to be socially constructed (such as money, social class, race, illness, danger, emotion among others), the research based on this theory has been criticized for being applied to our beliefs about these phenomena/issues, as opposed to the facts themselves (Hacking, 1999).

Social constructionism addresses the way in which people and groups contribute to the creation of perceived social reality (Berger & Luckmann, 1991). Medical discourse, as well as social networks and cultural beliefs, may affect individual behaviors, influencing what people perceive as “normal” or “abnormal”, and what is
regarded as illness (Foucault, 2012). In the context of cancer, Sontag (2001) addresses the issue that a cancer diagnosis is stigmatizing and dehumanizing for individuals. The socially constructed connotation of cancer as a death sentence is rather common in current society, significantly inflicting damage on the selves of those suffering from cancer.

**Feminist theory.** Feminist theory focuses on the variations and disparities observed among women and men. Physicians’ gender preference is a well-documented area of research (Kerssens et al., 1997). Taking medical school admission for example, even though the admittance of women into medical schools is increasing, medicine is still a male-dominated field.

**Rational choice and exchange theory.** The assumption behind the rational choice theory is that everything people do is fundamentally rational – that is assuming that the individual actions are based on weighing the costs and benefits of possible actions to maximize personal benefit (Blume & Easley, 2008). The rational theory assumes that complex social phenomena can be explained through rational individual actions.

Rooted in structural anthropology, exchange theory is an application of rational choice theory to social interactions, viewing society as a series of interactions between individuals (Cook et al., 2013). Homans (1958) borrowed concepts from animal behavioral studies to apply them to “human exchange” areas, such as influence, conformity, interactions and competition or esteem. It is commonly applied to study family and work relationships, partner selection, parenting, caregiving and other interpersonal connections by weighing the rewards of every interaction. If an interaction
results in approval, it is more likely to be repeated, as opposed to interactions resulting in social disapproval.

Both these theories assume that individuals have access to the information they need to make rational choices and that fulfillment comes from other people. It is assumed that people form relationships for their benefit. Choices of action can be limited by social factors such as socioeconomic status, gender or ethnicity. These factors may determine individuals to make choices that aren’t in their best interest.

One criticism of the rational choice theory is that it is not always possible to explain every social structure by the actions of individuals. The rational and exchange theory reduces the formation of relations to a linear process, which is not always the case. People often follow social norms that determine them to act in the interest of other people (such as volunteering or paying taxes). These theories assume that people make rational choices based on evaluating the rewards and punishments of their interaction with things and other individuals and that behavior is determined by self-interest.

Referring to theory in the context of social epidemiology means referring simultaneously to both biology and society, or as Krieger (2001b) argues – referring to the embodiment. Humans are both biological and social entities. The social epidemiology theories aim to elucidate the processes at both biological and social level that contribute to a particular distribution of a disease within a population group. The three most important theories in social epidemiology are psychosocial, social production of illness and ecosocial theory. To gain better insight into the social epidemiology discipline and to
distinguish between trends and developments within the fields - more and improved theories, as well as the data needed to test these theories are required (Krieger, 2001b).

People are highly interconnected with each other, and so is their health (Christakis & Fowler, 2009). People having more social connections have better health compared to those who have fewer connections. There is strong empirical evidence linking social networks and health (Berkman et al., 1992; House et al., 1988). In the next section, I will provide an overview of social networks, describing the mechanisms by which they affect health.

2.4 Social Networks

Relationships matter. People’s health is interconnected (Smith & Christakis, 2008). Empirical studies on the effect of social networks on health and mortality, in particular, emerged in the 1970s (Cassel, 1976; Cobb, 1976; Berkman & Syme, 1979; House et al., 1982). According to Berkman & Glass (2000), there are several mechanisms by which social networks affect health:

• Perceived and real social support,
• Social influence (such as norms),
• Social engagement,
• Face-to-face contact (physical exposure to secondhand cigarette smoke),
• Access to resources (such as jobs, money, knowledge).

Data from Alameda County, as shown in Figure 2, displays the social network size (connectedness) to be inversely related to risk behaviors, such as cigarette smoking, drinking alcohol, physical inactivity, obesity and dietary patterns.
A conceptual framework on how social networks might affect health is presented in Figure 3. In the context of social networks, it is important to account for collateral effects (Christakis, 2004). For instance, the death of a spouse increases the risk of death in the other spouse (Lillard & Waite, 1995; Schaefer et al., 1995). The same phenomenon is observed regarding morbidity, or the caregiver burden (Schulz & Beach, 1999). A woman surviving breast cancer may motivate other women in her social network to undergo screening procedures for mammography (Murabito et al., 2001).
Epidemics of conditions such as obesity, alcoholism or depression might also spread in an infectious manner (Andrews et al., 2002). Moreover, even loose social networks can serve as channels for such effects. The role of social connections to physical health (Gottlieb, 1981; Berkman & Glass, 2000; Cattell, 2001; Barger, 2013; Cohen, 2004), as well as the relationship between social networks and cancer mortality and screening in particular (Pinquart & Duberstein, 2010; Suarez et al., 2000; Peters-Golden, 1982; Sapp et al., 2003; Heaney & Israel, 2008) has widely been documented.
2.5 Current Methodologies in Social Epidemiology

The social determinants have traditionally been approached using correlation-based analytic methods (e.g. regression techniques). Although useful, the methods used to address this multilevel complexity are not without limitations. They have largely been criticized because of their limited ability to incorporate and account for the vast variety of casual social relationships and interactions (Maglio & Mabry, 2011). Traditional social epidemiology methods are insufficient to address the complexity inherent in the social determinants of cancer (El-Sayed et al., 2012; Hiatt & Breen, 2008). To make further progress in cancer control research, new methods, as well as an interdisciplinary approach that can account for nonlinearity of interactions and social influences, are needed (Parunak et al., 1998).

While equation-based models have their analytical and conceptual advantages, they work poorly for certain problems. These models often merge multiple mechanisms into a single parameter. Within an ABM, each process can be independently varied and tested. An individual agent can have its state and parameter vectors allowing incorporating easily empirically derived parameter estimates, like Type I survival curves for human populations (that are common to developed countries). Among other advantages of ABM over other techniques is the triviality to incorporate stochasticity. Nonetheless, exploiting the possibility of including per-agent stochasticity can make the model computationally expensive. The ABM methodology is discussed in more detail in Chapter 4.

To continue making meaningful advances in cancer research and accomplish more effective interventions for reducing the burden of cancer, a transdisciplinary
research framework is needed. The framework should take into account the broader scope of the social determinants of cancer and disentangle the interactions between the social, environmental, behavioral and biological factors that contribute to cancer development and progression (Hiatt & Breen, 2008).

The development of social epidemiology within the field of epidemiology made the necessity of a multilevel approach to cancer control research obvious. Many levels of analysis are necessary to shed light on the diverse mechanisms and pathways of cancer development and to determine how they are linked to the social environment. A complex systems approach is needed to address the complexity of the social determinants of cancer, and critical thinking is required to disentangle the complex interactions between the multiple actors interacting at many levels across time.

2.6 Complex Systems and Cancer

Despite the considerable molecular and cellular advancements in cancer research, the mortality rates due to cancer barely changed in the last decades comparing to the other major diseases, as shown in Figure 4. Therefore, addressing cancer in its complexity, accounting for its heterogeneity and nonlinearity is of ultimate significance. To get a better understanding of cancer and its determinants, it has been advocated to address it as a complex system, as it resembles the characteristics of one (Agus & Gell-Mann, 2012; Gell-Mann, 2002; Barabási et al., 2011; Galea et al., 2010; Moore et al., 2011; Grizzi & Chiriva-Internati, 2006).
Several properties make cancer an exceedingly complex system. Heterogeneity characterizes the process of cancer progression. It can be observed at the level of population, individual, tumor, genetic background and even response to treatment (Heng et al., 2009). The predominant strategies that address cancer by simplifying this heterogeneity are faulty, as the findings resulting from these homogeneous experimental studies are challenging to apply to the real world.

Another property of cancer that makes it resemble a complex system is interdependence. Biological, genetic, environmental, social, economic and several other risk factors interact with each other across multiple levels to influence cancer
progression. The interaction of a combination of these factors over time eventually leads to cancer development. In a complex system, the whole is more than the sum of the parts. Health itself can be seen as an emergent property of complex systems.

The development and progression of cancer may be based on signal and boundary interactions (Holland, 2012). The same way societies exist within boundaries – cancer can only exist within the limits of the body. No matter where they begin within the body, cancer cells cannot permeate and extend beyond the boundaries of the body. One cancer cell cannot cause death in isolation. Cancer cells communicate with other cells in their immediate proximity, converting them into cancerous cells and then spreading to other body sites within the human body. Underlying signals and mechanisms facilitate this interaction and the dynamics within such systems.

Another complex system characteristic that can be observed within cancer systems is path-dependence. In path-dependence - “history matters”. History does matter in most complex systems, cancer development included. Processes and events with similar starting conditions that follow similar rules can lead to different outcomes. These results are usually sensitive to initial conditions and to other choices made along the way, where single events may ricochet through the system causing substantial perturbations in unexpected ways. By their nature, complex systems are not linear. In the case of cancer development, a significant number of endogenous and exogenous factors interact in non-linear, difficult to predict ways to influence both the initiation and the development of cancer.
Controlling a complex system need not mean the control of its individual constituent parts. Much effort is invested into understanding and treating cancer, rather than attempting to control it. In physics, as well as within other areas – scientists build models of phenomena we do not yet completely understand – to increase our understanding of them. This work attempts to accomplish a similar goal in the context of cancer while moving away from the reductionist view on cancer. Looking at cancer through the complex systems lens may lead to a deeper understanding of the disease and potentially result in innovative methods of addressing not only the understanding of cancer but its control as well.

2.7 Summary

In this chapter, I described the social determinants of cancer and set the context for understanding the social epidemiology of health while highlighting trends within the field. Because theory matters, I reviewed the theoretical grounds of this relatively new discipline, drawing from several contemporary theories and concepts that serve as the basis for modern social epidemiology. I also reviewed the ways social determinants of cancer link to cancer development, progression, and mortality and what mediating factors (such as individual and group behaviors) may modulate these influences. A quick introduction to social networks is provided, pinpointing their applications to health and cancer control in particular.

Existing methodologies predominant in social epidemiology are discussed in Section 2.5, and the need for new approaches to address the complexity inherent in the social determinants of cancer is examined. The chapter concludes with a subsection on complex systems and cancer, discussing the characteristics of this disease that make it a
complex system, and the need to use complex system methodologies to shed light on the social determinants of cancer and the mechanisms linking these with cancer incidence and mortality trends. In the next chapter, I discuss colorectal cancer – the cancer site selected for the study case of the model.
CHAPTER 3: COLORECTAL CANCER
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"Even with our current understanding of how cancer develops and grows, this disease is mostly a mystery and not within human control”

(American Cancer Society, 2013)
3.1 Introduction

A rapidly growing demand for cancer care has been observed in the United States, mainly due to three issues: an increasing burden of cancer (it is projected that the number of new cancer cases in the United States will increase by 45% by 2030), the growing number of cancer survivors (a 35% growth in cancer survivors is projected by 2022) and due to the large number of newly insured patients (an additional of 29 million Americans are expected to be insured by 2017) (ASCO, 2014). All these concerns together with the complexities involved in the cancer development processes make cancer an important national issue requiring new approaches to investigate its causation and dynamics.

Colorectal cancer (CRC) is the third leading type of cancer worldwide (Shike et al., 1990). Of the cancers affecting men and women, CRC is the second leading cancer killer in the United States, with the District of Columbia having the highest rates of CRC deaths in the country (CDC, 2011). Even though it is considered a type of cancer that is largely preventable, 134,490 new cases of CRC and about 49,190 estimated deaths are expected in 2016 in the United States (Siegel et al., 2016). In 2011, an estimated 1,162,426 people were living with CRC in the United States. Scientific evidence links CRC to several lifestyle factors, such as tobacco use, physical inactivity, and obesity among others. This chapter will provide an overview of CRC development, discussing the staging, risk factors, screening and testing methods available, treatment options, survival and the quality of life. The chapter concludes a discussion of CRC disparities and factors that contribute to delay in CRC diagnosis and treatment.
3.2 CRC Overview and Staging

Colorectal cancer (CRC) is a condition in which cancerous cells develop in the colon or the rectum, as shown in Figure 5. It begins when normal cells in the lining of the colon or rectum change and grow uncontrollably, forming a mass called a tumor. A neoplasm can either be benign (non-cancerous) or malignant (with the ability to spread to other parts of the body). The colon and the rectum make the large intestine, that is responsible for how the body processes waste.

Figure 5: Anatomy of the lower digestive system (Source: Blausen Medical Communications, Inc., 2016)
Most colorectal cancers happen in individuals without a family history of cancer. The risk of contracting CRC begins to increase after the age of 40 years and rises suddenly at ages 50 to 55; the risk doubles with each succeeding decade and continues to grow exponentially (NCI, 2016). Even though CRC care improved considerably, the improvement in survival for individuals with late-stage CRC is insignificant (Lynch & Chapelle, 2003). Therefore, to reduce CRC morbidity and mortality, it is of utmost importance to focus on prevention.

The following signs and symptoms may accompany CRC:

- A change in bowel habits,
- Blood in the stool,
- Diarrhea and constipation that continues for more several days,
- An urge to have a bowel movement when the bowel is empty,
- A difference in the stool characteristics (e.g., more narrow than usual),
- Frequent gas pains, bloating, fullness, or cramps,
- Unintentional weight loss,
- Feeling exhausted,
- Decreased appetite,
- Cramping or discomfort in the lower abdomen.

In some case, the blood loss because of cancer can lead to anemia – therefore causing tiredness and weakness. Early CRC may not present with any symptoms. Therefore, undergoing timely screening is crucial.
Cancer may also metastasize, spreading from its original location to other parts of the body. After diagnosis, tests are done to find out if cancer cells have spread (via tissue, lymph system or blood) from the colon or rectum to other parts of the body, as shown in Figure 6. Staging measures the degree to which cancer has spread within the body.

According to the TNM (for tumors/nodes/metastases) staging system (Compton & Greene, 2004), CRC cases are grouped into the following stages:

- **Stage 0**: cancer cells are limited within the lining of the inner bowel with little cancer to having spread.
- **Stage I**: tumor is confirmed, cancer has grown from the inner lining into the muscle wall, and no cancer has spread to the lymph nodes.
- **Stage IIA**: cancer has advanced out of the bowel wall but hasn’t reached the lymph nodes.
- **Stage II-B**: cancer has grown out the bowel wall and spread to the tissue or organ next to the bowel. No lymph nodes or other parts of the body are affected.
- **Stage III-A**: cancer has is still contained in the inner layer of the bowel wall and/or into the muscle layer. Between one and three lymph nodes contain cancer.
- **Stage III-B**: cancer has grown into the outer lining of the bowel wall or surroundings. Between one and three lymph nodes contain cancer.
- **Stage III-C**: cancer can be of any size and has spread to four or more lymph nodes. No cancer has spread to any part of the body.
- **Stage IV**: cancer has spread to other areas of the body (e.g. liver or lungs)
Another commonly used cancer staging system is the Surveillance, Epidemiology, and End Results (SEER) summary staging system (Howlader et al., 2014):

- **In situ:** cancer has not invaded the colon or rectum
- **Local:** cancer has grown into the wall of the colon or rectum, no invasion of the tissues outside the wall yet.
- **Regional:** cancer has developed into the wall of the colon or rectum and invaded nearby tissue or has spread to lymph nodes.
• **Distant**: cancer has advanced and spread to other parts of the body (e.g. liver or lungs)

### 3.3 CRC Risk Factors

A risk factor is anything that increases a person’s chance of developing cancer. Some of these factors are modifiable while others are not. Among the non-modifiable CRC risk factors are a family history of CRC and a personal history of chronic inflammatory bowel disease.

**Family history.** Individuals with a first-degree family member (such as a parent, sibling, or offspring) previously diagnosed with CRC, are at increased risk of developing this disease, as opposed to individuals with no family history of CRC. The risk increases 3 to 6 times if the cancer diagnosis of the family member happened at an earlier age or if there is more than one affected relative (Butterworth et al., 2006; Johns & Houlston, 2001). Approximately 5% to 10% of the people annually diagnosed with CRC inherited their disease in an inherited autosomal way (Lynch & Chapelle, 2003). The most common ones are Lynch syndrome and the familial adenomatous polyposis (FAP). The latter is characterized by the development of hundreds to thousands of colorectal polyps in affected individuals, which have a lifetime risk of CRC approaching 100% by age 40 (Galiatsatos & Foulkes, 2006; Bernstein et al., 2001).

**Personal history.** Chronic inflammation of the bowel over extended periods of time (such as ulcerative colitis or Crohn’s disease) increases the risk of developing CRC. It is estimated that about 18% of patients with a 30-year history of ulcerative colitis will get CRC (Bernstein et al., 2001). Diabetes is another significant risk factor for CRC, with
men having a higher risk compared to women (Campbell et al., 2010). A personal history of adenomatous polyps, especially having large or numerous polyps also increases the risk of CRC.

Among the most significant modifiable risk factors that increase the risk of CRC are excessive alcohol consumption, cigarette smoking, and obesity (Wu et al., 2009; Aune et al., 2011). Among the factors associated with decreased CRC rates are physical activity, diet modification (e.g. reducing red meat and increasing fruits and vegetable consumption), non-steroidal anti-inflammatory drugs, aspirin, polyp removal, postmenopausal female hormone supplements and vitamins. The modifiable factors that are most significant to CRC development and progression are presented below.

**Physical activity.** Physical activity is among the most critical modifiable risk factors for CRC. Studies have shown that people who are most physically active have a 25% lower risk of CRC compared to their less physically active counterparts (Boyle et al., 2012). The more physically active an individual is, the less his risk of developing CRC. This fact applies to both recreational and occupational physical activity (Samad et al., 2005). A large body of epidemiological evidence shows that physical activity is linked to lower risk of CRC for both men and women. It is possible for sedentary people who become active later in life to reduce their CRC risk (Chao et al., 2004).

**Obesity.** Obesity is associated with higher CRC risk for both men and women. Being overweight or obese increases the risk of developing CRC independent of physical activity (Larsson & Wolk, 2007). A meta-analysis of 31 studies with 70000 events found the relationship between CRC and obesity to be direct and independent (Moghaddam et
al., 2007). Even though obesity is considered among the most significant risk factors for CRC and a public health concern, the findings of the extent to which obesity contributes to the development of CRC have been inconsistent (Bianchini et al., 2002; Dai et al., 2007; Larsson & Wolk, 2007). This association has been observed more consistently in men compared to women (Dai et al., 2007; Renehan et al., 2008).

**Diet.** Recent studies on the effects of diet on CRC risk indicate the following dietary practices as high risk:

- Red and/or processed meat (Cross et al., 2010; Norat et al., 2005; Chao et al., 2005; Potter, 1996)
- Higher increase of dairy products (also milk and calcium, irrespective of milk fat content) decreases the risk of CRC (Aune et al., 2012)

Among the dietary practices shown to decrease CRC risk are the following:

- Dietary fiber, cereal fiber, and whole grains have been shown to reduce CRC risk (Fuchs et al., 1999; Aune et al., 2011)
- Moderate fruit and vegetable intake are associated with lower risk of CRC (Michels et al., 2000; Wu et al., 2009; Aune et al., 2011)
- Dietary folate intake was shown to decrease CRC risk (Sanjaoquin, 2005)

**Smoking.** In 2000, smoking represented an important cause of global mortality (Ezzati & Lopez, 2003). The International Agency for Research on Cancer reported in 2009 that there is sufficient evidence to conclude that there is a causal relation between smoking and CRC (Secretan et al., 2009). It may take about three or four decades between the exposure to smoking and a CRC diagnosis. A prospective study has shown that smoking
for at least 20 years in the past is associated with larger tumors (Giovannucci et al., 1994). In a meta-analysis, smoking was shown to double the risk of CRC polyps (Botteri et al., 2008). Because of the strong link between cigarette smoking and CRC risk, several studies looked into the effect of smoking cessation efforts on CRC (Chao et al., 2000). Early smoking cessation strategies were associated with evident CRC risk reductions.

**Alcohol.** Alcohol is a significant known risk factor for several human cancers (Glade, 2008). Moderate and heavy alcohol drinking has been linked to higher risk of developing CRC (Cho et al., 2004; Ferrari et al., 2007). Studies show that consuming two to four alcoholic drinks a day increases CRC risk by 23% compared to drinking just one alcoholic beverage a day (Ferrari et al., 2007). A review examining the role of alcohol consumption and CRC risk in 52 studies found evidence that alcohol consumption (particularly beer) is an important etiologic factor for CRC in both men and women (Kune & Vitetta, 1992). Another review including 27 cohort studies found moderate to no increase in CRC risk resulting from alcohol consumption (Franceschi & La Vecchia, 1994).

Individual behaviors affect health not just before, but also after a cancer diagnosis. Even though a cancer diagnosis can be devastating, evidence shows that a cancer diagnosis may often act as a catalyst, contributing to changing the patterns in a variety of health behaviors (Andrykowski et al., 2006). Cancer patients and survivors often report adopting healthier lifestyle behaviors such as reduced tobacco use, increased physical activity and exercise, adopting healthier diets subsequent a cancer diagnosis and treatment (Maskarinec et al., 2001; Patterson et al., 2003; Pinto et al., 2000; Satia et al.,...
(2004). The motivation behind this willingness of adopting health-promoting behaviors may be triggered by either an individual readiness to improve the overall health and decrease the risk of disease or enhance their response to cancer treatment and reduce the chances of cancer recurrence.

The interaction between these modifiable risk factors, with other non-modifiable factors such as age, a family history of CRC or race/ethnicity, modulates the risk of developing CRC.

### 3.4 CRC Prevention

CRC is a largely preventable cancer type, as it almost always grows from precancerous polyps. Three types of cancer prevention can be distinguished: primary, secondary and tertiary prevention. The goal of primary prevention is to prevent the onset of CRC. It can be accomplished through reducing the prevalence of risk factors and increasing protective factors and/or screening/testing for CRC. Secondary prevention is aimed at CRC mortality by early detection of CRC, mostly through screening tests. When primary and secondary prevention were omitted, tertiary prevention can be employed to improve the prognosis and the quality of life in individuals with CRC.

CRC is mostly treatable if found early. The prevention and treatment continuum for cancer, shown in Figure 7, highlights opportunities for prevention and treatment across the different stages of the cancer continuum.
The goal of CRC screening is to look for signs of cancer in the seemingly asymptomatic population. With timely CRC screening practices, precancerous growths can be detected and removed – so that cancer can be prevented from occurring in the first place. The relatively long period of development from precancerous polyps to invasive CRC provides a unique opportunity for prevention for this specific cancer type (Ferrari et al., 2007).

Screening at regular intervals was shown to be highly effective in preventing CRC (Mandel et al., 1993). CRC screening is recommended for both men and women beginning at the age of 50. As part of the screening process, it is important to use tests that detect both cancer and precancerous growths, as opposed to testing primarily for the purpose of cancer detection.
3.4.1 CRC Screening Methods

The tests available for detecting precancerous growths (and cancer as well) in both men and women are the following:

- **Flexible sigmoidoscopy**: during which a specialist inserts a slender and flexible tube through the rectum into the colon. It provides a visual examination of the rectum and lower one-third of the colon (Levin et al., 2008). Some studies found sigmoidoscopy to be associated with a 21% reduction in CRC incidence and a 26% reduction in CRC mortality (Schoen et al., 2012).

- **Colonoscopy**: while similar to the sigmoidoscopy, this procedure implies the use of a colonoscope, which is a much longer and more complex instrument. With a colonoscope, the entire colon can be visualized, and if any polyps are identified, they can be removed during the same procedure (Levin et al., 2008). Before a colonoscopy procedure, preparation on the patient behalf (complete colon cleansing), as well as sedation, are required. This procedure is among the most sensitive for detecting polyps or colorectal cancer, and has longer rescreening interval of all forms of testing (about ten years in average-risk people). One of the limitations of this procedure compared to other tests is the higher risk of complications, such as bowel tears and bleeding (Waye et al., 1992).

- **Barium enema with air contrast** – is a radiological procedure that became less common with the increased use of colonoscopy. During this procedure,
the colon is partially filled with barium sulfate through the rectum. After that, air is introduced to expand the colon for better x-ray quality. The method is less invasive compared to colonoscopy and if an abnormality is noticed the patient is consequently referred for a colonoscopy for further examination (Toma et al., 2008).

- **Computed tomographic colonography** (CTC) is another radiological method that links a special x-ray machine to a computer for generating 2D or 3D views of the entire colon or rectum (Levin et al., 2008). Sedation is not required, but a bowel cleansing is helpful for a successful examination. CTC requires no recovery time, is less invasive and lasts approximately 10 to 15 minutes. The patients with abnormalities are further referred for colonoscopy, usually on the same day, as the bowel is already prepared.

Among the tests primarily effective at detecting cancer rather than just precancerous polyps are:

- **Fecal occult blood test** (FOBT) is a test to check stool (solid waste) for blood that can only be seen with a microscope. Polyps and colorectal cancers often bleed, and FOBT attempts to find these blood traces. Small samples of stool are placed on special cards and returned to the doctor or laboratory for testing. Blood in the stool may be a sign of polyps or cancer. Results from large clinical trials indicate that regular use of FOBT may decrease CRC mortality by 32% (after 30 years of follow-up), and decrease CRC incidence by 20%. FOBT, however, performs poorly in its ability to detect the disease. Even
though as many as one-third of primary care physicians carry out this test yearly (Nadel et al., 2005), an extensive study demonstrated that FOBT missed 95% of the precancerous polyps and cancers, which were revealed subsequently by colonoscopy (Collins et al., 2005).

- **Stool DNA** test was approved for screening in 2008 but wasn’t commercially available until FDA approved a newer test in August 2014 (Imperiale et al., 2014) as a result of the advancements if the molecular properties of CRC. The adopted test was able to detect accurately CRC or polyps 92% of the time in a sample of 10000 adults at average CRC risk. Instead of looking for blood in the stool, stool DNA looks for specific DNA mutations associated with precancerous polyps or tumors. Subjects with a positive outcome should further be referred to colonoscopy.

The individual characteristics of screening tests, their ability to detect cancer, as well as their effectiveness in reducing the incidence and mortality due to CRC is summarized in Table 3.
Table 3: Characteristics of screening tests for colorectal cancer (Source: Pignone et al., 2002)

<table>
<thead>
<tr>
<th>Screening Strategy for CRC</th>
<th>Effectiveness in Reducing Incidence of and Death from CRC</th>
<th>Evidence Grade†</th>
<th>Ability To Detect Cancer</th>
<th>Evidence Grade†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital rectal examination</td>
<td>Case-control study found no difference in mortality rates; OR, 0.96 [0.56–1.7] (8)</td>
<td>Level II—poor</td>
<td>Pathologic data suggest &lt;10% of CRC is within reach of examining finger</td>
<td>Level III—fair</td>
</tr>
<tr>
<td>Office FOBT (one card)</td>
<td>Unknown</td>
<td></td>
<td>Only 58% of cancer cases are detected on the first of three cards, suggesting lower sensitivity than three-card testing (10)</td>
<td></td>
</tr>
<tr>
<td>Home FOBT (three cards), unrehydrated</td>
<td>Biennial testing; 2 trials found mortality reductions of 15% [1%–26%] (13) and 18% [1%–32%] (14)</td>
<td>Level I—good</td>
<td>One-time sensitivity 30%–40%; Unrehydrated FOBT finds about 25% of cancer cases (9)</td>
<td>Level III—good</td>
</tr>
<tr>
<td>Sigmoidoscopy</td>
<td>Small RCT found decreased CRC mortality rates with screening; RR, 0.50 [0.10–2.7] (18) Case-control studies suggest a 59% [31%–75%] reduction in mortality rate within reach of scope (3)</td>
<td>Level I—fair to poor</td>
<td>One-time screening detects 68%–78% of advanced neoplasia (17, 20)</td>
<td>Level III—good</td>
</tr>
<tr>
<td>Combined FOBT and sigmoidoscopy</td>
<td>Nonrandomized trial found a 43% reduction in mortality rate when FOBT was added to rigid sigmoidoscopy; RR, 0.57 [0.56–1.19] (4)</td>
<td>Level I—fair</td>
<td>One-time screening detects 76% of advanced neoplasia (17)</td>
<td>Level III—good</td>
</tr>
<tr>
<td>Double-contrast barium enema</td>
<td>Unknown</td>
<td>Level II—fair</td>
<td>Increased yield when sigmoidoscopy is added to FOBT (21–23)</td>
<td>Level III—fair</td>
</tr>
<tr>
<td>Colonoscopy</td>
<td>Case-control study found an OR of 0.43 [0.30–0.63] for death from CRC; CRC incidence decreased by 40%–60% (26)</td>
<td>Level II—fair</td>
<td>Sensitivity for large adenomas &gt;90%; sensitivity for cancer probably higher (27)</td>
<td>Level III—good</td>
</tr>
</tbody>
</table>

* CRC = colorectal cancer; FOBT = fecal occult blood test; NA = not applicable (see text); OR = odds ratio; RCT = randomized, controlled trial; RR = relative risk. Numbers in square brackets are 95% CIs; numbers in parentheses are reference numbers.
† Level I = evidence from one or more controlled trials; level II = evidence from cohort or case–control studies; level III = evidence from diagnostic accuracy studies or case series. For each level, the investigators have assigned a quality score based on methods described in reference 7.

There are several algorithms for CRC screening that take into consideration individual risk profiles, family history, and personal preferences, as shown in Figure 8. Knowledge about the individual risk factors (and about this particular cancer type in general) among other factors, may influence timely seeking of medical care before symptoms occur. Further, the individual together with his/her physician determine the most suitable and appropriate method of screening.
USPSTF officially recommends screening for CRC for most men and women starting the age of 50 (USPSTF, 2002). However, if the individual has a strong family history of CRC and is at increased risk of developing CRC, screening for CRC should start much sooner (with as much as ten years earlier than the first case of CRC in a first-degree relative).

3.4.2 Sensitivity and Specificity

CRC screening tests are evaluated by measures such as “Sensitivity” and “Specificity”. Sensitivity and Specificity are the most common measures used to assess the clinical performance of screening tests, and they are independent of the population subjected to
the test. Sensitivity measures the potency of a test to classify an individual accurately as “diseased”. It refers to the probability that the screening test will be positive among individuals that are indeed suffering from the disease.

The capacity of a test to accurately distinguish a person as healthy (free-of-disease) is called specificity (Parikh et al., 2008). Specificity refers to the probability that a screening test will be negative for those individuals that are not suffering from the disease being screened. The outcomes are often organized in 2 by 2 contingency tables, as shown in Table 4 and Table 5.

Table 4: An example of a 2x2 (two by two) table

<table>
<thead>
<tr>
<th>Gold standard</th>
<th>Disease present</th>
<th>Disease absent</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test positive</strong></td>
<td>True positive (TP)</td>
<td>False positive (FP)</td>
<td>Total test positives:</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>a+b</td>
<td></td>
</tr>
<tr>
<td><strong>Test negative</strong></td>
<td>False negative (FN)</td>
<td>True negative (TN)</td>
<td>Total test negatives:</td>
</tr>
<tr>
<td>c</td>
<td>d</td>
<td>c+d</td>
<td></td>
</tr>
<tr>
<td><strong>Total diseased:</strong></td>
<td><strong>Total normal:</strong></td>
<td><strong>Total population:</strong></td>
<td></td>
</tr>
<tr>
<td>a+c</td>
<td>b+d</td>
<td>a+b+c+d</td>
<td></td>
</tr>
</tbody>
</table>

The sensitivity and specificity being calculated as:

Table 5: Sensitivity and specificity of screening tests

<table>
<thead>
<tr>
<th>Disease present</th>
<th>Disease absent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test positive</strong></td>
<td>a (TP)</td>
</tr>
<tr>
<td><strong>Test negative</strong></td>
<td>c (FN)</td>
</tr>
<tr>
<td>Sensitivity:</td>
<td>a/(a+c)</td>
</tr>
</tbody>
</table>
A perfect case would be considered 100% sensitive and 100% specific if all diseased individuals are identified as diseased and all healthy individuals are identified as healthy. Theoretically, both these measures will have a minimum error rate.

Given that each of the tests mentioned in this section has benefits and harms, and different levels of sensitivity and specificity, each person should discuss with his primary care physician the risks and benefits of the recommended CRC screening methods to make an informed decision about what is appropriate for that specific individual.

While there are several effective prevention and detection tests for CRC available, not all population groups can benefit from them. Next, I will discuss the barriers to people getting screened as recommended.

### 3.4.3 CRC Screening Barriers and Facilitators

Cancer incidence and mortality could considerably be reduced by timely screening (USPSTF, 2002). According to CDC (2008), only 60.8% of the respondents (based on BRFSS data) 50 years of age or over reported having had a recent screening procedure in 2006, 56.8% in 2004 and 53.9% in 2002. While the overall trend of CRC screening test use increased (from 2002 to 2006), disparities in test use persist. Individuals at high risk for CRC (either because of family history of other medical conditions) should be screened before the age of 50. The initial age and frequency vary depending on individual circumstances.

Notwithstanding the availability of several screening tests and the evidence supporting the effectiveness of testing, only 65.1% of the United States population above age 50 was following the guidelines of recommended CRC testing in 2012 (CDC, 2013). The prevalence of screening is lower in individuals 65 years of age or younger who are
non-white, have less than 13 years of education, lack health insurance and are recent immigrants. Women are slightly more likely to follow screening recommendations than men. It is unclear why the CRC screening rates remain low. Among the most documented barriers to screening for CRC are:

- The cost and lack of access to health care. Populations at highest risk are new immigrants, individuals born outside the United States and those with limited English proficiency. They are also the least aware of the need for CRC screening (Beydoun, 2008). Patients residing mostly in rural areas are less likely to have access to CRC care services close to their homes (Bass et al., 2011; Baldwin et al., 2008).

- The lack of communication about the importance of screening with healthcare providers. Physician’s recommendation increases the chances of screening among both insured and uninsured populations (Doubeni et al., 2010).

- Differences in individual vs. physician testing preferences (Gupta et al., 2013; Ling et al., 2008). Patients are more likely to undergo a specific screening test if the physician recommends the same test the patient prefers.

- People with lower income levels and lower educational attainment face multiple barriers to screening, such as the lack of insurance, transportation to the hospital or transportation to colonoscopy sites (O’Malley et al., 2004; Beydoun, 2008; CDC, 2008).

- In addition to having the highest incidence and mortality CRC rates, African-Americans face further barriers to CRC screening due perceived bias in the
delivery of healthcare care and overall suspicion of the medical system (Jernigan et al., 2001).

- Personal barriers such as fear of a cancer diagnosis, fatalism, low self-efficacy and embarrassment (O’Malley et al., 2004).

Even though many studies have shown that colorectal cancer is preventable with regular screening (Mandel et al., 1993; Winawer et al., 1993), the rates of the United States population adhering to CRC screening recommendations are still low. This can be attributed to a wide range of factors.

While several factors act as barriers to CRC screening, some factors serve as screening promoters. Among these are the following:

- Having medical insurance has been shown to correlate strongly with CRC screening adherence (Lewis & Jensen, 1996; Breen et al., 2001).
- Media-famous personalities. While the role of celebrity spokespeople in influencing public opinion has been extensively documented (Kessler & Pines, 1990; Cram et al., 2003; Brown & Potosky, 1990), the impact of public and online campaigns on preventive care measures have been less explored. In the context of CRC, there is evidence that a celebrity spokesperson - may significantly influence the public participation in CRC preventive efforts. Two different datasets show an increase in colonoscopy use that was sustained up to 9 months post a televised series campaign by Katie Couric promoting CRC screening (Cram et al., 2003). Similarly, President Reagan's colon cancer episode of July 1985 led to an increase
in colon cancer inquiries to a national hotline, as well as to an increase in the use of early detection tests (Brown & Potosky, 1990).

- Media - “The Super Colon” is an inflatable installation with a height of 8 feet and a length of 20 feet that replicates the human colon. The aim of it is to educate people about the CRC risks and symptoms as well as the importance of early detection and treatment. Studies showed the walk-through model to be effective in educating the population about CRC and motivate them for screening (Finn et al., 2013; Fickle et al., 2015).

- Word of mouth from people who underwent CRC screening is an important facilitator, in particular among the African American population (Bass et al., 2011; O'Malley et al., 2004).

Interventions to increase CRC screening rates should consider the factors that promote, as well as the ones acting as barriers to maximum efficiency. While screening for CRC detection is desirable, it does not always happen. When screening fails and CRC continues to develop and progress – several treatment options are available. The next section will discuss the existing treatment options for CRC by stage at diagnosis. The sooner CRC is detected, the higher the likelihood of a successful outcome.

3.5 CRC Treatment and Survival

CRC can largely be cured if caught early (Winawer et al., 1997). Treatment options for CRC depend on the stage at which the disease is diagnosed. Patients have the possibility to choose from the existing CRC treatments as well as to participate in clinical trials. Six standard treatments are available for patients with diagnosed CRC (NCI, 2015).
**Surgery** means removing cancer in an operation. It is the most frequently used treatment for all stages of CRC. After removing cancer during surgery, it is common for doctors to offer patients chemotherapy or radiation treatment to destroy any cancer cells that may be left post surgery. The treatment that is provided in addition to the primary treatment to lower the risk of cancer to come back is called adjuvant therapy and may include chemotherapy, radiation therapy, hormone therapy, targeted therapy, or biological therapy. Common side effects of CRC surgery include fatigue, constipation or diarrhea, and sexual dysfunction.

**Radiofrequency ablation** involves destroying cancer cells using a special probe with electrodes. The probe is introduced straight through the skin with local anesthesia. The cryosurgery (cryotherapy) treatment uses an instrument to freeze and kill cancerous cells.

**Chemotherapy** involves administering drugs to prevent cancer cells from growing by killing the cells or stopping them from dividing. There are several ways of administering chemotherapy depending on the type and stage of the tumor. Side effects include hair loss, mouth sores, swelling and rashes, nausea, diarrhea, and fatigue.

**Radiation therapy** involves applying high energy x-rays or other radiation methods for destroying cancer cells or preventing them from growing. Common side effects include skin, bladder or rectal irritation, nausea, diarrhea, fatigue or sexual problems.

**Targeted therapy** is a relatively new method of treatment that uses drugs for attacking specific cancer cells without harming the normal cells. It usually triggers fewer side effects compared to chemotherapy. Epidermal growth factor receptor inhibitors trigger acne-like rash, dry skin and swelling/pain in the fingernails or toenails. Vascular
endothelial growth factor inhibitors may trigger kidney damage, bleeding, high blood pressure and artery clots.

Sometimes, the cancer can return after treatment; a process called recurrence. They usually are harder to treat. For stage 0 (at the polyp stage) the standard treatment options include local excision (or polypectomy) commonly performed during the colonoscopy procedure. When the tumor is too large, surgery needs to be performed. For stage I and stage II, the treatment usually involves surgery - resection and anastomosis (a method to combine healthy segments of the colon after the unhealthy portion is surgically eliminated). Stage III calls for a more complex treatment approach, where surgery is also complemented by chemotherapy. Additionally, clinical trials are often available for new chemotherapy routines following surgery. Stage IV and recurrent CRC presents the most complicated treatment challenges. Chemotherapy is often administered before the surgery to shrink the tumor so that surgery can take place. Surgery at this stage is not referred to colon resection only, but may refer to removal of other parts of other organs as well (such as liver, lungs, ovaries or other organs to where cancer metastasized). Radiofrequency ablation and/or radiation therapy may also be administered at this stage depending on the extent of the cancer spread.

CRC prevention and treatment are the first lines of defense against CRC. They both influence survival, as well as mortality rates. Recent advances in cancer care and early detection have led to an improved quality of life and increased survival for many CRC patients. Survival is a term commonly used by doctors to address a patient’s prognosis. CRC survival rates depend on many factors. Among the most important ones
are the stage at diagnosis and whether cancer has metastasized and the quality of the surgery. Survival statistics should be interpreted with discretion. Because these statistics are measured for people diagnosed with CRC all over the United States, within long time intervals, and they may not include the progress made in the diagnosis or treatment of this particular cancer type.

The five-year survival rate refers to the portion of people who live at least five years after a cancer diagnosis and is one of the most commonly cited cancer statistics. These rates usually refer to previous outcomes of large numbers of people who previously had cancer. The survival rates of CRC by stage, shown in Figure 9, are based on the National Cancer Institute's SEER database, observing over 28,000 people diagnosed with CRC between 1998 and 2000 (Edge & Compton, 2010).

![Figure 9: Relative survival for all races, both sexes by SEER summary stage 2000 (Source: SEER, 2016)](image-url)
The probabilities of cancer survival are hard to predict. Survival and prognosis depend on many factors. Some of these factors (such as treatment selection) are modifiable while others – such as age, sex, and the way cancer responds to treatment, genetic alterations, and personal medical history – are not. The sooner CRC is diagnosed, the better the clinical outcome and the better the patient quality of life.

3.6 CRC Recurrence and Quality of Life

After having CRC successfully treated, the individual are in remission, denoting an absence of detectable cancer cells in the body. While in remission, individuals may experience a CRC recurrence (a return of cancer). Cancer may recur where it began (colon or rectum) or elsewhere in the body. Cancer behavior is largely unpredictable, and there can be no guarantee that cancer will stay in remission forever. Sometimes a few cancer cells that are too small to be detected on tests remain in the body after the treatment. These cells may cause no harm for years. Unexpectedly, something may change in the immune system and “wake-up” those cells. Being active, they grow, divide and become big enough to be detected as recurrences.

Recurrent cancer can occur locally (in the same place where it started), regionally (cancer came back in the lymph nodes near where it started), and distantly (it returned to another part of the body such as lung, liver, bone marrow or brain). The most common sites of CRC recurrences are the liver and the lungs. The risk of recurrence depends on cancer stage as well as on the treatment regimen the patient selected. Generally, the lesser the period when the cancer was considered gone and the time it came back – the more severe the recurrence will be.
Among the determinants of QoL in CRC patients are physical problems such as sexual dysfunction due to treatment for men (Phipps et al., 2008) and low income (that correlates with worse physical, social and emotional wellbeing) (Ramsey et al., 2002; Lundy et al., 2009). The presence of a wide social network is positively associated with QoL (Sapp et al., 2003). Moreover, people living alone reported lower perceived wellbeing than those who live in a family (Forsberg et al., 1996). Other factors such as physical activity increase the QoL in cancer patients mainly due to decreasing the levels of fatigue and distress (Buffart et al., 2012). Smoking and alcohol intake are associated with a lower QoL (Blanchard et al., 2004). Several determinants of QoL in CRC patients are modifiable, and interventions should identify and focus on the interactions of factors that are more likely to enhance the QoL of CRC patients (Buffart et al., 2012).

3.7 CRC Disparities

While progress has been made in CRC diagnosis, treatment, screening and even prevention over the past decades, disparities persist in most of these measures of cancer dynamics. Certain populations have higher cancer incidence and mortality rates, benefit less from screening test availability and have higher rates of late-stage cancer diagnoses.

Low socioeconomic status is linked to lack of access to medical care and increased prevalence of particular CRC risk factors such as smoking or obesity. Social inequalities in the United States still influence the interactions between doctors and patients (Willems et al., 2005). Cultural factors such as language, values and traditions can influence health behaviors and affect individual’s beliefs about cancer. Poor and medically underserved populations have higher chances of developing cancer. They also benefit less of early diagnosis, when cancer is most treatable (Freeman, 2004).
Individuals from low socioeconomic strata are less likely to benefit from prevention interventions and proper cancer management resulting in less favorable cancer outcomes compared to their counterparts (Ward et al., 2004).

If detected early, the survival rate for CRC is around 90% (SEER, 2016). However, only 37% of CRC cases are discovered that early. Between 2006-2010, CRC incidence rates in African Americans were about 25% higher than those in Whites (Siegel et al., 2014). CRC mortality rates were 20% higher in African American population compared to Whites. Differences can be noticed among the age at which people contract CRC. Incidence rates are declining in adults of age 50 and over and are increasing in adults younger than 50, as shown in Figure 10.
CRC Incidence Trends by Age and Sex, 2001-2010
Ages 0-49 Rates are age adjusted to the 2000 United States standard population.

CRC Incidence Trends by Age and Sex, 2001-2010
Ages 50-64. Rates are age adjusted to the 2000 United States standard population.

CRC Incidence Trends by Age and Sex, 2001-2010
Ages 65+. Rates are age adjusted to the 2000 United States standard population.

Figure 10: CRC incidence trends by age and sex. Rates are age adjusted to the 2000 United States standard population
(Source: American Cancer Society, 2014)

CRC incidence rates also vary geographically – mainly due to the regional variation in risk factors and access to screening and treatment. Other important factors that may have contributed to these disparities are socioeconomic factors, policies, and proximity to medical services. CRC incidence is about 40% higher in men than in women.
Only 40% of the CRC patients are diagnosed early approaching a 5-year survival rate of 90%. Survival declines to 70% for patients with local disease and to 13% for those with distant CRC. The distribution of CRC stages and survival also varies by race and ethnicity, as shown in Figure 11.

![Figure 11: CRC stage distribution (%) by race/ethnicity, 2003-2009 (Source: NCI, 2013)](image)

Being African American or having low educational attainment combined with the location of residence in the United States largely determines the likelihood to die due to CRC. African American men and African American women have higher CRC incidence and mortality rates compared to Whites and have more advanced stage at diagnosis. The most significant contributors to this disparity were identified as socioeconomic status and health insurance (Berry et al., 2009). A better understanding of who benefits from screening is needed, and whether high-risk African Americans get screened for CRC as recommended by current guidelines.
The combination of poverty and cancer is lethal (Freeman, 2004). Poor people are more likely to die of cancer due to lack of quality health care access and/or health insurance. Lacking healthcare insurance and/or the ability to pay for care, individuals may delay seeking medical attention for their symptoms. Poverty and lower socioeconomic status influence access to early detection tests, access to timely and high-quality treatment and is associated with increased the prevalence of other illnesses (comorbidities) (Edwards et al., 2014; Le et al., 2008). Moreover, these population groups are underrepresented in clinical trials.

CRC disparities pose several research challenges. Interventions that address the drivers of disparities for different population groups are needed. To reduce or eliminate CRC disparities, a multilevel approach that addresses the multi-factorial nature of CRC disparities and determinants across time is needed.

3.8 Delay in Diagnosis and Treatment
Delay in the diagnosis and treatment of illness has been of scientific concern throughout the last century. The term “delay” is used to describe the waiting time (usually measured in days or weeks) in cancer investigation and treatment procedures. Unlike the case for other cancers types, the benefit of early detection of colorectal cancer is astonishing. The early diagnosis of CRC leads to timely treatment, better patient outcomes, and better survival rates.

In the context of CRC, the impact of delay on survival has been studied since the 1960s (Ramos et al., 2007). The delay in CRC treatment is amongst the most common causes for malpractice claims (Singh et al., 2012). Given that greater delays lead to a more advanced stage at diagnosis and poorer survival, delay in cancer care is an
international priority (Richards, 2009). Several factors (such as age, gender, cultural beliefs, patient-physician communication, anxiety, and fear), directly or indirectly, influence timely seeking of medical care. These factors also serve as important determinants of outcomes for cancer patients.

![Diagram of Patient Delay Categorization]

Figure 12: Categorization of delay (Source: Hansen et al., 2008)

The most widely cited theoretical framework for modeling delay, shown in Figure 12, was initially proposed by Safer et al. (1979), and has been successively continued and further developed by Andersen (1995). The resulting Andersen Model of Total Patient Delay has widely been used to study conditions ranging from cancer to myocardial infarctions (O'Carroll et al., 2001). A systematic review by Walter et al. (2012) investigated ten papers reporting the application of Andersen’s model of patient delay assessing the delay in a cancer diagnosis. The authors found clearly identifiable stages
among symptom detection, presentation to a primary care physician, diagnosis and starting treatment.

Safer et al.’s (1979) model measures the total delay using a three-stage model, from the moment of noticing symptoms to the point of seeking treatment, as shown in Figure 13. A cohort study of CRC cases diagnosed between 1/1/2000 and 3/1/2007 found several missed possibilities for early diagnosis (Wahls & Peleg, 2009). About half of the individual cases diagnosed with cancer late, or lacking any CRC screening, were due to patient-related factors.

The framework proposed by Safer et al. (1979) measures the total time from symptoms onset to seeking treatment, initially employing a three-stage model. Andersen et al. (1995) further extended the model to include the time between the decision to seek medical care and to act on that decision. The more detailed model, shown in Figure 14, incorporates not only the delay components but also decision-making mechanisms. Most
studies on CRC delay distinguish between patient delay, physician delay and system (or hospital) delay.

Figure 14: Andersen model of total patient delay (Source: Andersen et al., 1995)
**Patient delay**

The period from symptoms onset to the first consultation with a primary health care physician is referred to as patient delay (Weller et al., 2012; Hansen et al., 1997; Olesen et al., 2009). Knowledge about CRC has been shown to be a strong predictor of patient delay concerning CRC screening (Gimeno-Garcia et al., 2009; Cockburn et al., 2003). Before entering the health care system, patients initially notice and interpret their symptoms as severe or requiring medical attention. Underestimation of symptom seriousness is also a commonly reported cause of the patient delay (Courtney et al., 2012). When symptoms are not perceived as serious the patient is less likely to seek medical care. In the case of CRC, it is common for people to attribute their symptoms to other ailments, diet, stress, hemorrhoids or aging processes (Siminoff et al., 2014). The period between symptoms onset and recognizing these symptoms as serious is commonly referred to as appraisal delay.

Financial concerns were shown to have a direct effect on the use of healthcare services. Several studies focused on patients delaying to seek medical care due to perceived costs and/or lack of health insurance (Becker, 2004; Ward et al., 2008; Sabatino et al., 2006; Weaver et al., 2010). Also, financial barriers were found to prevent people without health insurance from seeking medical attention unless they were in severe pain (Becker, 2004).

**Doctor (Provider) & System delay**

Doctor delay refers to the waiting time between the first visit to the primary care physician and the initiation of cancer-related diagnostic tests or specialist (usually oncologist) referral. Among the factors commonly attributed to provider delay are: (1)
misdiagnosis – attributing symptoms to conditions other than CRC, (2) insufficient patient examination for malignancy, and (3) patient characteristics.

System delay starts from the initiation of cancer-related investigations until the beginning of treatment, or patient’s decision to refuse treatment. It is desirable that the delay in CRC diagnosis as well as treatment delay to be as small as possible. The Andersen Model of Total Patient Delay has been further refined by Walter et al. (2012), as shown in Figure 15.

![Figure 15: Pathways to treatment model (Source: Walter et al., 2012)](image)

The authors combine illness and appraisal delay into “appraisal interval”, behavioral and scheduling delay into “help seeking interval”, and the time frame between
the first appointments with a physician up to a formal CRC diagnosis as “diagnosis delay”, as illustrated in Figure 15. The time between the formal diagnosis and treatment initiation is combined into “pre-treatment interval”. Within the revised model, the events marking the start and ending of each interval are clearly depicted.

3.9 Summary
This chapter provided an overview of colorectal cancer as it relates to this dissertation. It presented an overview and discussed CRC staging and the risk factors contributing to CRC incidence and mortality. The screening and testing methods currently available to detect CRC, and their sensitivity and specificity were discussed. CRC diagnosis the treatment options were considered. Survival, as well as recurrence and quality of life following a CRC diagnosis, have been provided, and the disparities across the CRC continuum have been mentioned, in regards to screening, incidence, treatment, and mortality. They were addressed in section 3.7. The chapter concluded with an important aspect of cancer care – delay in diagnosis and treatment. Delay in CRC care can occur at patient, physician and hospital level. This is of critical importance because of the association between delay and treatment/survival. The next chapter discusses the methodology employed in this work.
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“The more we study the major problems of our time, the more we come to realize that they cannot be understood in isolation. They are systemic problems, which means that they are interconnected and interdependent.”

(Fritjof Capra, 2014)

4.1 Introduction

Computational Social Science (CSS) methodologies have evolved to better address the increasing complexity of human social systems, as well as to incorporate the growing availability of large-scale social data about the various aspects human activity. Traditional epidemiological methods employed in addressing the social determinants of cancer have strong limitations. To make further progress in this discipline, new “bottom-up” methodological approaches that account for the dynamic, multi-level complexity inherent in the SDC are needed.

CSS is the interdisciplinary science of complex social systems and their investigation through computational modeling and related techniques. Spatial, social, economic, biological, cultural and other processes that affect the health of an individual are complex, not nearly decomposable and can not be studied in isolation (Epstein & Axtell, 1996). CSS has been proposed as a "the third way of doing science" along with induction and deduction (Alexrod, 1997). This section will present the existing CSS methodologies and the motivation behind the employing an agent based computational approach to address the SDC. It will introduce the logic of simulation as a method, and discuss the process of building a model, as well as present the ODD framework for describing an ABM. Chapter 4 concludes with providing an introduction for the study case, and the study area in particular, for the model.
4.2 Computational Social Science Modeling Approaches

Several CSS approaches are increasingly being used in many disciplines for gaining a deeper understanding of complex social systems. Among the most common ones are: ABM, Microsimulation models (MSM), System Dynamics (SD), Geographic Information Systems (GIS), Social Network Analysis (SNA). CSS methodologies are particularly suitable for addressing the complexity inherent in the SDC, and they are constantly evolving to include state of the art approaches from other disciplines. When addressing complex systems, a combination of these tools is often employed for a more comprehensive analysis.

4.2.1 Cellular Automata (CA)

Cellular automata (CA) were created in the 1940s by Stanislaw Ulam and John von Neumann. A cellular automaton is a dynamic system composed of a grid of cells. The cells can be in one of a number of states (that is finite), that may change based on certain rules. Even though CA are composed of identical, simple components, they are capable of producing complex system behavior (Wolfram, 1984). The cooperative effects of the CA components may achieve this systemic complexity. CA approaches have been successfully used to model different biological phenomena (Ermentrou & Edelstein-Keshet, 1993). In cancer research, they have been used for modeling cancerous growth at cellular level (Qi et al., 1993), improving cancer therapy (Ribba et al., 2004) or modeling prognosis and treatment (Quaranta et al., 2005). Even though CA have been applied to a broad range of areas at biological and cellular level, they are limited in their ability to account for the heterogeneity or the rich behavioral adaptations characteristic to complex social systems.
4.2.2 System Dynamics (SD)

The first expansion of computer simulation in the social sciences consisted of simulations
mainly based on SD (Gilbert & Troitzsch, 2005). The core idea behind SD is the attempt
to simulate the target system as a combination of stacks and flows (equivalents for state
variables and rates of change) and delays. The system itself is the one and only simulated
unit. However, modeling in the social sciences involves analyzing subpopulations,
individuals, groups, firms, and interactions between the above – hence the necessity for
more refined approaches. SD need to extend their capabilities to incorporate the many
levels involved in an ecological approach to health, accounting for disease outcomes, risk
factors and other health resources (Homer & Hirsch, 2006). SD models have been
extensively used to model patient flows in emergency care departments (Lane et al.,
2000) and have also been applied to model substance abuse (Levin et al., 1975), as well
as screening interventions for cervical cancer (Royston et al., 1999) among others.

4.2.3 Microsimulation Models (MSM)

While SD emerged in social sciences in the early 1960s, MSM appeared in the 1970s to
address the shortcomings of the SD approach. In MSM, each modeling unit (be it
individuals, firms or households) is treated individually (Orcutt, 1957). MSM enables us
to examine the impact of policy changes on the individual decision-making units (Crooks
& Heppentall, 2012). Nonetheless, a weakness of MSM is that it does not consider the
interaction between individuals; their behaviors and intentions are not addressed.
Subsequently, this issue is tackled later with the surfacing of ABM. A review of several
MSMs applied to healthcare is provided by Birkin & Wu (2012). In the context of cancer
care, MSM have been applied to a wide range of areas, such as modeling the cost-
effectiveness of mammography screening (Szeto & Devlin, 1996) or modeling the effects of rising chemotherapy costs (Lansdorp-Vogelaar et al., 2009).

4.2.4 Agent Based Models (ABM)

Although both SD and MSM are considered top-down modeling approaches, ABM models agents from a “the bottom-up” where fundamental social structures emerge from the interaction of individual actors. ABM starts with assumptions about the agents and their interactions and generates historical trajectories that uncover the dynamic consequences of initial assumptions. ABMs usually have at least three components: the agents (which can be individuals, firms, families), the rules that govern the interactions among agents and the environment in which the agents are situated. Agents can have internal states (represented by discrete or continuous variables). They can interact with other agents as well as with their environment. The system evolves over time, which can be represented either continuous or discrete. Higher-level patterns may emerge as a result of the agent interactions. There are several advantages of the ABM methodology over other modeling techniques. Firstly, ABM allows for emergent phenomena to develop from local, simple interactions. Also, among the main benefits of ABMs over approaches such as cellular automata is the possibility to incorporate heterogeneity of agents, in addition to the heterogeneity of their decisions, and the possibility of movement in space while interpreting the social content (such as cognition, for instance).

During the last decades, ABM has become a reliable technique for building models to study macro level outcomes in several disciplines. It has been successfully utilized to study several other chronic conditions such as obesity (Hammond, 2009) and smoking (Kasaie et al., 2013) among others. Auchincloss et al. (2011) proposed an ABM
that highlights the challenges of producing positive behavior change when individuals and resources manifest residential segregation and behaviors are triggered/restricted by various factors.

### 4.2.5 Geographic Information Systems (GIS)

Among the main advantages of GIS is the capability to analyze spatial information. It offers the possibility to capture real-world phenomena in multiple layers (three-dimensional) and resolutions (spatial scales) over time (Gimblett, 2002). Spatial models have the advantage to illustrate the distribution of individuals over space adequately, and visually represent how they relate to each other – therefore offering a rich representation of the environment. Three approaches for integrating information about space and time within a GIS can be distinguished: (1) location-based, (2) time-based, and (3) entity-based. A space-time representation of data within GIS can therefore be viewed as a series of “snapshots”. Linking the two modeling methodologies allows us to create models that are directly connected to space, enabling us to compare aggregate outputs with real world data. The disadvantages of GIS are their limited dynamic modeling capabilities, and the inability to appropriately handle time (Crooks & Castle, 2012).

The United States atlases of cancer mortality highlight geographical variation in cancer incidence rates and risk factors (Leck, 1976). These patterns led to identifying spatial areas with higher carcinogenic exposures that influence cancer risk (Fraumeni, 1988). Even though GIS are still in the early stages of application in cancer research (Seidman, 2006), there are several examples of successfully applying GIS systems to different aspects of cancer control. GIS systems have shown to be useful in several areas, such as evaluating cancer clusters (Kulldorff et al., 1998), assessing breast cancer risk
and past exposure to pesticides (Brody et al., 2004), fogger trucks and the development of breast cancer, (White et al., 2013) or analyzing geographic patterns of cancer incidence (Rushton et al., 2004).

In situations where the complex system under study involves spatial components, it is useful to use GIS in combination with ABM. This combination can potentially be more advantageous and produce better results than using each of them in separation. Using ABM and GIS together provides the ability to model both patterns and process simultaneously (Rand, 2012).

### 4.2.5.1 Linking GIS and ABM

Linking ABM and GIS allows agents to be associated with actual geographic locations, and provides the opportunity to model emergent phenomena while preserving the individual interaction features available through ABM in a GIS over space and time. GIS and ABM are used together in situations where space, bounded rationality, and individual variability matters, when we are dealing with non-equilibrium systems and spatial distribution is among the objects of interest.

Spatial data is important for ABMs because it allows (via cells, networks, or a continuous space) for documenting macro-phenomena, informing micro-level process modeling, deriving maps or different demographic variables of agents and their environments. In ABMs, space has many purposes, such as: containing the agents, and defining spatial relationships between them, as well as between agents and the environment. It is also used to capture various nuances of spatially distributed patterns (Brown et al., 2005).
Both ABM and GIS are methodologies that can help advance our understanding of complex social systems. The purpose may vary: from gaining insight into the structure or behavior of a real world system, to forecasting the behavior of systems that are difficult to explore in the reality.

4.2.5.2 Coupling vs. Integration/Embedding

Coupling refers to the linkage of two stand-alone systems by data transfer (Crooks & Castle, 2012). Integration, on the other hand, implies embedding the necessary functionality of either ABM or GIS within the dominant system. Depending on what integrates what, the final system is referred to as either GIS-centric or modeling-centric. Coupling itself is accomplished using one of three approaches: loose, moderate and tight. Loose coupling refers to the asynchronous operation of functions within each system, with data being exchanged between systems in the form of files. According to this approach, the inputs are prepared within the GIS. Hereafter, they are sent to the simulation system that performs the program execution and sends the data back to the GIS. GIS would perform further explorations and visualization tasks. It is essential that the format of data that is transmitted by GIS and the format of the data the ABM can read to be the same. Moderate coupling is conceptually situated between the loosed and tight coupling. It includes database access links and procedure calls between the GIS and ABM, and it increases the execution speed. Tight (close) coupling involves simultaneous operations of systems, allowing direct communication between systems during the program execution.

An alternative approach would attempt to connect the two systems. This middleware-based method (which essentially represents tight coupling) allows for
appropriate choice of the functionality available in the GIS or ABM for a given mission. ABM could be used for simulation purposes, while GIS for visualization, for instance. GIS-centric or modeling-centric should be utilized in the case of studying geospatial agents consisting of a vast number of complex interacting agents. According to Brown et al. (2005), the four approaches considered for ABM and GIS coupling are:

1. **Identity relations** – referring to the relation between agents and the spatial database,
2. **Causal relations** – addressing the changes in spatial features that may happen because of agent interaction,
3. **Temporal relations** – where information updating could be challenging, especially when it is synchronous, and
4. **Topological relations**.

Coupling can be useful in circumstances where ABM and GIS systems already exist in isolation, or when the cost of building the functionally of one system into another would be too high (Maguire, 2005). Coupling has often been the preferred approach in linking ABM with GIS. Nonetheless, there is a disadvantage when compared to integration: coupling often results in rather specialized and isolated solutions, which prevents a standardization linkage between ABM and GIS to emerge. An advantage of integration, compared to coupling, is that an integrated system is user-friendlier. Modeling-centric approach became popular with the advance of scripting capabilities, and the fact that it is relatively straightforward to be programmed (Gilbert & Bankes, 2002). Moreover, the functions available from GIS libraries reduce model development
time and improve the model transparency. Integration does not come without disadvantages, posing a risk for the designed systems to be closed, monolithic and costly (Fedra, 1996).

A few of the challenges faced by GIS and ABM integration are model communication and validation, linking quantitative and qualitative methodologies and real-time simulation. Crooks et al. (2008) compiled a comprehensive list of the key challenges in combining ABM with GIS:

- The goal of the model,
- Rooting the model in theory,
- The extent to which it is possible to replicate it,
- The scope of verification, validation and calibration
- Representing model dynamics and the interaction between components and agents,
- The degree to which the model is operational, and
- Model communication.

As a result of integration, GIS users get the possibility to model emergent phenomena through individual interactions, and ABM modelers benefit from having agents tied to specific geographical locations. Loose coupling is widely used in linking ABM with GIS, but it is suggested that much tighter coupling is needed to simulate real world spatial/temporal dynamics (Brown et al., 2005). Each of the models discussed can be placed within a power vs. difficulty continuum of model development as shown in
Figure 16. Linking GIS and ABM is still non-trivial, and many challenges that need to be addressed and considerations to be taken into account (Gilbert, 2007).

<table>
<thead>
<tr>
<th>Designed</th>
<th>Analysed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model description</strong></td>
<td><strong>Model description</strong></td>
</tr>
<tr>
<td>- Abstract</td>
<td>- Experimental</td>
</tr>
<tr>
<td>- Purpose/intent</td>
<td>- Purpose/intent</td>
</tr>
<tr>
<td>- Discovery of new relationships</td>
<td>- Role-playing games among stakeholders</td>
</tr>
<tr>
<td>- Existence proof</td>
<td>- Laboratory experiments</td>
</tr>
<tr>
<td><strong>Verification and validation strategy</strong></td>
<td><strong>Verification and validation strategy</strong></td>
</tr>
<tr>
<td>- Theoretical comparison</td>
<td>- Repetitions</td>
</tr>
<tr>
<td>- Replication</td>
<td>- Adequacy of design</td>
</tr>
<tr>
<td><strong>Appropriate development tools</strong></td>
<td><strong>Appropriate development tools</strong></td>
</tr>
<tr>
<td>- Easy to implement simulation/modelling system</td>
<td>- Flexible simulation/modelling systems with well developed user interfaces</td>
</tr>
<tr>
<td><strong>Example model</strong></td>
<td><strong>Example model</strong></td>
</tr>
<tr>
<td>- Filatova et al. (2009)</td>
<td>- Mooij et al. (2002)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Designed</th>
<th>Analysed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model description</strong></td>
<td><strong>Model description</strong></td>
</tr>
<tr>
<td>- Historical</td>
<td>- Empirical</td>
</tr>
<tr>
<td>- Purpose/intent</td>
<td>- Purpose/intent</td>
</tr>
<tr>
<td>- Explanation</td>
<td>- Explanation</td>
</tr>
<tr>
<td><strong>Verification and validation strategy</strong></td>
<td><strong>Verification and validation strategy</strong></td>
</tr>
<tr>
<td>- Qualitative: goodness of fit</td>
<td>- Quantitative: goodness of fit</td>
</tr>
<tr>
<td><strong>Appropriate development tools</strong></td>
<td><strong>Appropriate development tools</strong></td>
</tr>
<tr>
<td>- Advanced simulation/modelling systems linked with GIS</td>
<td>- Low-level programming languages</td>
</tr>
<tr>
<td><strong>Example model</strong></td>
<td><strong>Example model</strong></td>
</tr>
<tr>
<td>- Mathevet et al. (2003)</td>
<td>- Jackson et al. (2008)</td>
</tr>
</tbody>
</table>

Figure 16: Power vs. difficulty continuum of model development (Source: Crooks & Castle, 2012)
4.2.5 Social Network Analysis (SNA)

Social relationships are a fundamental element of human life. SNA addresses social relationships through the lens of network theory, where the network “nodes” are the actors (that may represent people, families, organizations) and the “ties” represent relationships between actors. For a better understanding of network data, social networks are often visually represented as diagrams of points and lines, where points denote the actors and lines represent the ties between actors. Every health topic can be viewed through the network perspective (Valente, 2010). This methodology has been successfully applied to areas such as HIV transmission through sexual contact networks, substance abuse, smoking, and obesity. The process of applying social networks to behavior change has been referred to as “network interventions” (Valente, 2012). Distinguishing between the several types of network interventions and individual social context is crucial for harnessing the power of social interaction to achieve positive behavior change.

Social networks are determined by individual characteristics such as age, sex, geographic location, education, income and occupation among others. The goal is to gain insight into how social networks determine the types of relations people have, as well as disentangling their individual and group behaviors.

4.3 Data-driven ABM – a “bottom-up” Approach to SDC

The slogan “Keep it Simple, Stupid” (or KISS) is a widely adopted principle in ABM (Axelrod, 1997). Similar to Occam’s razor, it states that the simpler the model – the better. The simplicity should be specifically expressed in the assumptions of the model, rather than in the model results. For the more complex models, Edmonds & Moss (2005)
recommended the KIDS approach (standing for “Keep it Descriptive Stupid”). The KIDS approach, as opposed to the KISS one, addresses the increasingly descriptive nature of ABMs (which can get quite complex). It is an appropriate approach for models based on empirical data, that aim at maintaining a high fidelity to the system being modeled, and focus less on abstraction and more on the descriptive aspect of model building (Edmonds & Moss, 2005). Simple (toy) models, as opposed to the high fidelity ones, are models that represent stylized and highly abstracted representations of real world systems. An example of such model is Schelling’s model of segregation (Schelling, 1969). In its original version, Schelling’s model has shown that simple, individual racial preferences, up to some threshold, can lead to higher levels of total segregation. While Schelling’s model has explanatory power, most toy models act as proof of concept models. While useful in some cases, they are mere abstract caricatures of the real world systems. For addressing complex problems involving heterogeneous agents and multilevel interactions, data-driven models that account for this complexity, maintaining higher fidelity to the real world phenomenon are needed.

The capacity to handle and investigate large amounts of data revolutionized numerous areas. However, the emergence of a data-driven “computational social science” has been developing much slower (Lazer et al., 2009). The increasing amount of data about social characteristics calls for new approaches able to integrate data from multiple sources into a dynamic model. To address the reductionist view predominant in the study of SDC, a data-driven bottom-up approach aiming to shed light into how social systems may influence the dynamics of cancer is implemented.
Abstraction is a vital part of the model building. “No substantial part of the universe is so simple that it can be grasped and controlled without abstraction.” (Rosenblueth & Wiener, 1945). The following step aims to distinguish which parts of the real world system are important for modeling the phenomenon we wish to understand. That phenomenon is then replaced with a comparable, but simpler structure. How much detail to include and how much to set aside largely depends on the purpose of the model. Alternatively, as Einstein put it, “Everything should be as simple as possible, but not simpler.”

There are many ways in which data can be incorporated into the process of building ABMs and informing the conceptual dynamic models. One of the benefits of ABM is that when there is not enough data; the data can be generated during multiple simulation runs. The logic of the simulation as a method is presented in Figure 17:

![Figure 17: The logic of simulation as a method (Source: Gilbert & Troitzsch, 2005)]
The target is the real world phenomenon we are interested in modeling. After applying abstraction to the target, we obtain the model – which is a simplified view of the phenomenon. As a result of simulating the model, we obtain simulated data that can be compared, either qualitatively or quantitatively to data collected from the real world target with the purpose of validating the model.

Following the KISS principle makes adopting a data-driven approach to ABM challenging. By employing such a method, we add additional levels of complexity to the model – conflicting with the KISS principle (Edmonds & Moss, 2005). Nevertheless, if the model is to be used for informing policy and decision-making, validation against data is recommended, where the models can be directly compared with real world data. A middle line should be sought between building a complex data-driven model and maintaining simplicity to a reasonable degree. “The goal of science is to make what is wonderful and complex, understandable and simple - but not less wonderful.” (Simon, 1996).

By using data, we build models that are closer to the target system. The model becomes accurate, embracing the complexity of the real world phenomena. Data may be used at multiple stages of model development, from model initialization (as opposed to opting for initializing the model from a uniform random distribution, that is rather common in the ABM field) to validation – where we compare the model results with existing data. One of the benefits of ABM is that it can integrate data from multiple sources and disciplines, from GIS maps and sample surveys to social media data and
meta-analyses. Calibrating the model to real world data increases the model credibility as well as improves its validity.

Survey data have been increasingly used for both informing ABM as well as for validation purposes (Hassan et al., 2008). The increasingly preferred method for building models is employing a hybrid approach involving several existing CSS methodologies, as they complement each other to accomplish the goal of creating useful models. Robinson et al. (2007) mention the following empirical approaches for specifying micro level processes within ABMs: representation surveys, participant observation, field and lab experiments, companion modeling, GIS and remotely sensed spatial data. These approaches can be used for both documenting the macro level phenomena as well as for informing the micro processes within the model. Given the dynamical nature of ABMs, survey data repeatedly collected at different points in time can be particularly valuable for both informing ABMs as well as for validating them.

4.4 Calibration

Calibration is considered to be one of the greatest challenges in building ABMs (Crooks et al., 2008). Model calibration should be realized before the model output is validated (Ngo & See, 2012). It “refers to the process of creating a model such that it is consistent with the data used to create the model” (Verburg et al., 2006). This modeling phase involves fine-tuning the model parameters to identify that unique set of parameters that aligns the model to data. An example of calibration in its simplest form is obtaining observations by tuning model parameters and observing how it compares to the real world observations. Calibration is, therefore, an iterative process, comparing the model to actual system behavior. If we have empirical data, we can use calibration to find the set
of parameters that gives us the best fit to the observed data. Among the objectives of calibration is to improve the agreement with experimental data.

One of the challenges faced at the calibration stage is the difficulty in obtaining the necessary data for proper calibration (Manson et al., 2012). Also, properties like path-dependency, and other complex system characteristics pose further challenges. The model is considered valid if it can correctly answer the question it aims to answer (Casti, 1997).

4.4.1 Input vs. Output Calibration

When calibrating the model against real data we distinguish between two types of calibration: input and output. The difference between these two calibration types lies in the following: the input calibration refers to the assessment of the realism of models’ initial conditions and fundamental propositions while output validation involves comparing the outputs produced by the model with real-world data. Input and output calibration can, and should be used in combination.

Because of the non-linear properties of ABMs and due to their high dimensionality, fitting the model output to real data for calibration/validation purposes is often a challenging task. Consequently, computer simulations utilize ‘ad-hoc’ approaches to parameter estimation, validating the model via a qualitative comparison of model predictions with real data (Dancik et al., 2010). Alfarano et al. (2005) proposed a direct estimation method of the underlying parameters of a relatively simplistic ABM using a parametric approach. Only a few (relatively simple) examples exist on estimating ABMs. They provide ABM estimations that are simple enough to derive a closed form solution for the distribution of relevant statistics. Winker et al. (2007) address the issue on
moment selection, suggesting a set of statistical data on exchange rate returns to estimate models of the exchange rate.

Identification problems come onto the scene when we deal with models that are consistent with the data that is used for empirical validation. While circulating in the econometrics literature as ‘identification’, in the philosophy of science this phenomenon is called ‘under-determination’ (Fagiolo et al., 2007). Identification is tightly connected to the Duhem-Quine thesis (Earman, 1983), which asserts that any hypothesis is inevitably tied to some auxiliary assumptions, and it is therefore not possible to test and falsify a single hypothesis in isolation. A suggested path to circumvent this challenge is adding equations (based on economic theory) to the models to the point when the rank of the coefficient matrix is similar to the amount of independent variables (Moss, 2008). According to Hansen and Heckman (1996), microdata could offer one potential avenue for resolving the identification problem, though no clear formal way would demonstrate how access to microdata would solve the identification issue.

4.5 Verification and Validation of ABMs

Verification - means building the model “right” (Balci, 1998). It refers to the accuracy with which the model logic is implemented. At this stage computer code is tested for its formal logic. Verification errors could be the cause of emergent model artifacts that are not the result of the models’ true behavior. When verifying a model, we usually look for logical errors or “programming bugs” that might occur during the implementation of the model design into computer code. Examples of unpleasant surprises that can happen are floating-point errors like for instance adding 0.05 twentyfold can produce a total that differs from 1 (Polhill et al., 2004). Proportionality and graceful degradation are also
considered subsections of ‘verification’, and so do measurement error, sampling regimes, observer bias, and data availability. One way to address verification issues is with sensitivity analysis, where the model parameters are varied over multiple runs of the model runs so that we can examine the changes the performance of simulations (Manson, 2003). It is, therefore, important to acknowledge that artifacts could emerge as a potential result of including space heterogeneity, or applying various randomization techniques. The goal of verification is ensuring that the model works the way it was intended to work and that it was programmed correctly without any critical errors/bugs.

Validation – refers to building the “right” model (Balci, 1998). That is the extent of which the model adequately represents the target system. “The extent to which” indicates that it would be irrelevant to classify a model as valid or invalid. Instead of treating it as a binary event, one should rather consider the existence of certain degrees of validity (Law & Kelton, 2000). Two types of validation can be distinguished: internal and external validation.

Internal validation addresses the issue of whether the model works in a similar way to the real world system being modeled. Achieving internal validity is harder than it may seem (attention is needed for analyzing and understanding if the results are indeed the actual result of the model and not anything else) (Axelrod, 1997). It is necessary to stress the value of replication in general and for validation purposes in particular. Replication has been referred to as “one of the hallmarks of cumulative science” (Axtell et al., 1996). It helps us test the robustness of the inferences based on models. Alignment or docking refers to comparing two models and check if they can produce the same
results (Axtell et al., 1996). Docking can also be considered as a part of the internal model validation step.

External validation refers to comparing the behavior of the target system with the behavior of the model. Depending on the purpose of the model, external validation can be qualitative or quantitative. Qualitative validation refers to comparing the replication of a real-world pattern with its modeled equivalent. As an illustration, we could take the simple version of Schelling’s segregation model, where agent interaction at one level, gives birth to segregation patterns at a higher level. Output validation can be listed as an external validation mechanism, as it involves graphically and statistically matching the model’s predictions against a set of real data (Ngo & See, 2012). Fitting the model to actual data poses a significant challenge for validation, as in social simulation we are dealing with agents that interact and adapt. However, errors in model input data can cause errors and uncertainties in model output. Therefore, it is essential to think about means of minimizing them (Evans, 2012).

Validation is an iterative process requiring a step-by-step iterative approach (Ngo & See, 2012). As shown in Figure 18, the process of validating a model may start with face validation. After face validation has been achieved and the model looks right prima facie, sensitivity analysis is performed, followed by model calibration. Following these stages, the results of the model are compared to the real world data. If the predicted results match reality, according to Ngo & See (2012), the model is considered to be fully validated. Among the most important model validation stages is the final stage, when the model results are compared with the real data, as this shows the extent to which the
processes have been correctly implemented and the level of fidelity to which the real world system have been represented. This helps to ensure that the model was built correctly and that the behaviors it manifests are not the results of artifacts or errors committed during the many phases of building a model (Troitzsch, 2004). One of the main goals of validation is to measure the performance of the model, indicating the extent to which the model is to be trusted (Verburg et al., 2006).

Figure 18: A general validation process of ABMs (Source: Ngo and See, 2012)
4.6 “Understanding our Creations.”

ABM is a tool that can help us gain insight into the overwhelming complexity of the different parts of our world. However, understanding models – their purpose and results - presents another challenge in itself. As ABM becomes more widely used as a methodology, and as models get more complex, it is becoming increasingly challenging to make sense of the plethora of emerging models that are built on different platforms, based on various conceptual frameworks and present simulation results in dissimilar ways. Numerous efforts to improve the process of describing agent systems have been made. Diagrams, flowcharts, UML, and pseudo-code are commonly used for the purpose of describing models. Object-oriented design and programming promote reasoning in a way that models the way we think and interact in the real world, which is a strong point for modeling agent-systems. While there has been a clear agreement that the object-oriented paradigm is a natural way to model agent systems, UML has largely been absent from ABM publications (Bersini, 2012).

4.6.1 UML vs. Pseudocode

UML allows creating diagrams that encompass both state variables of model entities and their processes. It provides a higher level of abstraction than Object Oriented Programming (OOP), and its main goal is to provide good graphical visualization for object-oriented development. The UML diagrams that are most suitable for describing the ABM development are class, sequence, state, and activity diagrams (Bersini, 2012). We can use diagrams to show the hierarchy of objects in a software program; we can show how one thing leads into the next with sequence diagrams or use activity diagrams, which
basically have the same purpose as flowcharts. UML has the potential to become the ‘lingua franca of ABM’ (Miller & Page, 2009).

Compared to diagrams – pseudocode is linear, rather than graphical. It allows us to combine computer code with general wording and represents a good way to present algorithms to readers without familiarity with computer code. It can be used when we are dealing with models that are straightforward and small. Among the reasons why software developers may prefer pseudocode to UML would be the unwillingness to expose personal coding style. Also, software programs may not be easily portable from one machine or operating system to another, and sharing the pseudocode only (instead of language-specific code) would be more appropriate (Gilbert & Terna, 2000).

While pseudocode may be a good option when working at lower levels of abstraction (Booch, 2006), UML takes over when we have to deal with higher levels of abstraction. In a study by Scanlan, (1989) flowcharts outperform pseudocode as they produced fewer errors in perception and understanding, giving more confidence in accepting the algorithm, reducing the time spent on answering questions about an algorithm, and lessen the number of times needed to look at an algorithm.

Another good practice in developing agent systems is pattern-oriented modeling (POM). This approach offers a unifying framework for understanding the inner workings of agent-based complex systems, making bottom-up modeling more rigorous and comprehensive (Grimm et al., 2005). POM helps identify patterns of underlying structure, processes and functions, and incorporates them into building the model. Two issues of concern may emerge at this point: first, if the problem drives the model, it will
be too simple; and second - if all available data motivate the model design, the model will end up being too complex. Therefore, POM advices observing patterns, at different spatial and temporal scales, and having them refine the research questions.

4.6.2 The ODD Protocol

Ontologies and protocols assist in understanding models and possibly accelerate their development. The ODD protocol (that stands for: overview, design concepts and details) has been proposed as an alternative way to describe agent-based social simulations (Grimm et al., 2010). It involves seven sub-elements, and each of them must be documented good enough for the model's purpose and design to be clear and replicable, as shown in Table 6:

<table>
<thead>
<tr>
<th>Overview</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>State Variables and Scales</td>
</tr>
<tr>
<td></td>
<td>Process Overview and Scheduling</td>
</tr>
<tr>
<td>Design Concepts</td>
<td>Design Concepts</td>
</tr>
<tr>
<td>Details</td>
<td>Initialization</td>
</tr>
<tr>
<td></td>
<td>Input</td>
</tr>
<tr>
<td></td>
<td>Sub-models</td>
</tr>
</tbody>
</table>

Originating in ecology, the ODD is one of the most commonly used protocols for describing ABMs in academic literature. It enforces a logical ordering when presenting
agent system, improving readability not only for the purpose of understanding but regarding replication purposes as well. According to Grimm et al. (2010), among the complaints about ODD are the fact that ODD can be redundant and that it is overdone for simple ABMs. More recently, Müller et al. (2013) extended the ODD protocol to account for human decision-making. The updated protocol, named ODD+D, provides a standardized practice aimed at clarifying the empirical foundation of the choice of the decision model (Müller et al., 2013). This protocol seeks to improve the current way of describing ABMs so that models can be communicated more efficiently. Among the emergent benefits of using this protocol are rigorous model formulation, facilitating model comparison and promoting holistic approaches to modeling (Grimm et al., 2010). With the increase in popularity of the ABM methodology, it is important to have a good way of communicating models. Following these guidelines and practices helps ensure model extensibility, maintenance, and replicability.

4.7 Summary
This chapter revised some of the existing computational social science methodologies (CA, SD, MSMs, ABMs, GIS, SNA) with a detailed focus on ABM. The aspect of linking GIS with ABM is discussed, together with the distinction between coupling and integration of the two methodologies. The benefits of data-driven modeling, as opposed to caricature, or toy models, are examined together with the general process of building a model. Section 4.5 focuses on Calibration while the following section discusses model verification and validation. The difference between internal and external validation is presented. Once the model has been designed, implemented, calibrated, tested, verified and validated, I proceed to presenting the next section – that is communicating the model.
Section 4.7 touches on communicating the model to the scientific community and existing protocols that facilitate this phase. While UML and pseudocode can be used to enhance model presentation, the most commonly used protocol in describing ABMs - the ODD protocol – is briefly introduced as it will be utilized in the next section for the purpose of describing the ABM introduced in this work.

This chapter builds on the previous chapters in laying the theoretical foundations for building the model. The following chapter moves on to present the study area and the social, economic, and health characteristics of the population for the study case.
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5.1 Introduction

While the previous chapters covered the theoretical background for this work, in this chapter, I will elaborate on the study area of the model. The chapter starts with introducing the geography of the study area - Washington D. C., and the characteristics of district residents relevant to the model. Washington D. C. was chosen as the study area due to the fact that from 2000 to 2004 it ranked among the highest in the United States for CRC deaths (ACS, 2008). Initially, the demographic and socioeconomic characteristics of district residents are introduced, followed by health characteristics and the risk factors distribution among the district residents. Health disparities predominant in the district are briefly reviewed. The last section of the chapter reviews the status of CRC in the district and presents the data on CRC incidence, mortality, survival, as well as reviews the screening rates and other CRC-related statistics relevant to the model. The disparities predominant in CRC care are also briefly reviewed. The demographic, socioeconomic and health data presented in this chapter are all based on the year 2000, as
this serves as the initial year of the simulation. The next chapter will introduce the details of model structure and development, applying the ODD protocol.

5.2 The Geography of the District

Washington, D. C. is the urban center of the Washington Metropolitan Statistical Area (MSA), as shown in Figure 19, and the capital of the United States. Washington, D. C. is bordered by Arlington and Alexandria (Virginia) to the south and west, Montgomery County (Maryland) to the northwest, Prince George's County (Maryland) to the east and the Potomac River. It has a total area of 68.3 square miles (177.0 km²).

According to the U. S. Census Bureau (2000), in 2000 Washington, D. C. consisted of eight wards and 188 tracts, as shown in Figure 20. The district neighborhoods are grouped in 39 “neighborhood clusters”, each cluster consisting of three to five neighborhoods. District government planning, budgeting and service
delivery is focused on these clusters. A census tract is a small and relatively permanent statistical subdivision of a county, meant for long-term statistical comparisons among censuses.

Figure 20: Washington, DC 2000 census tracts (Source: NeighborhoodInfo DC, 2016)
A census ward is another type of census population enumeration districts. The U. S. Census Bureau planned to report demographic data by wards following the 1980 census (U. S. Census Bureau, 2000). However, wards appeared to have certain statistical downsides, given the considerable variation in their size and geographic configuration.

Based on the 2000 U. S. Census, on April 1, 2000, there were 572,059 ethnically and culturally diverse individuals in Washington, D. C. In 2000, nation’s capital experienced a fast suburban growth, experiencing a moderate population decline in the 1990s (Singer, 2004). There were 274,845 housing units and 248,338 households in DC in 2000.

An overview of Washington, D. C. profile showing race breakdown, population distribution per tract, and the population distribution by age and sex according to the 2000 U. S. Census Bureau is presented in Figure 2. Population density also varies by tract, with residents being more concentrated in the center of the district in 2000, as shown in Figure 21.
5.3 Socio-Demographic Characteristics of DC Residents

The socio-demographic profile of the DC residents is compiled from multiple sources. The main data sources used in the model are: the 2000 Decennial Census (U. S. Census Bureau, 2000) data for DC – which is the broadest source of information on the United States population, the National Health Interview Survey (NCHS, 2000), the NCI Surveillance, Epidemiology, and End Results (SEER, 2014) and the 2000 BRFSS data for Washington, DC (CDC, 2000). To complement the main data sources, multiple
secondary sources are used (such as CDC reports, U. S. Census data, qualitative research data, and also other surveys and studies that focus on the social determinants of cancer).

5.3.1 Age distribution

Differences in age distribution may account for variations in prevalence, incidence and mortality rates of certain health disorders. Younger population groups are usually more susceptible to substance abuse, STDs, or crime, while the older population tends to suffer from chronic conditions such as diabetes, cancer or heart disease. In 2000, the percent of young people under 18 was 20.1%, and the proportion of individuals between 18-64 was 67.7 (compared to the United States average of 61.9% for the same population group).

Population distribution by age groups in DC in 2000 is presented in Figure 22.

The Census Bureau also provides demographic data at several geographic levels, and the tract level data was used for creating and distributing the agent population across the geographic environment of the model. The gender division is fairly even, with females constituting 52.9% and males – 47.1% of the total DC population in 2000, as shown in Figure 23.
Figure 22: Age groups distribution for 2000 in DC (Source: USCB, 2000)

Figure 23: Population by 5-year age groups in 2000: Washington, DC (Source: Singer, 2004)
Washington, DC follows the overall US pattern of women tending to live longer than men. A broad decline of the middle class has been observed in the ‘90s (Berube et al., 2003) when the district witnessed a population decrease and continued struggles for low-income households. While the older population grew in most states between 1999 and 2000, Washington, DC’s population of age 65 and over experienced a decline (Hetzel & Smith, 2001). This may be explained by the earlier migration of the population to retire to the district’s suburbs. The spatial pattern of the Washington, D. C. seniors exhibits an interesting pattern: with most population located in the Far Northeast DC, southern Montgomery County and partially Fairfax County, as shown in Figure 24.

Figure 24: Share of population 65 and older, 2000: Washington, DC (Source: Berube et al., 2003)
The risk of developing cancer increases with age (Armitage & Doll, 1954). Aging is considered to be among the most important risk factors for cancer (Jones & Baylin, 2002). This may be associated with the physical changes at the body level that occur as people age, with less active defense and repair mechanisms within the body and a longer overall exposure to risk factors that increase cancer risk. Advancing age also increases the risk for other health conditions besides cancer (Cairns, 1978), and understanding the age profile and age changing patterns of a population is essential for gaining insight into the lifestyle and behavior choices as well as consumption tendencies that put some individuals at higher risk of cancer compared to others.

5.3.2 Race/Ethnicity
Understanding the distribution of race and ethnicity in a given population is of particular importance for its health assessment and for designing effective policy interventions. The population of Washington, D. C. in 2000 was predominantly African American. In 2000, the district had the 4th highest proportion of African Americans among the 23 living cities in the United States (Berube et al., 2003). In 2000, the U. S. Census Bureau allowed people the option to select more than one race for the first time (Jones et al., 2001).

About 60% of the DC population in 2000 was African American, and only 27.8% of the district’s population was constituted of Whites, as shown in Figure 25. The proportion of Hispanic and Asian residents was increasing compared to previous years, making the district a “majority minority” (with more than half of the population being non-White or Hispanic).
The spatial distribution of the DC’s ethnic and racial profile is revealing interesting patterns, as shown in Figure 26. For instance, African Americans live primarily on the east of 16th street, while Hispanics are concentrated in Silver Spring, Adams Morgan and Arlington/Fairfax, VA. Racial and ethnic minorities not only suffer disproportionately from certain diseases but also have reduced health care access and overall reduced access to resources.
There is high variation regarding cancer incidence and mortality by race. African Americans had the highest cancer incidence rates in the nation (Landis et al., 1999). They were also twice more likely than Whites to report poor health (Lillie-Blanton et al., 2003). Cancer mortality rates among African Americans are about 34% higher compared to Whites (Landis et al., 1999). The root causes of health disparities between the different races are largely unknown, but late stage at diagnosis may be a significant contributor to the survival disparities between Whites and African Americans (Mayberry et al., 1995).
Understanding the racial and ethnic profile of evolving populations is essential for addressing the increasingly diverse needs of the people and to deliver services adjusted for the diverse population groups accordingly.

5.3.3 Marital Status

According to the 2000 U. S. Census Bureau, “nonfamilies” were the dominant household types in the United States, in cities as well as in suburbs. A “nonfamily” consists of people living alone or with non-relatives. The average household size in Washington, D. C. was 2.16 in 2000, slightly decreasing comparing to the 2.26 in 1990. Among the living cities, Washington D. C. had the highest percentage of individuals living alone and the lowest proportion of married couples (Singer, 2004). The rate of marriage in the district was 5.4, and the fraction of divorces was 9.7%. About half of the population 18 and over were never married, 29.9% were married, and nearly 10% were divorced in the district in 2000, as illustrated in Figure 27.

![Figure 27: Population proportion by marital status in Washington, DC, 2000 (Source: USCB, 2000)]
The “Now Married” category includes all married families, both with the spouse present and those with spouse absent. The “Separated” category refers to the people living without a spouse. Marital status (being married) has been associated with lower incidence of cancer at all sites (Ernster et al., 1979). Married individuals were less likely to present with metastatic cancer (Aizer et al., 2013), and had lower cancer death rates than unmarried patients, even after adjusting for demographics, cancer stage, and treatment received. With the mounting evidence of the role of marital status on health (Verbrugge, 1979), knowledge about the distribution of marital status across the population of interest is essential. Marital status has implications for both health and mortality, with unmarried population reporting poorer health and higher mortality risks compared to married individuals (Robards et al., 2012).

5.3.4 Education

Education has been consistently linked to healthier lives (Ross & Wu, 1995). Several pathways can influence this association. Individuals with lower education levels, for instance, tend to have poorly paid jobs or experience difficulty in maintaining continued unemployed for longer periods. Lower education levels have been associated with increased likelihood to reside in neighborhoods that pose various health risks or work in hazardous conditions (Beydoun, 2008). However, education does not act on individual health and wellbeing in isolation (Feinstein et al., 2006). Other factors, such as income or environmental conditions among others – interact with education to influence health. Education may influence income or occupational choice. Increased levels of education may also lead to different thinking and decision-making patterns regarding individual health (Cutler & Lleras-Muney, 2006).
Educational attainment has been linked to increased mortality rates for all cancers in African American and White populations for both males and females. African American males with 12 or fewer years of education reported more than twice higher prostate cancer death rates compared to African American men who completed more levels of education (Albano et al., 2007).

According to the 2000 Census, Washington, D. C. is one of the most educated areas in the United States. In 2000, most district residents held a bachelor’s degree (Singer, 2004). About 20.6% of the DC residents were high school graduates and around 15.4% had some college experience but no official degree, as shown in Figure 28. According to the 2000 U. S. Census Bureau (2000), about 39.1% of the population of age 25 or over held a bachelor’s degree or higher in 2000 in DC. The substantial proportion corresponds to the relatively large number of residents employed in the government. However, the district was behind the national average in regard to the percentage of adults with a high school diploma (Berube et al., 2003). While Washington, D. C. is considered one of the most educated areas in the United States, inequalities persist between the different races and ethnicities in the district.
Addressing the education gap requires new approaches that would account for the complex interplay among the several factors that interact in non-obvious ways to influence the relationship between education and health. Also, policies should be put in place to address the impact of education on overall population health. Focusing on education is particularly important if the goal is to decrease the health disparities predominant in the district, and positively influence the health the DC residents.

Over 80% of the White adults in DC held a bachelor’s degree in 2000, compared to only 17% of the African-Americans, as shown Figure 29. Education and race are part of a larger and more complex network of socioeconomic conditions that influence health. Health interventions need to address the differences in education among the diverse racial and ethnic groups in the district.

![Figure 28: Proportion of population of age 25 and over by education level in DC, 2000 (Source: USCB, 2000)](image)
5.3.5 Income and Poverty

Income levels represent the ability of individuals to provide for themselves and their families. The income per capita in DC was $28,659, compared to the United States income per capita average of $21,587 in 2000 (for the year 1999). Per capita income for 1999 is presented in Figure 30. While DC is one of the areas with the highest income per capita, it is striking that the district also had the highest poverty rates in the United States – about 20% of the DC residents were living in poverty in 2000, that would account for 109,500 people.
Significant disparities can be observed regarding income as well. The annual average earnings for a White household was $67,000, while the average annual income for a Hispanic household was about $36,000. The disparities become more prominent when looking at the African American households, which annually earned about $30,000 on average in 2000, as shown in Figure 31. A large proportion of the district’s minority households struggled financially.

The influence of income on health has widely been documented (Marmot, 2002). Its role on health becomes increasingly important when income is linked to physical deprivation and restricting the opportunities for social participation. Usually, income does not influence health in isolation. In combination with race or ethnicity, the effect of income on health may be especially damaging.
Poverty is unequally distributed geographically, as shown in Figure 32. Most neighborhoods with high poverty levels in the DC area are highly concentrated towards the Southeast DC, which corresponds to the geographic area where African Americans predominantly reside. It is common for education levels to modulate individual income (Cutler & Lleras-Muney, 2006). Higher educational levels correlate with higher individual income levels that in turn affect health. Poverty also varies by census wards, with Ward 8 having the highest poverty rates and Ward 3 having the lowest poverty rates in DC in 2000 (Chandra et al., 2013).
Disparities have been observed regarding income per capita and health status among world nations (United Nations, 1988). Cancer incidence rates vary depending on the income and socioeconomic status across nations as well (Parkin & Muir, 1992). There are several pathways by which income may influence health. Lower income levels may affect cancer incidence and mortality rates by several barriers such as the lack of obtaining and maintaining health insurance coverage, difficulties in transportation to hospitals or transportation to various sites for cancer-related screening or treatment procedures (O’Malley et al., 2004; Beydoun, 2008).

Figure 32: Proportion of individuals living in poverty in DC, 2000 (Source: Berube et al., 2003)
5.3.6 Employment

Being employed is a good indicator of the residents’ ability to obtain health insurance and have access to quality health care. The vast majority of the individuals obtain health insurance when they get employed and lose it when they become unemployed (Chandra et al., 2013). Unemployment has been linked to increased stress levels and various adverse health conditions. It has also been linked to poor nutrition, poor living conditions and other factors that affect the health of the individuals.

The unemployment rate in Washington, D. C. was about 11% in 2000. While the proportion of district residents active in the labor force was similar to the average across the nation in 2000, the unemployed rate was lower than the national average (Berube et al., 2003). About 63.6% of the DC residents of age 16 or older were in the labor force in 2000, as shown in Table 7.

Table 7: Employment status of residents of age 16 and over, DC 2000 (Source: USCB, 2000)

<table>
<thead>
<tr>
<th>Subject</th>
<th>Number</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMPLOYMENT STATUS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population 16 years and over</td>
<td>469,041</td>
<td>100.0</td>
</tr>
<tr>
<td>In labor force</td>
<td>298,225</td>
<td>63.6</td>
</tr>
<tr>
<td>Civilian labor force</td>
<td>294,952</td>
<td>62.9</td>
</tr>
<tr>
<td>Employed</td>
<td>263,108</td>
<td>58.1</td>
</tr>
<tr>
<td>Unemployed</td>
<td>31,844</td>
<td>6.8</td>
</tr>
<tr>
<td>Percent of civilian labor force</td>
<td>10.8</td>
<td>(X)</td>
</tr>
<tr>
<td>Armed Forces</td>
<td>3,273</td>
<td>0.7</td>
</tr>
<tr>
<td>Not in labor force</td>
<td>170,816</td>
<td>36.4</td>
</tr>
</tbody>
</table>

Furthermore, there were differences regarding unemployment between wards, as shown in Figure 33. Ward 8 accounted for the highest unemployment rates in DC, and
Ward 4 for lowest unemployment rates in 2000 – with only 6.6% of the ward population reporting as being employed.

The association between unemployment and adverse health outcomes has been well established. While unemployment at the population level may lead to recession and/or economic decline (Brenner & Mooney, 1983), at the individual level it can result in increased stress causing a series of health conditions, and limiting access to health care, with most people obtain their health insurance through an employer. As most DC residents obtained their health insurance coverage through their employers (see Section 5.4.6), maintaining continuous employment is of particular importance. Employment also plays a role in a cancer diagnosis. About one-fifth of the patients previously employed experienced difficulties in finding job opportunities because of their cancer diagnosis.

Figure 33: Unemployment rates by wards in DC, 2000 (Source: USCB, 2000)
Moreover, those who have already had a job experienced a phenomenon called “job lock” – being unable to change jobs due to fear of losing health insurance coverage (Hewitt et al., 1999).

5.3.6 Occupations

The influence of occupation and workspace on health and cancer, in particular, can be traced back to Percival Pott, who noticed an increased incidence of scrotal cancer in chimney sweeps (Hill, 1965). Workspace characteristics (such as job strain, night shifts, and even job insecurity) also influence health via stress and immune modulation pathways (Ganster & Schaubroeck, 1991).

Management, professional, and occupations accounted for 51.1% of the workers, as most of the employees are federal workers as well as other occupations supporting those fields. Educational, health, and social services accounted for 18% and the public administration jobs for 15%. In 2000, Washington, DC had the lowest percentage of agriculture, production and transportation workers.

In 2000, professional, scientific, management, administrative accounted for 18.8% of the employed civilian population 16 years and over in the district, as shown in Figure 34.
Occupation related physical activity was shown to decrease cancer risk, by increasing the influence of protective factors that modulate cancer risk (Samad et al., 2005). By contrast, sedentary occupations are correlated with increased risk of cancer (Gerhardsson et al., 1986). According to Garabrant et al. (1984), colon cancer risk in men with sedentary jobs was shown to be over 1.6 times greater compared to their counterparts. Subsequently, the risk increased as physical activity levels decreased.

5.4 Health Characteristics of DC Residents

The demographic and social characteristics of a population largely determine the overall health of its residents. Among the pathways by which socio-demographic characteristics may affect health are: shaping individual decision-making and health behaviors, influencing access to resources and contextualizing risk factors. Socio-demographic
characteristics interact with other determinants to affect not only individual health but also the health communities and of the population as a whole. This section builds on the characteristics of DC residents provided earlier in this chapter to provide an overview of the health-related characteristics of the district population in 2000.

Any death that occurs before the national life expectancy (that is 76.9 years) is considered premature. Heart disease and cancer were the leading causes of premature death among the DC residents in 2000, as shown in Figure 35. About half of the deaths can be attributed to chronic conditions, such as heart disease, diabetes, stroke, and cancer. Heart disease was the leading cause of death both in DC and nationally. About one in five district residents died of cancer in 2000.

Figure 35: Top ten leading causes of death in DC, 2000 (Source: DC DOH, 2002)
5.4.1 Life Expectancy

Life expectancy is a measure of longevity, consisting of the average number of years a person has left to live, given that he/she has survived to that age, based on the age-specific death rates. DC residents are on average less healthy than the U.S. population as a whole (Lillie-Blanton, 2003). In 2000, the average life expectancy in the district was 72.6 years, compared to a United States average life expectancy of 76.9 years, making it the places with the lowest life expectancy in the nation (Wei et al., 2012). There were evident disparities in the life expectancy at birth not just among men and women, but also among the various races/ethnicities in DC, as shown in Figure 36 and Figure 37. On average, females tend to live longer than males and Whites tend to live longer than African Americans both in the United States and the district in particular.

Figure 36: Life expectancy at birth, by race and sex in DC between 1999–2001

Figure 37: Life expectancy at birth, by race and sex in U.S. between 1999-2000
Life expectancy at birth is an important indicator of the fundamental health of a community. As mortality rates decrease, the increase in life expectancy over time may indicate improvements in the health status of the society as a whole.

5.4.2 Overweight and Obesity

Overweight and obesity are measures attributed to the weight of an adult that is greater than what is generally accepted as “normal” or healthy for a given individual height. They have been shown to increase the risk for a broad range of health conditions. Overweight and obesity are determined using weight and height of an adult, calculating the “body mass index” (BMI), which correlates to the amount of body fat. A person with a BMI is within the range of 25 and 29.9 is considered to be overweight, and a person with a BMI of 30 or higher is considered obese.

In the past decades, United States experienced an obesity epidemic (Mokdad et al., 1999). According to CDC BRFSS (2000) data for 2000, the overall prevalence of obesity in DC (21.5%) was higher compared to the nationwide prevalence (20.1%). The prevalence of overweight population in DC was 31.7% in 2000. Overweight levels were higher among males compared to females. Both overweight and obesity were more prevalent in African Americans, as shown in Figure 38 and Figure 39.

According to the BRFSS data, 31.7% of the DC residents were overweight, 21.5% of the residents were obese, and 46.8% reported as being neither overweight nor obese. Overweight and obesity are influenced by the ability of individuals to maintain a healthy diet. BRFSS collects data on the adults who consumed fruits and vegetables five or more times a day. In 2000, about 68.1% of the DC residents reported to consume less than the recommended five servings of fruits and vegetables per day.
5.4.3 Physical Activity

Exercise has been shown to considerably improve the quality of life if practiced regularly (Rejeski et al., 1996). Physically active people have a 25% lower risk of developing CRC comparing to the less physically active individuals (Boyle et al., 2012). Moreover, in the context of colon cancer, physical activity was shown to improve survival and reduce the risk of recurrence (Meyerhardt et al., 2006). Among the mechanisms linking physical activity to cancer are: decreasing sex and metabolic hormones, reducing the levels of inflammation, and improving the overall immune function (McTiernan, 2008). There is an increase in the body of knowledge associating increased levels of physical activity with improved health and decreased the risk of several types of cancer as well as other diseases (McTiernan et al., 1998).
Current recommendations indicate that adults should engage in at least 30 minutes of daily exercise (US DHHS, 1996). Persistent physical activity has been shown to be beneficial to health, reducing mortality and the risk of several health conditions such as cardiovascular disease, colorectal cancer, diabetes, osteoporosis, obesity and depression (McTiernan et al., 1998). In 2000, the levels of physical activity in the district were low. According to the BRFSS data, 20.8% of the DC residents reported “no physical activity” compared to a United States average of 26.9%. Disparities regarding the prevalence of physical activity in DC were observed. White people were more likely to be physically active compared to other ethnicities, as shown in Figure 40. Additionally, there were gender disparities in the district regarding physical activity, with females reporting higher levels of physical activity compared to men.

![Figure 40: Physical activity prevalence by race in DC, 2000](image-url)
Physical inactivity, combined with excess weight, significantly increases the risk of both morbidity and mortality. Policies are needed to address this interaction and to provide opportunities for individuals to be more physically active and to follow healthy diets. This is important not just for weight control, but also for the overall health and well-being of the residents.

### 5.4.4 Smoking/Tobacco Use

Smoking is one of the most preventable causes of death in the United States (Danaei et al., 2009). Apart from being the leading cause of lung cancer, smoking increases the risk for other diseases such as other types of cancer, heart disease, and respiratory illnesses. Particularly, women who smoke tobacco are at increased risk for infertility, spontaneous abortions and various conception problems (Cnattingius, 2004). In nation’s capital, the prevalence of smoking was lower compared to the national average in 2000 (Human Services, 2000). However, the proportion of residents who smoked tobacco varied by race and ethnicity, with a higher prevalence of daily smokers among African Americans, as shown in Figure 41.

According to the BRFSS, only a proportion of 20.4% of the DC residents reported to be current smokers in 2000. Smoking was less prevalent in adults 65 years of age and over. This population group, however – was shown to have smoked previously. In 2000, males were more likely than females to be current smokers, and the age group with most smokers was between 45 and 55 years. Smoking is a major public health problem that also affects individuals exposed to second-hand smoke.
5.4.5 Alcohol Use

The damaging effect of alcohol use on human health is a global problem, which results in millions of preventable deaths and thousands of years of life lost, contributing to the leading causes of about 200 health conditions (WHO, 2014). Alcohol abuse not only contributes to many diseases but also influences social life, negatively impacting individuals, families and communities. When used in moderation, alcohol has little to no adverse effects on health. Heavy and binge drinking, however, contribute to serious health problems both in the short and in the long run. Heavy alcohol drinking contributes to several health conditions such as liver problems, violence, colorectal cancer, oral and
throat cancer, pneumonia as well as anxiety, depression, violence and alcohol dependence (Baan et al., 2007).

While smoking in DC was below national average, binge and heavy drinking were more common in DC compared to the United States average. The distribution of alcohol use across age groups is presented in Figure 42. While alcohol consumption is more predominant in adults 18 and over, adolescents have also shown to consume alcohol in the past month, year and during their lifetime as well. Data on alcohol/tobacco use in BRFSS is not available for the year 2000. Therefore, the 2001 data will be reported.

Figure 42: Alcohol use by age group, Washington DC, 2000 (Source: DC Department of Health, 2001)
As it is the case with smoking, physical activity, and overweight, racial disparities are also observed regarding alcohol consumption. According to the 2000 CDC BRFSS (2000), the proportion of White adults who consumed at least one alcoholic beverage in the past 30 days was 83.2%, compared to the percentage of African American district residents who was just 45.9% in 2000.

Females were more likely to be heavy drinkers than males. Heavy drinking is defined differently for men and women: males being considered heavy drinkers if they had more than 15 or more drinks per week while women are considered as “heavy drinkers” if they consumed more than eight alcoholic beverages a week. Adults having five or more drinks on one occasion are considered binge drinkers. According to the CDC BRFSS (2000) data, White residents were twice more likely to be binge drinkers comparing to African Americans, with a consequent proportion of 22% and 8.4% correspondingly. The percentage of Hispanic residents who were binge drinkers in 2001 was also relatively high – 18.1%. Given the toll the alcohol abuse imposes on individuals, families and communities it is important to tailor policies that address the short-term as well as the long-term effects of excessive alcohol consumption.

5.4.6 Health Insurance/ Access to Heath Care

Having access to health care services is considered vital for good health at both individual and community level (Lewin-Epstein, 1991). While health insurance rates in DC were higher compared to the national average, the disparities regarding health insurance coverage by race and terms of access to health services were prominent. Washington, DC has high employer-sponsored health insurance coverage, as most of the DC residents are educated professionals, as shown in Figure 43.
The proportion of the DC population covered either by private or by government insurance was 87.2% in 2000. The total percentage of DC residents holding private health insurance was 69.6%, and the proportion of individuals holding government health insurance in 2000 constituted 27.4%.

While Washington, D. C. was one the districts with the highest levels of health care coverage in the United States, not all residents benefited from this advantage equally. The proportion of African Americans in the district with any health insurance coverage was 85.8%, compared to the 96.5% for Whites and just 70% for Hispanics, as shown in Figure 44.
As the United States 2000 Census revealed high residential segregation for African Americans in DC, health problems, and reduced health insurance access is more evident in the inner city. The lack of health insurance decreases the likelihood for individuals to have a regular source of health care, either because it is unaffordable or not available in their immediate neighborhood (Diaz, 2014).

There are a few problems with health care accessibility showcasing the inequality predominant in DC regarding heath care access. DC manifests disparities concerning the spatial accessibility of primary care services. The more prosperous areas of the district have more than three times the number of Primary Care Physicians (PCPs) compared to
the neighborhoods living in poverty (Ormond, 1999). The shortage of PCPs in poorer neighborhoods may be attributed to multiple disincentives for them to work in economically disadvantaged neighborhoods with more residents relying on Medicaid, with higher poverty and violence rates and higher frequency of missed appointment and non-compliance (Andrulis & Carrier, 1999). Limited health care access to primary health care services for African Americans living in areas with concentrated poverty may negatively influence timely access to medical assistance when it is needed, delays in diagnosis and treatment and overall poorer health. Access to care and health insurance availability is also linked to financial factors, such as individual and household income, as discussed earlier in this chapter.

5.5 Health Disparities

Health disparities are defined as the inequalities that emerge when certain population groups do not benefit from similar health advantages as members of other population groups. They may refer to inequalities in the distribution of the determinants of health among different population groups, and are most commonly observed among racial and ethnic minorities, females and the elderly. Accounting for the disparities within a community is essential for promoting health behaviors and implementing prevention policies to reduce the overall burden of disease.

The health disparities showed up in this chapter for most health characteristics of the district residents. While disparities within the health characteristics of the district population are consistent with the ones at the national level, the racial and ethnic disparities in DC expose a gap different from the rest of the nation (Lillie-Blanton, 2003). Even though Washington DC residents are more likely to consume the recommended five
servings of fruits and vegetables per day comparing to the national average, according to BRFSS data, African Americans and Hispanics are less likely to follow these guidelines comparing to Whites (CDC, 2000).

Across the United States, African-Americans are two times more likely than Whites to report fair or poor health (Lillie-Blanton et al., 2003). In DC, they were four times more likely to report fair or poor health compared to Whites. Also, African-Americans were several times more likely than Whites to report a disability or a chronic health condition that is limiting their activities (Whitson et al., 2011). The health disparities among the different races/ethnicities regarding cancer incidence and mortality, in particular, may be partly caused by the disparities in the social and demographic characteristics of population groups (Freeman, 2004; Krieger, 2005).

Low income is a risk factor for a broad range of chronic conditions. DC residents with lower income reported poorer health than higher income residents. Gender disparities are reflected in life expectancy between men and women, with women living longer than males, which is consistent with the overall United States trends. Moreover, disparities can be observed among men and females seeking health for the same health condition, with women being more frequent health-care inquirers (Nelson, 2002).

African Americans benefit less from health care access both regarding geographic proximity, affordability, and accessibility. They also have higher obesity rates, are less likely to exercise or consume the daily recommended servings of fruits and vegetables. The causes of health disparities greatly vary, and may include cultural differences, genetic predispositions, health-related behaviors or the environment. From 2003 to 2006,
the joined expenses on health disparities and early mortality in the United States constituted $1.24 trillion (Murray et al., 2006). Health disparities continue to affect the population health and the health care system as a whole.

5.6 Colorectal Cancer in DC

This section will present the CRC status in DC, presenting the incidence rates of this cancer site by race and gender, as well as the overall CRC mortality trends. The aggregated data on the burden of colorectal cancer in DC reported in this section, as well as the incidence and mortality data was obtained from the DC Department of Health (2000). In this chapter, I also discuss the coverage of screening for CRC in the district and the disparities across the CRC continuum. The data on CRC screening rates in the DC (particularly on FOBT, colonoscopy and sigmoidoscopy) was obtained from the CDC BRFSS (2002) data.

5.6.1 CRC Status in DC

Colorectal cancer is the second leading cause of cancer deaths in the United States (Jemal et al., 2004). In 2000, cancer was one of the leading causes of death in DC, and in the nation. Between 2000 and 2004 DC had among the highest rates of cancer deaths in the United States, ranking third highest in CRC deaths in the United States (ACS, 2008), as shown in Figure 45. The incidence of CRC decreased for men and women of all races in DC (et al., 2015) between 2000 and 2009, with a notable exception – a sharp spike in CRC incidence in 2002.

However, the prevalence of CRC in DC remains high. The cancer-related services available to DC residents are either not accessible or not affordable for the individuals without health insurance (or underinsured) or below the poverty line. To get an overall
picture of CRC status in DC, it would be helpful to address the multiple aspects of the continuum of cancer prevention, treatment, and outcomes as well as the disparities among the factors that contribute to the different stages of the continuum.

The median age for CRC diagnosis is 71 years for both sexes, with 70 years for males and 73 for females (Ries et al., 2007). There are disparities in terms of race/ethnicity for median age at diagnosis, with Whites having an average age at diagnosis of 72 years, and African Americans 67 years.

Cancer risk increases with advancing age, and as mentioned in Section 5.3.1 age is among the most significant risk factor for most cancer types. CRC is more predominant
among the elderly population. As shown in Figure 46, the risk of developing CRC increases as the population ages.

Figure 46: CRC incidence by age groups for all races, both sexes (Source: SEER, 2016)

The age-adjusted overall CRC incidence and mortality rates between 2000 and 2004 are presented in Figure 47. The spike observed in 2002 has been attributed to federal changes in insurance coverage (Chatterjee et al., 2015).
In particular, the spike in incidence observed in 2002 is associated with DC mandating healthcare plans to cover CRC screening procedures. A positive association has been observed between state mandates and the use of recent CRC screening tests for individuals covered by health insurance. Washington, D. C. implemented the mandate on CRC screening coverage on April 13, 2002 (Cokkinides et al., 2011). In the next section, I discuss the CRC incidence as well as the disparities among males and females and between the different races/ethnicities in the district.

5.6.2 CRC Incidence in DC

CRC incidence refers to the number of new CRC cases occurring in a population during a period of time (usually a year). Overall, a declining rate in CRC incidence has been
observed in the district. The decrease has been noticed for both males and females in Washington, D. C., as shown in Figure 48.

![Figure 48: CRC incidence by gender in DC for the years 2000 and 2005 (Source: NCHS, 2015)](image)

Examining the CRC incidence rates by race/ethnicity, disparities have been observed in CRC incidence rates between the White and African American DC residents, as shown in Figure 49. The CRC incidence rates among Whites in DC in 2000 were almost four times higher compared to African Americans. Even though in 2000 the CRC incidence slightly decreased, the racial gap in terms of CRC incidence has not changed. CRC incidence in 2005 among Whites was more than twice higher compared to the incidence among African Americans in DC. The total number of 267 African Americans
contracted cancer in 2000 compared to 211 the year 2000, slightly decreasing. The disparities among the CRC new cases across the different races/ethnicities persist, with African American males having the highest CRC incidence rates in the United States.

Furthermore, cancer incidence rates are increasing in the population below the recommended screening age (Seigel et al., 2009). This can be attributed to the increasing trends in risk factor prevalence, such as obesity, smoking, red meat and alcohol consumption, as well as the lack of physical activity. These behavioral risk factors are modifiable, and interventions are needed to address these issues via lifestyle modifications so that primary CRC prevention can be enforced (Chatterjee et al., 2015).
A sharp decrease in CRC incidence rates has been observed in 2002 for the White population in the district. The African American population of the district has not experienced a similar decrease in CRC rates compared to Whites, further deepening the disparity gap between these two population groups.

The opposing trend in CRC incidence for the African American and White population groups of DC has been explained by the late CRC stage diagnosis, as well as by the complex interaction between several factors, such as environmental, social or economic (Alexander et al., 2007). New approaches to address the interplay between these elements are needed to shed light into the disparities that have been predominant in CRC incidence and mortality in DC.

5.6.3 CRC Mortality and Survival in DC

In 2000, DC had the highest CRC five-year aggregate mortality rates in the nation among males and females, with 36.9% and 23.3% respectively (Stewart et al., 2004). Of the cancers affecting both genders, colorectal cancer mortality rates were the highest in the nation (breast and prostate cancers being gender specific). The age-adjusted death rate due to CRC in DC in 2000 was 28.8 (per 100,000), compared to a national average of 20.7 (per 100,000), as shown in Figure 50.
Figure 50: Age-adjusted cancer death rates for the 4 primary sites with the highest rates within DC, for men and women in 2000, DC (Source: USCS, 2015)

The overall mortality rates in CRC are presented in Figure 51.

Figure 51: Overall CRC mortality rates between 2000 and 2004, DC (Source: DC Department of Health, 2000b)
Even though there were fewer overall CRC mortality cases in 2004 compared to 2000 in DC, disparities between Whites and African Americans persisted, as shown in Figure 52. The CRC mortality rates were lower among the White population of DC in 2000 compared to African American residents in the same year. Similarly, in 2004, the number of deaths among the White population was significantly lower compared to those among African American residents.

Figure 52: Overall CRC mortality rates for White and African American population groups in Washington, DC between 2000-2004 (Source: DC DOH, 2000b)

African American residents are more likely than Whites to die from CRC in the United States and in DC (Chatterjee et al., 2015). Furthermore, African American males are more likely than African American females to die of CRC. While CRC mortality was
decreasing among both White and African American populations, the gap among the races/ethnicities persisted throughout the years.

Disparities have been observed regarding CRC mortality trends for both males and females between 2000 and 2004, with men having higher death rates due to CRC compared to women, as shown in Figure 53. From 2001 to 2003 there was a slight decrease in CRC mortality rates for both males and females. A sharp decline in CRC mortality has been observed in 2004 for males, and a sharp increase has been noticed in the female CRC death rates.

Figure 53: Overall CRC incidence rates for males and females population groups in Washington, DC between 2000-2004 (Source: DC DOH, 2000b)
DC CRC mortality rates for males and females are in general agreement with the overall CRC mortality trends across the nation, as shown in Figure 54.

Figure 54: Trends in CRC incidence rates by race/ethnicity and sex, 1975-2010 (Source: SEER, 2013)

Observed survival is the estimate of how many individuals are alive at a point in time subsequent a cancer diagnosis. CRC survival depends on a broad range of factors, with the most significant ones being the stage at diagnosis and the tumor types. Stage at diagnosis reflects the status and the extent to which cancer has spread (or not) inside the body. If CRC is found at the localized (or Stage 1) stage, the likelihood of survival five years post diagnosis is the highest, reaching 90.1% (SEER, 2016). The probability of being alive five years after diagnosis decreases as the stage at diagnosis advances. Therefore, screening for CRC is of utmost importance, as the chances of survival are higher if cancer is found early, when it is most treatable. The prognosis is worse as the stage at diagnosis advances, and the treatment options are limited and less effective when cancer has largely developed and spread to other organs. Disparities have been observed
in CRC survival as well. Asians/Pacific Islanders are the most likely to be alive five years after a CRC diagnosis, as shown in Figure 55.

Out of all races/ethnicities, Whites are the most likely to be diagnosed with CRC early, when treatment is most effective (American Cancer Society, 2012). The African-American proportion of the population with a CRC diagnosis is less likely to receive appropriate CRC treatment (Ayanian et al., 2003). However, it is worth noting that the African Americans who do get chemotherapy as part of their CRC treatment, they are as likely to benefit from it as much as the other racial/ethnic groups in terms of survival. They are also more likely to experience less therapy side effects.

Owning private health insurance as opposed being uninsured or on Medicaid may also influence survival. At Stage 2 CRC, people with private health insurance fare better
The disparities in CRC survival are fundamentally driven by socioeconomic inequities (American Cancer Society, 2012). Most of these disparities tend to fade as CRC treatment and care among the different races/ethnicities is the same for individuals with similar CRC stages (Bach et al., 2002).

5.6.4 CRC Screening Status in DC
The importance of CRC screening has thoroughly been discussed in Chapter 3. The goal of screening is to detect cancer before the manifestation of symptoms, in order to prevent it from progressing. CRC screening can considerably reduce the mortality rates due to CRC (Mandel et al., 1999). In 2002, the BFRSS collected data on CRC screening by...
state. The prevalence of Blood Stool Test use for CRC Screening in DC during the period between 2000-2002 among adults of age 50 or over increased with increasing age, as shown in Figure 57.

![Figure 57: Adults aged 50+ who have had a blood stool test within the past two years in DC by age group, 2002 and 2004 (Source: CRC BRFSS, 2002)](image)

The prevalence data on CRC screening using Blood Stool Tests was collected from adults of age 50 or over. BRFSS reported that about 39.2% of the DC adults 50 years of age and over had an FOBT test within the past two years. The proportion of DC adults between 50-59 years who had an FOBT test in the previous three years was 33.1%, among adults 60-64 years of age – the prevalence of FOBT use was 38.2%, and for adults 65+ years – it reached 45.5%. Males in DC were slightly more likely (40.1%) to have had an FOBT in the past two years compared to women (38.6%), and Whites (47.9%) were
more likely to have used the test compared to African Americans (34%). The likelihood of having had the test in the past year also increases with increased levels of education and improved income.

According to BRFSS, the proportion of DC adults who have ever had a sigmoidoscopy or colonoscopy (procedures jointly referred to as endoscopy) was 61% in DC in 2002. Similar to the distribution of adults who have had an FOBT test in the past two years, the population proportion of 50 years of age and older in 2000 who have ever had a sigmoidoscopy or colonoscopy in DC increased with increasing age, as shown in Figure 58. The percentage of individuals within the 50-59 years age range who have ever had a sigmoidoscopy or colonoscopy was 49.8% in 2002. Among the 60-64 years age range – 65.1%, and among the adults of age 65 or over the proportion reached 71.4%.

Figure 58: Adults aged 50+ who have ever had a sigmoidoscopy or colonoscopy in DC by age group, in 2002 and 2004 (Source: CDC BRFSS, 2002)
Women, compared to men, were more inclined to have ever undergone an endoscopy. About 63.2% of the women 50 years of age and over in DC reported having ever had a colonoscopy, compared to 59.2% of men within the same age group in 2002 as shown in Figure 59.

The endoscopy rates in 2004 increased for males compared to 2002. About 65.3% of women reported having ever had a sigmoidoscopy or colonoscopy, compared to about 60.2% among men.

Consistent with the disparities previously observed across the CRC care continuum, Whites (70.5%) were more likely than African-Americans (57%) to have had undergone one of these procedures in the past. The disparities persisted regarding income
as well. Out of the adults who have ever undergone a sigmoidoscopy or colonoscopy, 68.4% had an annual income of $50,000/year or more.

5.6.5 CRC Disparities Summary

In DC, disparities persist in most aspects of cancer care, from access to screening and early detection, to incidence, treatment, and mortality. Access to CRC screening and treatment is highly influenced by where in the district the residents reside. Cancer-related facilities are located mostly in the northwest part of Washington, D. C., making it difficult for residents that depend on public transportation to reach a hospital located the opposite part of the district (Chatterjee et al., 2015). This unequal distribution of facilities providing cancer care in the Washington, D. C. may impact the city’s high incidence and mortality trends.

The disparities among health characteristics of DC residents correlate with the ones in CRC incidence, mortality, survival, screening and treatment among the different races and ethnicities, population groups with varying income, education, and access to care, as well as among males and females and within different age groups. African Americans are less likely to have their tumors discovered early, at a localized stage when treatment is most effective, compared to Whites, as shown in Table 8. African Americans were also more likely to be diagnosed late, after their cancer had metastasized compared to individuals of other ethnicities.
Disparities can also be observed among the prevalence of CRC risk factors in DC. African American and Hispanic populations of the district are at higher risk of health problems due to being overweight and failing to meet the moderate exercise guidelines compared to Whites (ACS, 2008). While the proportion of population receiving timely CRC screening increased over time, the disparities among the racial/ethnic groups increased, as shown in Figure 60. White individuals were more likely to be up to date with CRC screening than any other race or ethnicity.

Figure 60: Proportion of people getting CRC screenings by race (Source: NCHS, 2015)
The difference in incidence and mortality between the White and the African American groups of the DC population is outstanding. While in the 1980s the death rates due to CRC were comparable between the Whites and African Americans, the difference in mortality rates among the two population groups increased considerably over time, as shown in Figure 61. White people are less likely to die from CRC compared to African American individuals, and these disparities can be traced to the variances in health behaviors, risk factor distributions, the access to care, as well as to differences in CRC screening practices, CRC treatment, and overall CRC care.

![CRC mortality rates, per 100,000 people (Source: NCHS, 2015)](image)

The overall cancer mortality rates in DC differ between men and women, with men having higher cancer mortality rates compared to women both in Washington, D. C. and nationally, as shown in Figure 62.
Figure 62: Cancer mortality rates in DC from 2001-2004, per 100,000 (Source: DC DOH, 2000b)

The underlying causes of CRC disparities are interrelated and complex, being linked to social, behavior and economic factors among others. Eliminating the disparities persisting in all the aspects of cancer care continuum is essential for equally improving the health outcomes for all DC residents. Research in CRC disparities is critical to progress in controlling this disease.

5.7 Summary

This chapter focused on describing the study area, starting with presenting the geography of the district, and its territorial division. Further, the socio-demographic characteristics of DC residents were introduced: age distribution, race, and ethnicity, marital status, education, income and poverty, employment and occupations. These characteristics are based on the U. S. Census state data for the year 2000. Next, the health characteristics of
nation’s capital were presented. In particular, life expectancy, overweight and obesity status, physical activity, smoking status, alcohol use and health insurance/access to care are discussed. The section on health characteristics is concluded with a discussion of health disparities predominant in the district in 2000; as this affects susceptibilities and trigger further disparities at higher levels, contributing to the overall disease patterns. Section 5.6 discussed the status of CRC in the district. Incidence and mortality rates due to CRC between 2000 and 2004 were presented, as well as the distribution of stages at diagnosis between the White and the African American population groups of the district.

Differences between men and women regarding both incidence and mortality were discussed, and the prevalence of CRC screening test use in the district in 2000 was presented. Statistics about the FOBT test use and colonoscopy use were then discussed, and the difference between test use among the Whites and African Americans, as well as among men and women in the district are considered. The chapter concludes with a summary of CRC disparities regarding incidence, prevalence, screening, and mortality. In the next chapter, the agent-based model exploring the social determinants of colorectal cancer in DC is presented, and thoroughly described using the ODD protocol.
CHAPTER 6: CANCERSCAPE
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“The goal of science is to make the wonderful and complex understandable and simple – but not less wonderful”

(Herbert Simon, 1996)

6.1 Introduction

Building on the review of SDC and CRC provided in Chapters 2 and 3, and the methodological considerations provided in Chapters 4 and 5 - Chapter 6 outlines an ABM that simulates the social determinants of CRC in Washington, DC. The model was designed to incorporate current research on the social determinants of cancer using a methodology that is mostly unexplored in the field. This approach, however - is particularly suited to address the non-linear dynamics, the complexity and the multilevel interactions characteristic to the SDC.

Regarding general implementation details - the model was build using Java Development Kit (JDK) 7 supported by MASON (Luke et al., 2005) and GeoMason (Sullivan et al., 2010) within the IntelliJ IDEA 15 development environment, as shown in Figure 63. GitHub was used for the purpose of source code management (on private repositories), back-up, and version control.
MASON is a free, open source discrete-event Java-based multiagent simulation system for building Java-based simulations. It provides both a model library as well as 2D and 3D support. Even though MASON has several advantages over other available agent-based simulation platforms: such as separating models from their visualization and providing the possibility for models to be checkpointed and dynamically migrated across platforms – it does not support geospatial functionality independently (Sullivan et al., 2010). Thus, GeoMason (which is an optional MASON extension that adds support for vector and raster geo-referenced data) was used for the purpose of integrating and
manipulating geospatial data in the model. GeoMason\(^1\) makes use of the Java Topology Suite (JTS) for fundamental geometry support.

GitHub is a web-based Git\(^2\) repository service. GitHub Education offers students with a free of charge micro account including 5 private repositories that were used for storing Cancerscape source code and data. GitHub provides a user-friendly code management environment that was used throughout the Cancerscape development. Other languages and programs used for the purpose of this dissertation involve QGIS and ArcGIS (for geographic data pre-processing), R (for statistical data analysis), Visual Paradigm and UML (for diagramming) and JavaScript (for creating a dashboard to interactively display the results of the model). The simple diagrams were generated using Google Sheets functionalities.

### 6.2 Data

Getting useful data to inform a computational model represents a challenge for agent-based modelers. Cancerscape integrates diverse data types from multiple sources. In order to capture the multilevel complexity of the social determinants of health – data from several surveys, such as United States Census Bureau data, additional secondary sources and academic literature (qualitative research data, CDC reports, surveys and studies that focus on the social determinants of cancer) were used. Several types of data inform the model in regards to agent population generation and characteristics assignment. The types of data required by Cancerscape are summarized in Table 9.

---

\(^1\) GeoMason is released under the Academic Free License, version 3.0.

\(^2\) Git is a distributed revision control system focused on speed, data integrity, and non-linear workflows, initially introduced developed by Linus Torvalds for the Linux kernel.
<table>
<thead>
<tr>
<th>DATA TYPES</th>
<th>COMMENTS</th>
</tr>
</thead>
</table>
| DEMOGRAPHIC            | - Population of individuals grouped by age, sex, employment by tract according to 2000 Census  
|                        | - Household size data, types and distribution  
|                        | - Houses data  
| SOCIAL                 | - BRFFS data on general risk factors and behaviors  
|                        | - Survey data on social characteristics  
| GEOGRAPHIC             | - DC GIS population by tract shapefile for the year 2000  
|                        | - Hospitals shapefile  
| ROAD NETWORKS          | - TIGER road network data. Obtained from the 2000 United States Census Bureau, this data contains the entire DC road network  
| COLORECTAL CANCER      | - Colorectal cancer symptoms, stages, and polyp progression rates  
|                        | - Initial distribution of CRC cases (SEER survey)  
|                        | - CRC risk factor distribution (BRFSS survey)  
|                        | - Other factors relevant to the CRC development and progression  

**6.2.1 Census Data**

Individual-level demographic data for agent characteristics are taken from the 2000 Decennial United States Census Bureau (USCB, 2000). The USCB provides individual-level data based on several geographic levels. The data was extracted with the appropriate tract level identifiers for later processing and GIS file joining. The census demographic data required preprocessing, as the identifiers do not automatically come formatted as “Text” – the format required by the GIS processing system. From the 2000 Decennial Census, the data on households, houses, individuals and other demographic characteristics were obtained for each individual census tract.
6.2.2 GIS Data

The GIS layers integrated in Cancerscape were obtained from two main sources: the U. S. Census Bureau TIGER (Topologically Integrated Geographic Encoding and Referencing) data – that provides the spatial context for decennial United States Census Bureau data collection, and the DC GIS Data Inventory provided by the official web portal of the DC government information and services. TIGER data provides information regarding the boundaries of DC, counties, census tracts, block groups, and blocks. An overview QGIS with of some of the GIS data layers included in Cancerscape is provided in Figure 64.
6.2.3 Joining Data to Shapefiles

Shapefiles were merged to the United States Census Bureau demographic data using ArcMap 10.1. ArcMap is the main component of the ArcGIS suite. It is commonly used to perform a broad range of GIS tasks. The census CSV (comma separated values) files with demographic characteristics also contain qualified geographic identifiers (Geo.Id and Geo.Id2) that act as shared fields, as shown in Figure 65.

The data files were joined with the GIS shapefiles using ArcMap, to create one file that includes the tract-level demographic data to be used by the model for generating the agent population. The GIS software (as well as other Microsoft Windows-only based
application) utilized for the purpose of this dissertation was accessed remotely via George Mason University’s Virtual Computing Lab³.

6.3 State Machines for Specifying Behavior

A finite state machine (FSM) represents a mathematical model of a reactive system. It is composed of a finite set of states and behaviors, with the transitions between the states depending on conditional statements. This mathematical model of computation is used to design algorithms for dynamic systems. FSMs are widely used in designing both software applications and sequential logic circuits.

The system state may be represented by a state variable \( s \):

\[ s \in \Sigma \]

where \( \Sigma \) is the finite set of all possible system states.

In the past years, FSMs have been increasingly used for modeling different aspects of ABMs (Borshchev & Filippov, 2004; Carley et al., 2006; Gnilomedov & Nikolenko, 2010; Torrens et al., 2011; Sakellariou 2012). An agent can be in several states during its life cycle. At any time step of the model, the agent needs to be in any one single state. The periodicity in Cancerscape is presented in Table 10.

Table 10: Periodicity in Cancerscape

<table>
<thead>
<tr>
<th>每小时</th>
<th>每天</th>
<th>每年</th>
</tr>
</thead>
</table>
| Daily activities | Cancer progression  
Andersen Model of Total Delay  
Behavioral decisions | Aging  
Annual physical exams |

Therefore, as part of the initialization stage, agents are attributed one initial state; like for instance all agents are attributed the state \textit{SLEEP} at initialization, as shown in Figure 66, because the model begins at midnight on January 1, 2000. On an hourly basis, (or daily, weekly – depending on the frequency we define at the beginning of the simulation) agents run several FSMs in parallel - that can be interrupted or have their course altered by other external events.

Figure 66: Agent daily activities FSM diagram

For instance, agents run their regular daily activities on and hourly bases, as they select their activities each day depending on the time of the day and individual characteristics. Cancer Surveillance is represented as another FSM that runs in parallel.
with the agent daily activities. Cancer Surveillance runs on a daily basis, and the state attributed at initialization for all agents is NOTICE SYMPTOMS. This state implies that the agents are watching their bodies for unexplained changes on a daily basis. This assumption is motivated by the fact that individuals are determined to maintain an explicable physiological condition (Andersen et al., 1995). According to Schachter & Singer (1962), people have the need to evaluate and continuously search for explanations for any unexplained changes in their physiological state.

Modeling agent behaviors using FSMs lets us treat every agent action as a single state, allowing for flexibility in the duration of actions and seamless transitions between states. The rationale for specifying agent daily activities is derived from US Department of Labor’s American Time Use Survey (ATUS, 2015). An average day for employed individuals of age between 25-54, based on the ATUS data is presented in Figure 67.

Figure 67: Time used on an average workday for employed persons ages 25 to 54 with children (Source: ATUS, 2015)
The average day presented above refers to all persons within the United States that are of age 15 and over, and combines all days of the week. While this is an overly simplified general snapshot of the time used by employed persons in the US, it offers an appropriate simplification that serves as the starting point for specifying agent activities. The time use slightly differs for persons 55 years and over. Figure 68 shows the hours per day that individuals age 55 and over spent doing selected activities. Because most people within this age range are retired, a large part of their time is spent doing leisure and sports activities, followed by household activities. Agent activities are adjusted for agents to go to the hospital when they feel sick (that is, when they notice symptoms of cancer).

![Figure 68: Hours per day that individuals age 55 and over spent doing selected activities (Source: ATUS, 2015)](image_url)

Figure 68: Hours per day that individuals age 55 and over spent doing selected activities (Source: ATUS, 2015)
6.4 Follow the Average (FTA) Mechanism

The same way individuals are interconnected so is their health (Smith & Christakis, 2008). Social norms are self-enforcing behavioral regularities (Axelrod, 1986; Cialdini & Trost, 1998; Lewis, 2008). One interesting aspect about them is that individuals conform to social norms without thinking about it (Epstein, 2001). As socially embedded entities, individuals habitually compare themselves to other individuals in their social network. Often, they seek essentially to conform to the established norms of their social group. As discussed in Section 2.4, social networks can affect individual health through a variety of mechanisms. Among the most notable ones are perceived and real social support, social influence (such as norms), social engagement, face-to-face contact (physical exposure to secondhand cigarette smoke) and access to resources (such as access to jobs, money, knowledge) (Berkman & Glass, 2000).

The social network generation for Cancerscape agents was implemented as an ego network for each single random agent. To define how agents communicate with their social environment in the model, the FTA rule was implemented. By following the FTA rule, agents evaluate their own status and adjust it to match the mean predominant in their social network (Hammond & Epstein, 2007). Following a similar example to the one proposed by Hammond & Epstein (2007), the individual’s smoking index adjustment rule can then be calculated in the following way:

\[
\begin{align*}
& \text{if my smoking index} > \text{average, lose 5 points} \\
& \text{if my smoking index} < \text{average, gain 5 points} \\
& \text{if my smoking index} = \text{average, do nothing}
\end{align*}
\]
The results of how the above rule unfolds is presented in the Table 11:

Table 11: The ‘follow the average’ (FTA) rule

<table>
<thead>
<tr>
<th>Agent 1</th>
<th>Agent 2</th>
<th>Agent 3</th>
<th>Agent 4</th>
<th>Agent 5</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>110</td>
</tr>
<tr>
<td>105</td>
<td>105</td>
<td>105</td>
<td>105</td>
<td>145</td>
<td>113</td>
</tr>
<tr>
<td>110</td>
<td>110</td>
<td>110</td>
<td>110</td>
<td>140</td>
<td>116</td>
</tr>
<tr>
<td>115</td>
<td>115</td>
<td>115</td>
<td>115</td>
<td>135</td>
<td>119</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>130</td>
<td>122</td>
</tr>
<tr>
<td>125</td>
<td>125</td>
<td>125</td>
<td>125</td>
<td>125</td>
<td>125</td>
</tr>
</tbody>
</table>

One of the FTA rule assumptions is that people have the tendency to be or act like the average of their social network. Also, for simplicity purposes, we assume that the smoking index can be directly adjusted (as opposed to including more complex physiological mechanisms to model this process).

When individuals attempt to ‘follow the average’, while the initial distribution is skewed the mean actually increases. This mechanism may compound biological, physical, and environmental determinants to produce dynamics of interest to the social determinant of cancer. Moreover, the dynamics of social contagion as it relates to diet or physical activity are part of a broader complex system driven by self-comparison. Normative self-comparison with meaningful others was found as a possibly salient driver of obesity-related health behaviors (Shakya et al., 2015).

While FTA has been fruitfully applied to obesity (Hammond & Epstein, 2007; Wang et al., 2014) it may be useful to other areas and research disciplines where social conformity may be a significant driver of agent behavior, as it has the ability of yielding
unexpected population dynamics. In the remainder of this chapter an ODD framework (Grimm et al., 2010) will be introduced, describing the model overview, conceptualization, design concepts and implementation details.

6.5 Model Overview

Cancerscape models a system where cancer dynamics is influenced by a complex interplay of environmental, human and social systems. The model represents a complex system, reflecting the influence of various other systems on cancer dynamics in a large artificial population. A general overview of the model is shown in Figure 69. It consists of three main phases that are: (1) setup – that includes the data setup, the creation of the spatial environment, as well as population generation and initialization; (2) simulation – this phase that involves starting the simulation and the schedules, where agent daily activities occur, their behaviors and interactions take place; agents engage in cancer-related decision making and dynamics, happening over 5 simulated years, and (3) the ‘wrap up’ step, where several statistics from the simulation runs are collected. The model starts on January 1, 2000 and ends on the last day of the year 2004.

Cancerscape is a spatially explicit ABM, combining diverse data from multiple sources and of different types. In a similar to the real world way, the boundedly rational agents behave autonomously. Their interactions are further influenced by behavioral and socio-demographic characteristics of their social connections, as well as by their geographic environment.
A theoretical framework capturing the social determinants of cancer is presented in Figure 70. It consists of four levels of influence: biological, micro, meso and macro. The biological level refers to the individual genetic make-up and the biological process of carcinogenesis. This level received the most attention in cancer research during the past
decades, as discussed in Section 2.2. The focus has been on single individual genes gone wrong, single mutations, single associations. Cancer research largely neglected the importance of emphasizing the individual and society from a systems science perspective. A system, that is composed of, and influenced by, multiple other systems.

The micro, meso, and macro level determinants address these systemic influences. The micro level consists of the individual level determinants such as early life exposures, education, occupation or marital status, as discussed in Sections 5.3.1 to 5.4.6. To account for community effects, the meso level addresses the immediate systems in which the individual is embedded, such as his personal social networks, community, as well as the social and cultural norms.

![Figure 70: A framework addressing the influence of social factors on cancer](image-url)
The macro level determinants deal with the broader systems influencing (either directly or indirectly) the individual and the social structures. A high-level overview diagram showing of the modules available in Cancerscape is provided in Appendix D.

The macro level. At macro level, the more general societal characteristics such as cultural beliefs, media or healthcare access are included. Health care access is affected by the society in which the individual is embedded (Wee et al., 2005; Smith et al., 2006). At the initiation stage of carcinogenesis, appropriate screening practices can lead to early detection and CRC prevention. Cultural norms and certain beliefs (such as feelings of shame and stigma) regarding cancer screening may influence the adherence to cancer screening tests. Somewhat important at the macro level is the association between cancer and religion. Religion was shown to affect cancer outcomes in at least two ways: either by protecting against cancer mortality or by affecting the progression of cancer (Stefanek et al., 2005). The mechanisms by which religion relates to cancer patterns are subject to debate. Some religion groups (such as Mormons) are characterized by greater conformity regarding cancer risk factors and behaviors. Arguably, religion and spirituality might help with coping following a cancer diagnosis. Healthcare access and quality (discussed in previous chapters) also contribute at the macro level, influencing health outcomes at individual and community level.

The meso level. At meso level, several family and workplace factors have shown to influence cancer development. Social engagement and support also influence cancer incidence, mortality, and prognosis. Reynolds & Kaplan (1990) examined the relation between social isolation and cancer in a population-based sample of 6,848 adults living in
Alameda County, California, during 17 years of follow-up. The findings indicate that women who were socially isolated were at significantly higher risk of dying of cancer of all sites. The meso level addresses the social structures that directly or indirectly affect and are influenced by the individual, as they facilitate the access to resources, risk-taking behaviors and exposures.

**The micro level.** Several factors affect cancer development at the micro, or individual level. People from lower socioeconomic status are more likely to contract and die from cancer compared to people from higher SES. The connection between SES and cancer has been widely studied (Krieger et al., 1999). Socioeconomically disadvantaged populations often have more advanced stages of cancer at diagnosis and are less likely to receive aggressive treatment for their disease. They are also more prone to live in poorer neighborhoods, more exposed to pollution and chemicals. Another important modifier of cancer risk is marital status. Being married has been associated with lower incidence of cancer at all sites (Ernster et al., 1979).

Cancer rates vary considerably by education level. Individuals with a lower education level were found to have a higher risk of malignant disease. Low education affects health literacy, which in turn influences health-seeking behaviors and screening practices (Albano et al., 2007). Other factors such poverty, BMI and waist circumference have also been shown to influence individual level cancer risk. The increase in obesity prevalence has become a public health concern. During the past decades, the U. S. population experienced an obesity epidemic (Mokdad et al., 1999). Obesity is associated with increased risk of cancer comorbidities, modulating cancer risk at various stages of
development, influencing its development and progression (Larsson & Wolk, 2007). Equally important is the effect of diet and physical activity, alcohol consumption, and tobacco smoke on cancer risk.

The micro, meso and macro level determinants interact within each level and between levels to modulate cancer risk. It is this interaction that contextualizes and shapes the individual and group behaviors, exposures and access to resources to affect the population measures of cancer incidence, prevalence, morbidity and mortality.

6.5.1 Purpose

The purpose of the model is to address the limitations of existing methodologies predominant in the social determinants of cancer by employing a novel, agent-based modeling approach (a methodology relatively unexplored in this field), combined with social network analysis and GIS, aim to shed light on how social factors influence cancer dynamics in a realistic population. The model uses data from multiple sources to simulate the influence of social factors on the dynamics of cancer in a large population of agents. It incorporates the most recent research on the social determinants of cancer.

6.5.2 Entities, State Variables, and Scales

When the number of state variables is large, using UML Class Diagrams is recommended for a clearer overall representation of model entities (Grimm et al., 2006). Given that this is the case for most Cancerscape entities, UML is used as the method of presentation. For instance, the UML diagram for a section of the Person class is presented in Figure 71, highlighting a few state variables of this class in a UML Class Diagram. The agents interact with their environment, with their social networks, as well as with other entities such as the primary care physician (PCP).
According to the AAFP (2015), a primary care physician (PCP) is a general physician who offers comprehensive care to the undifferentiated patient. The PCP takes care of the patient from the first interaction, continuing to do so over a longer period. He is the medical practitioner whom a person with an undiagnosed health condition initially usually contacts. In Cancerscape, a PCP has the following roles: (1) he performs annual routine health exams, (2) determines (based on the agent age, race, and risk category) if the agent should undergo CRC screening tests, (3) advises the person on healthy lifestyle
behaviors. Also, if the agent is eligible for CRC screening, the PCP shares knowledge about CRC with the agent, and (4) refers the agent to a specialist if cancer is suspected.

As opposed to PCPs, who generally have a wide scope of practice, Specialists are trained in a specific area of medicine. Depending on the type of care the cancer patient needs, there can be distinguished at least three types of specialists: Medical Oncologists, Radiation Oncologists, and Surgical Oncologists. For the sake of computational parsimony, Cancerscape models the Specialist as a generic entity, who could represent a medical, radiation or surgical oncologist. The actions performed by the Specialist in Cancerscape are: (1) assigning a cancer diagnosis to the patient, (2) resecting the colorectal polyp (via the colonoscopy procedure), should the agent present with one, and (3) applying CRC treatment to the agent depending on the cancer stage and other individual agent characteristics.

All agents have a cancer progression state. Cancerscape agents can be in either one of the following states: “NO_CANCER”– for agents with no sign of cancer, “POLYP_5” – state attributed to agents who have a colorectal polyp of 5mm or more, and “STAGE_1”, “STAGE_2”, “STAGE_3” and “STAGE_4” respectively, depending on the value of the cancer index that will be described in detail later in this chapter. An UML diagram showing the relation between the Person, the cancer progression and the cancer itself is presented in Figure 72.
CRC development has long been thought to be a multistep process, and most commonly begins from a polyp in the colon or rectum (Muto et al., 1975). In Cancerscape, cancer progression is correspondingly modeled as a multistep process. A person with no cancer can initially develop a polyp – which if it is not found and timely removed during a colonoscopy procedure, will eventually develop into CRC over time (Winawer et al., 1993). Small polyps (< 1 cm) are extremely common and the probability of them turning into CRC is very low (Bond, 2000). As polyps continue to grow, their potential for malignancy increases. Individuals with colorectal polyps greater than 5 mm...
in size are at high risk of developing CRC over time (Panish, 1979; Atkin et al., 1992). In Cancerscape the polyp to cancer progression pathway was modeled in a similar way, as a multistep process beginning from a small polyp that over time may turn into cancer.

The Cancerscape spatial environment provides the context for agents to undertake their activities is presented in Figure 73.

Figure 73: Model screenshot with generated tracts and roads
Figure 73 showcases the DC tracts and the road network only (spatial layers are disabled for visualization purposes). A close-up of the environment with the tracts, road networks, the primary care units (colored in magenta) and workplaces (colored in teal) as they appear within the Mason development framework is presented in Figure 74.

Figure 74: Cancerscape model close-up including primary care units (hospital icon), houses (dark cyan) and workplaces (light cyan)
The model also includes a few “global” parameters. Their values are initially set to values taken from academic literature, but the user can change them for testing purposes and scenario exploration. A comprehensive list of model parameters is presented in Appendix F. The next section discusses the overview of the processes in Cancerscape and the implementation of the scheduling procedures in more detail.

6.5.3 Process Overview and Scheduling

The default time unit in Cancerscape is one hour (60 minutes per one tick), but can be set to any periodicity of interest to the user (from every few hours to weeks or months). All agents take behavioral decisions with conditional periodicity. Additionally, the Person agent has several schedules that are running in parallel. They are presented in Figure 75.

![Figure 75: Person schedules in Cancerscape](image)

The behavioral decisions depend on the time of the day and the agent’s planned activities. The Aging schedule runs for all agents in parallel and has the role of increasing
the agents’ age as years go by, to mimic the natural aging process in a grossly simplified manner.

Cancer Surveillance is another schedule run by the person. Agents are initially scheduled to *NOTICE SYMPTOMS* – which is the corresponding state of the “Detect unexpected signs and body changes” in the Andersen Model of Total Delay (Andersen et al., 1995). This is backed up by the Psychophysiological Comparison theory, which states that individuals are motivated (by genetic predisposition and social learning) to maintain an explicable physiological state (Cacioppo et al., 1988; Cacioppo et al., 1989). The scheduling order between the agent, his PCP and the specialist are presented in Figure 76.

After the agent develops symptoms and infers illness, he decides to address his symptoms by seeking medical attention. Between the decision to seek medical attention and to act on that decision, there may be further delays, based on the agent health insurance status or the ability of the agent to cover medical costs. Upon acting on the decision to make an appointment with a PCP, the agent first receives medical attention. If the PCP suspects cancer and if the agent is covered by health insurance, the PCP refers the agent to a Specialist. Additionally, the PCP advises the agent on health behaviors and “increases” the agent knowledge level about CRC.

The agent, who has a Specialist referral, goes to the Specialist, who runs diagnostic tests on the agent (mostly screening tests). If the agent has a colorectal cancer polyp and if that shows up during the colonoscopy procedure, the polyp is removed. If the procedure was successful, the agent recovers. If a polyp exists but it is not found during the colonoscopy procedure, it continues to progress to cancer until it triggers
severe symptoms. If the specialist ends up detecting cancer, it recommends a treatment regimen that the agent can accept or reject (depending on his CRC knowledge and on his ability to cover treatment costs).

Figure 76: UML sequence diagram presenting the interaction between the Person, Primary Care Physician and the Specialist
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If the agent decides to accept the recommended treatment, he then undergoes one of the following treatment regimens: polypectomy (colorectal polyp removal during colonoscopy), surgery, chemotherapy, radiation – or a combination of these options based on individual characteristics and CRC stage at diagnosis. For stages 1 and 2 the most common treatment is polyp removal, sometimes combined with surgery. Surgery is the recommended method of treatment for stages 1 to 3. At Stage 3, surgery is generally combined with chemotherapy. For Stage 4 it is typical for chemotherapy to be administered first in order to shrink the tumor so that surgery can later be performed.

Each treatment method has a probability of success that is considered and implemented in the model. The probability of success following a cancer treatment procedure depends on several factors, such as patient age, comorbidities or delay in treatment (Fevang et al., 2000). For instance, the success rate of the colonoscopy procedure can get as high as 97.2% (Nelson et al., 2002). The success rate for surgery procedures alone highly varies, and can get as high as 95%. However, it largely depends on the current CRC stage of the agent. The more advanced the CRC stage the lower the probability of success for surgery (Sullivan et al., 2012). The probability of success of surgery combined with chemotherapy was found to be around 55% (Vaira et al., 2010). For palliative chemotherapy, which is administered during the later stages of CRC progression with the purpose of improving the quality of life, the success rate is around 10% (O'Brien et al., 2006). Upon surviving treatment, the agent enters the recovery period. However, there is a possibility of recovery or relapse for cancer survivors who underwent treatment.
Another separate schedule that runs in parallel on the agent is the routine yearly health exam. The agents visit the PCP for a routine health exam on an annual basis. During the health exam the PCP advices the agent on health behaviors and determines if the agent is eligible for CRC screening, depending on agent individual characteristics such as age, family history of CRC and risk status of the agent. The schedules have been prudently designed in order to ease the computational load of simulating a little over a half million agents over a GIS space. Appendix E presents the interaction between the several modules in Cancerscape.

6.6 Design Concepts

In this section the design concepts of Cancerscape are explored according to the ODD protocol (Grimm et al., 2010). Cancerscape can be described in terms of seven core complex system modeling concepts: basic principles, interaction, emergence, adaptation, sensing, stochasticity, collectives, and observation that will be individually addressed below.

6.6.1 Basic Principles

Cancerscape draws on theories from scientific literature on the social determinants of cancer. The model is designed to address the following research question: “can a bottom-up, agent-based approach help to get insight into the social determinants of cancer?”. The scenarios analyses are designed to shed light into how social determinants of cancer affect the incidence and mortality due to CRC. The purpose of the model is to apply novel, CSS methodologies to better address the complexity inherent in the social determinants of CRC.
6.6.2 Interaction

In order to model complex systems such as the social determinants of cancer, it is the interactions between the model entities that are of particular importance. Cancerscape is massively intricate – with a large number of agents interacting with each other and with the environment. Agents interact with their social networks, and with their primary care providers. This interaction influences agent behaviors and their decision-making processes, which in turn influences their cancer index. The interaction in Cancerscape not only determines agent behaviors but also can alter agent characteristics such as the access to cancer knowledge.

6.6.3 Emergence

Cancer dynamics, including measures such as CRC incidence, screening rates, and mortality among others, emerge based on the lower level interaction among agents and their social networks across the environment. The distribution of screening rates and delays are also the result of decentralized decisions taken by autonomous, boundedly rational agents. All the macro-level patterns and outcomes that result from the interaction of agents at the micro level can be considered emergent phenomena in Cancerscape.

6.6.4 Adaptation

Adaptation is an important aspect in Cancerscape, given that different adjustments are made at different times in the model that influence the agent decision-making and the overall model dynamics. Agents adapt to changes in their environment, and to the characteristics and behaviors of other agents as well. Certain behavioral rules – such as deciding to see a doctor for a yearly routine health exam may trigger changes in the agent himself (such as increasing his probability to adopt healthy behaviors) and in the
environment, as the PCP may suspect CRC also during routine health exams as well, and recommend the agent to get screened for CRC.

6.6.5 Stochasticity
Stochasticity is another important concept in Cancerscape. It can be observed both at cancer and at the agent level. Firstly, the individual agents are activated in random order. There is randomness involved in agent behaviors (such as their decision to comply with CRC screening, accept or reject the treatment recommended by the doctor, among others). However, for consistency between runs – an independent random number generator with a fixed seed number is used for model runs.

6.6.6 Collectives
Collectives in Cancerscape are represented as an intermediate level of organization that influences agent behaviors. Collectives are represented as individual social networks, connecting agents in Cancerscape. Also, agents can be thought as collectives themselves.

6.6.7 Observation
Observation in Cancerscape is accomplished through a graphical display of the model GUI and a series of plots displaying the statistics collected throughout the simulation. Several GUI layers are available for display, as shown in Figure 77. Furthermore, to enhance the observation processes, the results of the model are additionally displayed within a separate interactive dashboard, available for 30 individual separate run, as illustrated in Appendix A. JavaScript is used for creating the dashboard for a user-friendly interaction with model results.
A few examples of statistical plots provided in Cancerscape include CRC incidence, CRC prevalence, CRC mortality and a series of plots exploring the delay in CRC diagnosis by race and health insurance. The statistics in terms of CRC screening rates and the disparities persisting across the CRC continuum are described in great detail in the next chapter.

6.7 Details

Following the principles of the ODD protocol, in this section the details of the model initialization, input and sub-models will be provided.
6.7.1 Initialization

The model is initialized with the population of Washington, D. C. of the year 2000. According to the United States Census Bureau demographic data, the population of DC in 2000 consisted of 572,059 individuals. The generated population resembles the same characteristic as the demographic characteristic of DC in 2000 by tract (such as the same age, racial and income distribution among others). The simulation starts by reading in the spatial environment files: the GIS layers, the roads data shapefile, and the demographic data. At the beginning of each simulation, the user can set the desired global model parameters. Therefore, at the initialization stage the users vary the input parameters and then observe the impact of these on the model results. The initial number of individuals living with CRC and their distribution by stage, for the year 2000 was obtained from the National Center for Health Statistics (NCHS, 2015) public use data sets for Washington, D. C. The initial distribution of CRC polyps by age and race within the initial population is estimated according to the data provided by Gopalappa et al. (2011), and presented in Table 12, where F is described as a random variable denoting the family history of CRC for a randomly selected individual.

<table>
<thead>
<tr>
<th>Age Group [a, b]</th>
<th>All Race</th>
<th>R = Caucasian</th>
<th>R = African American</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F &gt; 0</td>
<td>F = 0</td>
<td>F &gt; 0</td>
</tr>
<tr>
<td>[40, 49]</td>
<td>0.74</td>
<td>0.12</td>
<td>0.73</td>
</tr>
<tr>
<td>[50, 64]</td>
<td>0.74</td>
<td>0.12</td>
<td>0.73</td>
</tr>
<tr>
<td>[65, 74]</td>
<td>0.74</td>
<td>0.12</td>
<td>0.73</td>
</tr>
<tr>
<td>[75, 79]</td>
<td>0.74</td>
<td>0.12</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 12: Percentage incidence of polyp≤5mm at age [a, b], given R = r and F = f, for polyp pathway of CRC development (Source: Gopalappa et al., 2011)
After the GIS layers have been loaded and the road network has been generated, the population of artificial agents is created by tract. The generated agents are contextualized in the environment and initialized. After initialization, the agents scheduling, decision making, and behaviors take place and the model dynamics unfolds. The statistical data collectors are initialized and scheduled accordingly, as described in Sections 6.4 and 6.5.

6.7.2 Input

After initialization, the environmental conditions in Cancerscape remain constant over space and time. To create the spatial environment, Cancerscape takes several shapefiles as input. As mentioned previously, the shapefiles have been pre-processed within the ArcGIS system before being used as input in the model.

Cancerscape is a data-intensive simulation, taking as input a large quantity of information from multiple sources. To recap, the following types of data go into the model:

- **Demographic:** The population of agents by age, sex, employment by tract, household size, types and distribution, houses data.
- **Geographic:** Tract-level data for Washington, D. C. from the U.S. Census Bureau (2000), the DC GIS shapefiles (hospitals and street segments) for the year 2000 (DC GIS, 2015).
- **Road Network:** TIGER road network data. The 2000 United States Census Bureau data provides the entire DC road network including the residential roads.
- **Colorectal Cancer:** Colorectal cancer symptoms, staging, polyp progression rates,
and the initial distribution of CRC cases (NCHS, 2015). CRC risk factors and behavioral characteristics distribution (CDC BRFSS, 2000) as well as other relevant factors relevant to the CRC development and progression are included.

6.7.3 Submodels

Cancerscape is supported by several submodels that are interconnected, with each of them contributing to proper model functioning.

6.7.3.1 Agent Daily Activities

The agents’ daily activities were chosen to partially match the activities from the American Time Use Survey (ATUS) for the year 2000. When selecting their activities each day, the agents take into consideration their individual demographic attributes (such as age and employment status) and the time of the day. The employed agents consider the time of the day when they have to leave for work. While at work, they have opportunities for interaction with other agents that can, in turn, influence the agent behaviors and decision-making. Agents who are unemployed are left to stay at home, doing household activities, looking for jobs or spending time categorized as ‘leisure’. All agents come back home between 5 and 7 PM and some of them, depending their attributes – choose to either engage in recreation activities, physical activity or participate in household activities. Afterwards, the agents pick a random time between 10 PM and midnight and go to sleep. The agents then wake up in the morning between 7 and 9 AM. The agent’s daily activities schedule is implemented as a Java Finite State Machine. A graphical representation of the Agent Daily Activities is provided in Section 5.3.
6.7.3.2 Cancer Surveillance

On a daily basis, the agents run the Cancer Surveillance schedule. Cancer Surveillance is based on the Andersen Model of Total delay that was described in more detail in Section 3.8. Several reasons may lead to delaying a cancer diagnosis or treatment, such as:

- *Detecting unexplained signs and symptoms*: that occurs when individuals become aware of changes in their bodies regardless of their perceived meaning attributed to symptoms. For an individual to proceed with inferring illness, the symptoms first need to be perceived as serious (Byles et al., 1992). One factor influencing delay at this stage is knowledge about cancer (Mor et al., 1990). If the agent has knowledge about CRC, he is more likely to link his symptoms to the disease, as opposed to attributing symptoms to other common illnesses.

- *Inferring illness*: After detecting unexplained changes, agents can either seek medical attention or self-medicate (Bernal et al., 2006). In the context of colorectal cancer, individuals with symptoms such as rectal bleeding tend to attribute their symptoms to hemorrhoids, self-medicating and increasing the delay in presenting to a healthcare professional (Talley & Jones, 1998). The time between detecting unexplained changes and inferring illness is referred to as the “appraisal delay”. Factors such as pain or bleeding were found to increase the appraisal delay (Safer et al., 1979). For many patients, friends and family play an important role when trying to make sense of symptoms. Individuals who discussed their symptoms with friends were more likely to experience diminished
patient delay (Smith et al., 2008). Individuals proceed to decide to see a medical doctor only after the symptoms fail to naturally resolve.

- **Deciding to see a doctor:** As time goes by and the symptoms fail to resolve, the agent takes the decision to see a PCP. This waiting period in this process is also known as “illness delay”. Fear may serve as a stimulating factor in health-seeking behaviors (de Nooijer et al., 2001). Discussing symptoms with others may help the agent to better interpret their symptoms and seek medical help (Smith et al., 2008). An individual may decide to postpone seeking medical care due to a variety of reasons, such as health care affordability, health insurance status or peer pressure (Cacioppo & Petty, 1982).

- **Making a doctor appointment:** The time between taking the decision and proceeding to make that appointment with the doctor is also referred to as “behavioral delay”. This type of delay can be influenced by a variety of factors, such as health insurance status, proximity to a healthcare facility, and/or the inability to find time for the doctor visit (de Nooijer et al., 2001).

- **First getting medical attention:** This refers to the time since the patient made an appointment until he got his first consultation with the PCP. This period is also known as the “scheduling delay”. On the patient side, scheduling is often delayed at this stage due to fear – specifically due to the fear that symptoms might be linked to cancer. On PCP side, it is commonly delayed due to the lack of providing flexibility in making an appointment at the times that are suitable for
patients (de Nooijer et al., 2001). Scheduling delay has generally been understudied (Walter et al., 2012).

• *Beginning treatment / dying:* This delay stage refers to the period of time from receiving medical attention for the first time regarding the initial complaint, and the actual beginning of treatment. This type of delay focuses mostly on doctors/medical institutions, and less attention is given to it in this work.

The Cancer Surveillance is scheduled to run on a daily basis, but can be interrupted or redirected by external events. In a similar manner, the states of the Cancer Surveillance schedule can trigger other states and processes, as shown in Figure 78.

The Andersen Model of Total Patient Delay is one of the most widely used models for studying delay in establishing a cancer diagnosis (Walter et al., 2012; Ford & Farah, 2013). The factors influencing the transition from one state to the next may differ from one disease to another, as well as from one cancer type to another. The appraisal delay often constitutes the majority of total patient delay (Andersen et al., 1995). To the best of author’s knowledge, no research has been yet published involving a computational model based on the Andersen Model of Total Patient Delay. This dissertation may be the first attempt to do so.
Carcinogenesis is known to be a multistep process. The first model of a multistage carcinogenesis emerged in the 1950s (Armitage & Doll, 1954; Fearon & Vogelstein, 1990; Vogelstein & Kinzler, 1993), and it was focused on CRC, as shown in Figure 80.

Figure 78: Cancer surveillance in Cancerscape

6.7.3.3 Modeling Colorectal Carcinogenesis

Carcinogenesis is known to be a multistep process. The first model of a multistage carcinogenesis emerged in the 1950s (Armitage & Doll, 1954; Fearon & Vogelstein, 1990; Vogelstein & Kinzler, 1993), and it was focused on CRC, as shown in Figure 80.
Figure 79: The Vogelstein model for multistep carcinogenesis (Source: Vogelstein & Kinzler, 1993)

In this initial model, each stage is associated with mutations in additional genes, with CRC progressing from adenomatous colon polyps to cancer through a series of steps. The multistep colorectal carcinogenesis is a system in itself; that proceeds from normal colon/rectal mucosa to a small polyp that grows developing bigger in size and ending up advancing into invasive cancer. It is a stepwise process, with each step being driven by well-defined genetic alterations.

Similarly, the colorectal cancer progression in Cancerscape was implemented as a stepwise process that begins with a polyp and develops into clinically detectable CRC within the model, as shown in Figure 80.
It takes a long period of time for cancer to develop, and the duration of time a person spends in one stage before transitioning to the next stage largely varies depending on individual socio-demographic characteristics (Brenner et al., 2007). Gopalappa et al. (2011) estimated the transition time units (e.g., days, weeks) between stages, as shown in Table 13, with F being a random variable denoting the family history of CRC for a randomly selected individual.

Table 13: Mean times to progress from event $i$ to event $j$, given $R = r$ and $F = \int \frac{1}{x(r)} (Source: Gopalappa et al., 2011)

<table>
<thead>
<tr>
<th>event $i \rightarrow$ event $j$</th>
<th>All Races</th>
<th>$R = \text{Caucasian}$</th>
<th>$R = \text{African American}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F &gt; 0$</td>
<td>$F = 0$</td>
<td>$F &gt; 0$</td>
</tr>
<tr>
<td>$p_0 \rightarrow \text{in-situ}^a$</td>
<td>23</td>
<td>41.6</td>
<td>21.5</td>
</tr>
<tr>
<td>in-situ $\rightarrow$ local</td>
<td>3.4</td>
<td>3.4</td>
<td>3.5</td>
</tr>
<tr>
<td>local $\rightarrow$ regional</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>regional $\rightarrow$ distant</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>

While the initial number of CRC cases for the year 2000 was derived from the SEER data, the initial population with polyps was initialized with the estimated polyp
incidence rates, as explained in Gopalappa et al. (2011). The distribution of CRC stages for both men and women by race/ethnicity is presented in Table 14. Not all polyps may progress into cancer. Social conditions and behavioral risk factors also modulate individual cancer risk (Link & Phelan, 1995).

Table 14: CRC stage distribution (%) by race/ethnicity, 1999-2006 (Source: Altekruse et al., 2007)

<table>
<thead>
<tr>
<th>RACE/ETHNICITY</th>
<th>MEN</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>WOMEN</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stage I</td>
<td>Stage II</td>
<td>Stage III</td>
<td>Stage IV</td>
<td>Stage I</td>
<td>Stage II</td>
<td>Stage III</td>
<td>Stage IV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>42</td>
<td>35</td>
<td>19</td>
<td>4</td>
<td>40</td>
<td>36</td>
<td>19</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic African</td>
<td>36</td>
<td>34</td>
<td>24</td>
<td>5</td>
<td>36</td>
<td>34</td>
<td>24</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>American</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian American /</td>
<td>40</td>
<td>37</td>
<td>19</td>
<td>4</td>
<td>38</td>
<td>41</td>
<td>18</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacific Islander</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian /</td>
<td>36</td>
<td>37</td>
<td>24</td>
<td>3</td>
<td>40</td>
<td>39</td>
<td>17</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alaska Native</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>37</td>
<td>36</td>
<td>22</td>
<td>5</td>
<td>37</td>
<td>36</td>
<td>21</td>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The development and progression of a colorectal polyp in an otherwise healthy agent depends on the risk factors and behaviors: an agent who is a heavy drinker will be more likely to develop a polyp compared to a non-drinker – everything else being the same. Once the agent enters the carcinogenesis process, symptoms are attributed according to their cancer stage. The distribution of the most commonly observed symptoms per stage is provided in Table 15.
Table 15: Relation between stage and the most frequently observed symptoms (Source: Gonzalez-Hermoso et al., 2004)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TNM stage</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectal bleeding</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>No</td>
<td>27 (7.7%)</td>
<td>143 (40.6%)</td>
<td>92 (26.1%)</td>
<td>90 (28.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>72 (23.4%)</td>
<td>123 (39.9%)</td>
<td>70 (22.7%)</td>
<td>43 (14.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in bowel habit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.56</td>
</tr>
<tr>
<td>No</td>
<td>84 (15.7%)</td>
<td>216 (40.0%)</td>
<td>132 (24.7%)</td>
<td>102 (19.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (12.0%)</td>
<td>50 (0.0%)</td>
<td>30 (24.0%)</td>
<td>30 (24.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abdominal pain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.009</td>
</tr>
<tr>
<td>No</td>
<td>93 (16.9%)</td>
<td>223 (40.5%)</td>
<td>128 (23.3%)</td>
<td>106 (19.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (5.5%)</td>
<td>43 (39.1%)</td>
<td>34 (30.9%)</td>
<td>27 (24.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anemic syndrome</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06</td>
</tr>
<tr>
<td>No</td>
<td>98 (16.6%)</td>
<td>241 (39.4%)</td>
<td>150 (24.5%)</td>
<td>123 (21.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1 (0.2%)</td>
<td>25 (52.1%)</td>
<td>12 (25.0%)</td>
<td>10 (24.8%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As the polyp grows and symptoms appear, the agent may start noticing these symptoms, and the Andersen Model of Delay is implemented to register the days of delay in seeing the doctor following the process of noticing symptoms (due to various reasons). The agent may start noticing symptoms for the first time with a delay - either because he does not have enough CRC knowledge, or he decides to self-medicate. For instance, people experiencing rectal bleeding (which is a common symptom of CRC) may attribute this symptom to hemorrhoids, therefore, increasing the delay in presenting to a primary care doctor (Bernal et al., 2006).

The risk of getting CRC increases with increasing age, as there is more time for agents to engage in risky behaviors that in turn increases their cancer risk, as shown in Figure 81. The highest risk of contracting CRC occurs later in the life of an agent. During their life cycle, agents can either die of natural death or due to CRC. Once the agents enter the initiation stage, the carcinogenesis processes begin, and if nothing else interferes (such as the agent getting cancer screening), the polyps advance into cancer. If no treatment is performed, the cancer continues to grow and metastasize, leading to cancer-related deaths.
To incorporate the effects of the modifiable and non-modifiable risk factors on the individual cancer risk, cancer index was designed. The cancer index is a construct representing the individual cancer risk at the agent level. As shown in Figure 82, the individual cancer index ranges from 0 to 102 where a cancer index of zero means the agent is healthy with no traces of colorectal polyps or cancer, and at a cancer index of 102 the agent dies. These values were reached to as a result of intensive calibration efforts.
Cancer index is modulated by modifiable and non-modifiable risk factors. Among the non-modifiable factors modulating cancer risk are age, gender, race and family risk. Cancer index also changes every time an agent decides to engage in physical activity, decides to smoke, consume excessive alcohol, fruits and vegetables or red meat, as well as when his BMI level changes. These factors are referred to as modifiable factors. As the cancer index progresses, the individual cancer stage changes as well.

6.7.3.4 Behaviors
Agents decide to engage in behaviors on a regular basis, or whenever these are triggered from the other external FSMs. Agents use the “follow the average” (FTA) rule for making decisions, as described by Hammond & Epstein (2007), as it has been elaborated
in detail in previous sections. In short, agents interact with their social network and with their social networks. When doing so, they evaluate their own status and attributes and decide to behave in a certain way depending on the predominant mean characteristics of their social environment. Social conformity towards an ideal group mean was shown to be an important driver of obesity dynamics, and the FTA rule was shown to be of clear relevance for studying these complex social processes. It is hypothesized that the FTA rule may as well underlie other forms of social adjustment where social conformity could lead to unexpected dynamics (Hammond & Epstein, 2007). This rule may be implicated in processes beyond obesity, and it may well impact the social determinants of cancer, given the similarities between the determinants of the two chronic conditions at the individual level.

6.7.3.5 Environment

The spatial environment of Cancerscape represents the geographic map of Washington, D. C. The shapefiles for constructing the spatial environment involve the primary care facilities, roads and demographic data files for population generation. The description of the spatial environment modeled in Cancerscape and the detailed construction of the environment was described earlier in this chapter.

6.7.3.6 Population Generation

Generating the population of the model began with collecting and handling the data in order to bring it to a standardized form acceptable by the model. The process of collecting the data and preprocessing is described in more detail in Section 6.2. The population is generated after the spatial data is loaded into the model. Starting initially with the method for generating houses and households based on U. S. Census Bureau
(2000) data for Washington, D. C. and distributing them across the road system presented by Wise (2015), agents are subsequently attributed individual characteristics and risk factors obtained from the CDC BRFSS (2000). A high-level diagram of the population generation procedures within Cancerscape is presented in Figure 83:

As part of the world generation, the houses in which Cancerscape households and agents reside are initially generated within the spatial environment of the model. The information about the number of houses per tract has been obtained from the 2000 United States Census Bureau data for Washington, D. C. Having the number of houses for each tract, the houses were generated across the both sides of the residential roads for each individual tract.
The distribution of houses across the roads in Cancerscape is presented in Figure 84. Along with the number of district households, the United States Census Bureau also provides data on individual household constraints, that is the total proportion of the population residing in group housing. This was incorporated into the model as well to achieve a more realistic distribution of the agent population across the Cancerscape environment.

After the housing units have been distributed across the roads with the corresponding density based on census characteristics, the households have been assigned to each housing units according based on the household constraints data available for each tract.
Figure 84: The overall distribution of houses across Cancerscape environment

A close-up of houses generated along the road networks in Cancerscape is presented in Figure 85.
The U. S. Census Bureau (2000) data for District of Columbia also includes constraints for individual households, which were used for creating the households for each simulated house. The attribution of agent characteristics is performed as follows: initially, the agent level socio-demographic characteristics are defined, and then the individual level characteristics are assigned. An example showing the process of assigning education based on race, age and gender is presented in the form of pseudocode in Table 16. Because the model is run for five years, births and deaths are not implemented. However, this would be an interesting extension for future versions of the model, given the computational resources to run the model for more years.
Table 16: Pseudocode showing the process of assigning education based on race age and gender

<table>
<thead>
<tr>
<th>1. Defining the distribution</th>
<th>2. Assigning agent characteristics based on it</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education = {</td>
<td>population.ageGreaterThan(18)</td>
</tr>
<tr>
<td>white: {</td>
<td>.byRace(WHITE)</td>
</tr>
<tr>
<td>female: {</td>
<td>.byGender(MALE)</td>
</tr>
<tr>
<td>bachelor: 33.04,</td>
<td>.getPercent(Education.male.white.bachelors)</td>
</tr>
<tr>
<td>graduate: 41.51</td>
<td>.shuffle()</td>
</tr>
<tr>
<td>}</td>
<td>.attribute(&quot;education&quot;, BACHELORS);</td>
</tr>
<tr>
<td>male: {</td>
<td>population.ageGreaterThan(18)</td>
</tr>
<tr>
<td>}</td>
<td>.byRace(WHITE)</td>
</tr>
<tr>
<td>...</td>
<td>.byGender(MALE)</td>
</tr>
<tr>
<td>}</td>
<td>.getPercent(Education.male.white.graduate)</td>
</tr>
<tr>
<td>...</td>
<td>.shuffle()</td>
</tr>
<tr>
<td>}</td>
<td>.attribute(&quot;education&quot;, GRADUATE);</td>
</tr>
</tbody>
</table>

Agents are portrayed and color-coded according to their cancer status, as shown in Figure 86. Agents with the “NO CANCER” status are portrayed in light red. Their color changes as the agent progresses from one cancer stage to the next. The darker the hue of red, the more advanced the CRC stage for that specific agent is.

Other visualization types available in Cancerscape, such as visualization by tracts that are color-coded according to the number of agents with CRC within them, will be further discussed in Chapter 7.
The next subsection proceeds by explaining the social networks, their attribution processes as well as the characteristics of the resulting social network in Cancerscape.

6.7.3.7 Social Networks

Social networks influence individual behavior to a much greater extent than individual personal attributes (Valente, 2010). The link between social networks and physical health has long been established. Social networks can influence individual health behaviors in several ways: serving as a source of information regarding health, providing the basis for social support and influencing health-seeking behaviors. Before proceeding, a few basic concepts regarding social networks need to be reviewed. Other network terminology will be introduced as necessary throughout the text.
• A node (or vertex) – is an individual unit in the graph (in our case, nodes represent individuals).

• A network (system, network) is the collection of units that may be connected to each other.

• An edge represents a tie between two individual nodes.

• A neighborhood for a node represents the number of other nodes situated in its neighborhood.

Most social network studies approach social networks using either “whole-network” or “egocentric” designs. The “egocentric” approach studies the individual personal network, and its effect on that individual himself. The “whole-network” or socio-centric approach focuses on large groups of people, quantifying their relationships. This method studies how the patterns of interactions within groups affect the community as a whole (Chung et al., 2005; Scott, 2012; Marsden, 2002). Individuals can be part of numerous networks simultaneously. They can be a part of a social network at their jobs, in their families, neighborhoods, within a religious group, an interest group and/or among others.

The individual social network generation in Cancerscape was built with the goal of replicating to an appropriate degree the overall characteristics of a typical real-world social network. Several properties may characterize a typical human social network. Dunbar (1992) explored the size of an individual social network, extrapolating the results of studies on primates and taking into account the average size of the human brain. He found that humans could easily maintain a social network of 150 individuals (ranging
between 100-230 people). This number entered the academic literature as the “Dunbar Number”. Dunbar’s eponymous number takes into consideration only the close individual relationships (such as immediate family, close friends, extended family, coworkers) and excludes the connections that are trivial or not active at a particular time. McCarty et al. (2001) describe several methods for estimating the size of an individual personal network. Individuals who make up a typical social network range from immediate family, family of the spouse and best friends to coworkers and neighbors, as shown in Table 17.

Table 17: Average number of people and relation types (Source: McCarty et al., 2001)

<table>
<thead>
<tr>
<th>Relation Types</th>
<th>Average Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immediate family</td>
<td>3.5</td>
</tr>
<tr>
<td>Other birth family</td>
<td>24.0</td>
</tr>
<tr>
<td>Family of spouse or significant other</td>
<td>12.3</td>
</tr>
<tr>
<td>Coworkers</td>
<td>35.6</td>
</tr>
<tr>
<td>People at work but don’t work with directly</td>
<td>62.1</td>
</tr>
<tr>
<td>Best friends/confidantes</td>
<td>4.3</td>
</tr>
<tr>
<td>People known through hobbies/recreation</td>
<td>12.3</td>
</tr>
<tr>
<td>People from religious organization</td>
<td>43.4</td>
</tr>
<tr>
<td>People from other organization</td>
<td>17.1</td>
</tr>
<tr>
<td>School relations</td>
<td>18.3</td>
</tr>
<tr>
<td>Neighbors</td>
<td>12.8</td>
</tr>
<tr>
<td>Just friends</td>
<td>22.6</td>
</tr>
<tr>
<td>People known through others</td>
<td>22.6</td>
</tr>
<tr>
<td>Childhood relations</td>
<td>6.8</td>
</tr>
<tr>
<td>People who provide a service</td>
<td>7.7</td>
</tr>
<tr>
<td>Other</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Another important aspect of a typical social network is that people tend to befriend people similar to them (be it regarding age, gender, race, education interests or religion, among other characteristics). This phenomenon is generally known as
homophily. Some general properties of the real-world social networks are summarized in Table 18.

Table 18: Properties of a human social network (Source: Wise, 2014)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Degree</td>
<td>10</td>
<td>Eubank et al., 2004</td>
</tr>
<tr>
<td>Network Diameter</td>
<td>6</td>
<td>Eubank et al., 2004</td>
</tr>
<tr>
<td>Average Clustering Coefficient</td>
<td>0.480</td>
<td>Eubank et al., 2004</td>
</tr>
<tr>
<td>Average Path Length</td>
<td>6</td>
<td>Albert &amp; Barabasi, 2000</td>
</tr>
</tbody>
</table>

To understand how the generated networks compare to the real world social networks – several characteristics should be considered. Real world social networks have a lower density with smaller clustering behaviors (Wellman & Worley, 1990). In network theory, a clustering coefficient is a classical measure of network connectivity looking at the degree to which nodes tend to cluster. The clustering coefficient of a node v with k neighbors is calculated as follows:

\[
C(v) = \frac{|\text{actual edges}|}{k(k - 1)/2} = \frac{2 \times |\text{actual edges}|}{k(k - 1)}
\]

Equation 3

The clustering coefficient in real-word networks is moderate (Watts, 2003). These networks are also characterized by an approximate power-law distribution of node degree (Albert & Barabasi, 2002), as well as by a low average network distance (Szabo et al., 2003).
The average network distance is determined according to the following equation:

\[
\text{Average network size} = \frac{\log(m)}{\log(n)}
\]

where \( m \) is the number of people and \( n \) represents the average degree of all people (Bollobás & Riordan, 2003; Watts, 1999).

The social network generation for Cancerscape agents was implemented as an ego network for each single random agent. The large generated social network portrayed by degree is presented in Figure 87. The agent draws its number of friends from a power law distribution. He then proceeds to gather a list of agents to be connected with. The agent initially selects his contacts from the list of friends of friends, and then proceeding to fill in the remaining slots with random individual agents based on their individual characteristics, such as age and gender and geographic proximity between himself and the home location of the other agent.
The resulting egocentric social network is undirected. The agents categorize their contacts based on a measure of social distance, taking into consideration their age, sex and proximity (home location). The degree distribution of the Cancerscape agents network is presented in Figure 88, exhibiting a power law distribution.
The power law distribution of the resulting network is in line with current knowledge about real world human social network characteristics (Albert & Barabasi, 2002). The generated network is composed of 572,059 nodes and 9,057,666 edges. The average degree of the network is 15.833 contacts, and is in agreement with previous studies (Watts, 1999). A diameter of 8 for the generated social network largely aligns with previous results presented by Eubank et al. (2004). A summary of these characteristics is presented in Table 18.
6.7.3.8 Screening Submodule
In the context of CRC, screening represents the process of identifying the individuals who are at higher CRC risk among the asymptomatic agent population within the model. Screening has been shown to reduce CRC morbidity as well as mortality in several studies. However, the optimum approach for CRC screening has been the subject of scientific debate for decades.

The available methods for screening and testing for CRC have been described in detail in Chapter 3. To reiterate, the most commonly used CRC screening tests are: FOBT, Sigmoidoscopy, Barium Enema and Colonoscopy. Each screening method varies in price/copay and has its own advantages and disadvantages. In the case when an abnormality is detected after performing a CRC screening test, further actions or investigations are triggered. Is a polyp is found during a colonoscopy procedure – a polypectomy is performed, based on certain agent characteristics (such as whether the agent is covered by health insurance). This is one of the main advantages of the colonoscopy screening – it is also curative – as the polyps found during colonoscopy can be eliminated during the screening procedure itself. The main drawback of colonoscopy is the cost – as it is one of the most expensive CRC screening tests available. Both the advantages and disadvantages of the available CRC screening tests are summarized in Table 19.
In Cancerscape, agents have the opportunity to undergo screening in two situations: when they go for a yearly routine health exam and are recommended to undergo CRC screening by their PCP, or when they decide to undergo screening based on their knowledge about their own risk status and about CRC. For instance, if the agent has more than 50 years of age, is covered by health insurance and has knowledge about CRC
– he is more likely to know his risk category and has the possibility to take the individual decision to undergo appropriate CRC screening with the corresponding frequency.

As mentioned in Chapter 3, several factors besides CRC knowledge can influence screening rates. Among the most significant barriers to CRC screening are their cost and the general lack of health care access – often due to the lack of health insurance or the geographic location of the screening center (American Cancer Society, 2012).

The slow progress of CRC development provides a unique opportunity for prevention and early detection (Winawer & Zauber, 2002). By screening for CRC, polyps can be found early and removed, and/or cancer can be detected early when the treatment for CRC is most successful. This type of prevention that focuses on the characteristics of individuals has been referred to as “precision prevention” (Gillman & Hammond, 2015). It implies operating “above the skin” and aiming to alter individual behavior as well as community or group behavior.

6.7.3.9 Treatment Submodule

Agents can be diagnosed with CRC in two cases: by regular screening as a prevention measure, or by having their cancer detected as a result of having themselves checked by the doctor due to the presence of severe CRC symptoms. The patient, together with the doctor take decisions regarding treatment, taking into consideration the treatment options for the corresponding stage at diagnosis and the affordability of the patient to financially cover specific treatment regimens. Agents can also refuse to be treated, should they decide so (due to various reasons). Chapter 3 explains the recommended CRC treatment by cancer stage, together with their accompanying success rates. The success rate for each treatment option is also modeled, and there is a possibility for the patient to die
during the procedure. After the agent has been successfully treated, his cancer goes into remission. The agents have a possibility to have a CRC recurrence later in life, in which case the agents run the corresponding schedules, triggering the doctor visit routines. The processes involved during these screening and treatment procedures in Cancerscape are presented in Figure 89.

Figure 89: Overview of the screening and treatment processes in Cancerscape

During screening and treatment processes there are several opportunities for delay, that further influences early diagnosis, the CRC incidence as well as mortality
trends. Therefore, careful attention should be given to decreasing the delays at individual, doctor, as well as at system level.

6.7.3.10 User Interface (UI) Submodule

The model includes a UI sub-model, containing the files used to generate the display window is presented in Figure 90.

![Figure 90: The initial UI console window](image)
MASON has a built-in HTML viewer that allows creating a basic simulation description window. A ‘stylesheet’ file is added to personalize the simulation display window. The UI Submodule also contains the statistical charts, as well as the legend of the model, and other displays available to “Show” or “Hide” under the Cancerscape “Displays” tab.

6.7.3.11 Model output
Cancerscape model produces both geographic visual output and quantitative output. The results and outputs of the model are thoroughly discussed in the next chapter. A typical model run unfolds a GIS space with agents aging and moving through social systems. They carry out a daily set of activities, and are assigned a vector of risk factor values. As they live their lives within the artificial society, they may develop polyps; that may develop into CRC - as a result of genetic predisposition (presence of first or second-degree relatives with CRC), behaviors or exposures to risk factors. Cancerscape also outputs the CRC incidence, screening rates, survival, and other statistical charts, such as delay in diagnosis and treatment, and other measures that are discussed in more detail in the following chapter.

6.7.3.12 Testing submodule
The testing sub-module comes together with the other modules to ensure that proper model testing and verification was executed. The testing module contains several JUnit (a unit testing framework for Java programming language) tests, as well as mock objects simulating the behavior of real objects for testing purposes. The model testing strategy is elaborated in more depth in the next chapter.
6.8 Summary

In this chapter, Cancerscape model was described in detail, using the ODD protocol (Grimm et al., 2010). The model inputs and assumptions were introduced, and the data types that go into the model were discussed together with the motivation of using state machines for modeling agent behaviors. As part of the “Overview” section, the purpose of the model was discussed, the entities and state variables were presented, and the process overview and scheduling was examined. The following “design concepts” were described as part of the ODD protocol: interaction, emergence, adaptation, stochasticity, collectives and observation. Within the “Details” section, the model initialization details were considered, and the routines for screening and treatment were presented. The next chapter begins with describing the testing strategies for the model and proceeds with outlining the model verification, validation, and results.
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7.1 Introduction

This chapter discusses the process of verification, validation of Cancerscape and presents the model results. Experimenting with the model is performed under several themes, such as CRC incidence, mortality, survival, screening, disparities, as well as delays. The results presented in this chapter refer to the ‘base case’, that is keeping all the parameters the same and running the model for five years, 30 times. Following the ‘base case’, three scenarios are proposed that explore CRC incidence and survival (among other measures). The first scenario focuses on lowering the recommended age for CRC screening, the second scenario focuses on increasing the population levels of CRC, and the third one explores the consequences of increasing the healthcare coverage for colonoscopies. 

Verification and validation (often abbreviated as V&V) are tremendously important in ABM (Sargent, 2000; Galán et al., 2009). V&V procedures were briefly

“Previously, scientists had two pillars of understanding: theory and experiment. Now there is a third pillar: simulation”

(Steven Chu, 2012)
introduced in Chapter 4. Verification stands for making sure that the model was build “right”, while validation refers to the process of ensuring that the “right model was built” (Balci, 1998).

To select the appropriate combination of V&V strategies, it is helpful to think of models regarding their level of performance, or level of analysis. Axtell & Epstein (1994) suggested four progressive levels that assess the performance of a model, as shown in Table 20. These levels have widely been used as a reference for distinguishing between the performance ranks among ABMs. The four levels proposed by Axtell & Epstein (1994) are gradual, implying that a satisfactory model performance at Level $N$ means that it is satisfactory at level $N-i$ as well.

Table 20: The four levels of assessing ABM performance and analysis (Source: Axtell & Epstein, 1994)

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 0</td>
<td>The model is a caricature of reality, as established through the use of simple graphical devices (e.g., allowing visualization of agent motion);</td>
</tr>
<tr>
<td>Level 1</td>
<td>The model is in qualitative agreement with empirical macro- structures, as established by plotting, say, distributional properties of the agent population;</td>
</tr>
<tr>
<td>Level 2</td>
<td>The model produces quantitative agreement with empirical macrostructures, as established through on-board statistical estimation routines;</td>
</tr>
<tr>
<td>Level 3</td>
<td>The model exhibits quantitative agreement with empirical microstructures, as determined from cross-sectional and longitudinal analysis of the agent population.</td>
</tr>
</tbody>
</table>
Various scientific disciplines can benefit from models at different levels to different extents. While Level 0 models can contribute to advancing certain disciplines, most scientific areas probably have few problems to which simulations of this sort can contribute and make significant progress in the field. However, Level 1 models and higher may contribute to addressing a wider range of problems (Axtell & Epstein, 1994).

Due to the fact that to date no other agent-based models have yet been proposed to simulate the social determinants of cancer, Cancerscape aims for a classification target closer to the Level 2, and will be verified and validated accordingly to match the requirements of the performance level it is attempting to attain. For achieving a higher level of validity quantitative agreement with empirical microstructures are necessary. This quantitative agreement would have to be established by cross-sectional and longitudinal analysis of the modeled population. The unavailability of micro level data on cancer development for defining and informing the micro level structures and processes in Cancerscape makes it difficult to aim for a Level 3 validation. However, this could be implemented in future versions of the model.

7.2 Model Verification and Validation (V&V)

Verification and Validation (V&V), together with calibration are often among the most challenging parts of building ABMs (Crooks et al., 2008). The tasks of V&V for any given ABM can get challenging, especially if the model is complex and involves a large parameter space. It would be desirable to refer to model’s degree of validity, rather than addressing the model as simply valid or not valid (Law & Kelton, 1991). A detailed diagram explaining the V&V procedures in relation to developing simulation models, in
general, is presented in Figure 91. The V&V paradigm developed by Sargent (2000), and illustrated in Figure 91, shows the process of generating system level theories and simulation models in the context of V&V. The diagram distinguishes between the “Real World” and the “Simulation World” to highlight procedures for developing system theories and implementing simulations that can be verified and validated. Initially, the real world system is observed and an abstraction is developed based on the real observations, in order to generate system theories. V&V involves multiple steps and iterations, and can quickly become a complex and time consuming process, especially if the model is large and complex.

Even when the computer code for the model is written carefully, it is important to make sure that the code does what it supposed to do. As Gilbert (2007) writes: “You should assume that, no matter how carefully you have designed and built your simulation, it will contain bugs (code that does something different to what you wanted and expected)”. Canerscape was implemented using the Java programming language, MASON and GeoMason libraries, as well as using several additional Java libraries for testing purposes.
Practical verification of Cancerscape was performed using the following procedures: code walkthroughs, profiling, and sensitivity analysis. Documentation, programmatic testing and test-case analysis are fundamental for ABM verification (Rand & Rust, 2011). Also, the Cancerscape code is well documented and structured. A test-driven approach benefits model development in several ways, assisting in writing clearer and better-designed code and ensuring continuous quality. IntelliJ IDEA offers a wide
range of tools, such as JUnit or FindBugs to assist large-scale application design, running and testing, that were used throughout Cancerscape implementation and testing.

7.2.1 Documentation

Creating records that explain the conceptual model and its implementation is important not just for ensuring the model is sound, but also for making sure that other researchers and general model users understand each other’s creations. The ODD protocol presented in the previous chapter describes the Cancerscape structure explaining the different sub-modules that make up the model. It describes the agents, the environment, the behaviors, and scheduling processes so that the overall model workings can be better understood by the users. Together with a comprehensive ODD framework description, the code has been well documented as well – so that it can readily be understood and utilized by other developers. An example of a documented code snippet is presented in Figure 92.

```java
/**
 * this function returns takes as a parameter an arraylist of people and returns
 * the individuals with ages between 50-64 as an arraylist
 */
public ArrayList<Person> getPeople50To64(ArrayList<Person> people) {
    ArrayList<Person> everybody = new ArrayList<Person>();
    for (Person p : people) {
        if (p.getAge() >= 50 && p.getAge() <= 64) {
            everybody.add(p);
        }
    }
    return everybody;
}
```

Figure 92: Example of code documentation
Even in the case where the code is available and well documented – it can get time-consuming (especially in the case of a large-scale model) for anyone other than the programmer to understand it (Gotts & Polhill, 2009). Therefore, making sure proper documentation – both the high-level description of the model and at the code level is an important step of the verification process. It ensures that the model can be understood and extended by others.

7.2.2 Debugging

Debugging is the systematic process of discovering and reducing the number of bugs or errors in a software application. The aim of the debugging process is to make sure the software program behaves as expected. Given that Cancerscape is a computationally intensive large-scale software application – debugging constituted a laborious process of the model development process. Debugging tasks ranged in complexity: from fixing minor errors to performing tedious and extensive tasks of analysis, scheduling, data collection and performance.

Following the addition of each piece of code, the sub-modules were tested, and the bugs were solved as they emerged. Agent activities were plotted using dynamic charts to debug each agent activity depending on the time of the day. Moreover, logging the model results was also employed for verification purposes during debugging. The output log of the agent states and behaviors allowed for a more detailed progressive model analysis. Intellij IDEA 15 provides an excellent built-in debugging environment that was extensively used for model debugging and error fixing.
7.2.3 Code Walkthroughs

Code walkthroughs were performed periodically to ensure the logic flow among the multiple parts of the model. The accuracy of parameter testing, method calling, code commenting and statistical outputs were systematically verified. The code walkthroughs also ensured that the standard code naming conventions (for variables, types and functions) were respected and that the model design was accurately implemented.

7.2.4 Unit Testing (Iterative Programmatic Testing) & Mocking

Unit testing represents a method for testing software applications by which the smallest piece of testable code is separately examined to ensure it is correctly written and functions as expected before the piece is put to use in the bigger context. The goal of unit testing is to make sure that the individual parts of the application are correctly implemented (Huizinga & Kolawa, 2007). Cancerscape makes use of the JUnit Java framework to execute unit testing that is a widely used Java Unit Testing library. JUnit 4 is linked to Cancerscape as a JAR (Java Archive) at compile time. JUnit tests were written to make sure different pieces of code work properly. Even though wiring software tests may seem like a time-consuming task at first – in the long run it ends up saving software verification time.

Mocking is another technique used in Cancerscape that primarily focuses on unit testing and involves creating mock objects that essentially represent simulated objects mimicking the behavior of real objects in a controlled manner. Using mocking, a series of mock agents were created and given various attributes so that they could be tested individually. The subset of generated mock agents was let to interact, their behavior was monitored and their dynamics observed. Different test cases and scenarios were analyzed.
using distinctive conditions to make sure the model runs as expected. Using formal testing, logging was used to make sure that the code is accurately written (Dijkstra, 1976).

7.2.5 Model Profiling

Profiling a software program means analyzing it dynamically to measure its complexity, the memory space or time it takes to run, the handling of specific instructions, or the duration of particular function calls. Profiling is usually realized using specific tools called code profilers. These tools are essential for understanding the program behavior as well as ways to optimize it.

Cancerscape profiling was executed as part of model verification process. The model code was analyzed for duration and frequency of particular code units, such as key functions, methods, and classes. The speed of the model as a whole was also examined and decisions were made to minimize the model running time. Model profiling was executed with the JProfiler IntelliJ 14 plugin, paired with the JProfiler stand-alone external application, as shown in Figure 93.
Figure 93: Cancerscape profiling with JProfiler 8.1.2

JProfiler provides an overview and analysis of the memory usage and dynamic allocation leaks, as well as evaluating the CPU and thread conflicts. Executing the model profiling helped reduce the running time of the model and avoid memory overuse issues. Model verification procedures expanded as more tests were written and more errors were found and resolved.

7.3 Model Calibration and Sensitivity Analysis

Only after proper model verification, and ensuring that the code performs correctly as expected is it appropriate to proceed with model calibration and validation. Calibration is an important task in model building, and one of the most challenging steps of building simulations (Crooks et al., 2008). Calibration refers to configuring the ABM parameters
in such a way so that it produces an output that is as similar as possible to the real world system. One way to accomplish this is to compare the model results with expected data and to configure them progressively until the best fit with simulated data is obtained. There are several techniques available for assisting the process of calibration (Heppenstall et al., 2006). Hansen & Heckman (1996) argue that the calibration and verification of models can be posed as econometric estimation and testing problems. However, the use of such techniques on Cancerscape would be impractical because of its large scale and complexity. This is due to multiple reasons, such as the fact that many Cancerscape parameters cannot be translated into appropriate numerical ranges (like the agent’s initial locations, for instance), determining the goodness of fit is particularly challenging for models that contain spatial components. Computation time is another reason – Cancerscape being a computationally expensive model, it regards such specific calibration procedures as impossible to run on the available hardware configuration. Consequently, Cancerscape calibration will be executed manually through thorough visual investigation of model results and fine-tuning parameters keeping in mind the theories behind the model dynamics.

Cancerscape is calibrated with data from multiple sources about the demographics and health characteristics of DC residents in 2000. Among the main data sources that have been used for calibrating and validating the model are:

- The 2000 U. S. Census Bureau (2000) demographic data for Washington DC,
- Behavioral Risk Factor Surveillance System (BRFSS) (CDC, 2000),
- National Health Interview Survey (NCHS, 2000),
• National Cancer Institute’s Surveillance, Epidemiology, and End Results Program (SEER, 2014),
• DC Department of Health public use data sets (DC DOH, 2000b),
• Secondary sources and other relevant studies.

All scenarios are based on the Washington, D. C. geographic area, and use as the starting point the 2000 DC Census population, which represents 572,059\(^4\) individuals.

The simulated geographic area of Washington D. C. is composed of 188 Census Tracts and divided into eight wards. The 2000 Census tracts serve as the main geographic units for the model. Tracts are also used as the geographic units for generating the agent population within Cancerscape by tract. These county subdivisions contain between 1000 and 8000 people, with most tracts being comprised of about 3000 individuals.

When running the model, the user is presented with the model Console, which is the central object that handles several simulation tasks. The console has “Play/Pause” and “Stop” buttons for controlling the simulation. It also has a “Parameters” tab that holds the global parameters of the model and may be modified for experimentation purposes. During a model run, the user can visualize real-time statistics and observe dynamics of interest in real-time. The Display tab offers a variety of windows that can be hidden or shown depending on the variables of interest to the user. The “Cancerscape Display” window contains the geographic layers and can also be hidden if the user so desires (it is often done to increase the speed of the simulation as the geographical analysis is computationally intensive in itself). The model results are presented and analyzed further

\(^4\) The population of Washington, D. C. on April 1, 2000 was 572,059
in this chapter, and are based on 30 individual model runs over a five-year time period, between 2000 and 2004.

**Sensitivity analysis** refers to the process of examining how the model parameters affect the outputs. This process is extremely important for ensuring that the simulation is working as expected and for establishing a qualitative agreement with existing empirical data regarding the simulated phenomenon. Cancerscape was carefully analyzed for dependence on the initial conditions, and when strong dependence was observed, the cause was traced and carefully addressed. Such sensitive dependence on the initial conditions is usually indicative of “bugs” in the system, and should be addressed carefully if one is to have confidence in the simulation results (Axtell & Epstein, 1994).

As mentioned previously in the opening part of this chapter, Cancerscape seeks a performance classification closer to Level 2 (based on Axtell & Epstein (1994) classification), where the model should be in qualitative agreement with empirical macro-structures as shown by plotting the distributions of interest.

Using sensitivity analysis, the effect of various parameters on specific behaviors and on the overall model outputs was evaluated. Several tests and parameter sweeps were executed to search for cases of high sensitivity among the model parameters and to make sure the agents behave as expected, both spatially and without the explicit spatial environment. Even though executing the model many times with varying parameters can help to assess the robustness of the model (Axtell, 2000) – this task can get computationally expensive and time consuming, especially for ABMs as broad and complex as Cancerscape.
Ideally, it would be desirable to go through the whole range of agent and model parameters and check for highly sensitive parameters. However, due to the large scope and complexity of Cancerscape, and also due to limited computational resources to support such operations, only the parameters suspected to have a significant effect were tested directly. Subsequently, one may argue if parameters known to have little effect on the overall agent or model behavior should be considered at all. While this is a valid concern, Cancerscape was conceptually conceived as a flexible multilevel system able to account for a broad range of influences that characterize the social determinants of cancer.

7.4 Model Validation

7.4.1 Model Validation Considerations

It is common for ABMs to be interdisciplinary in their nature, involving concepts and theories from social, behavioral and complex systems science. Verification works together with validation to remove the barriers in trusting the model, contributing to making it more credible and reliable.

Validation supplements the process of model verification and is used for determining how well the ABM corresponds to the real system it tries to model. That is, it describes the extent to which the model represents the real world system (Casti, 1997), and whether the modeled system accurately reproduces the behaviors characteristic to the system being modeled. A validated model allows us to explore “what if” scenarios, and perform model experiments of interest that are not feasible to perform on the real system. Rather than thinking of models as valid or invalid – it is more appropriate to think in terms of degrees of validity.
As it is the case with model verification, it is practically impossible to fully validate an ABM (North & Macal, 2007). Even though it is considered exceedingly difficult to completely validate and verify a model (Grimm & Railsback, 2005), this is accurate for all models, not just for ABMs. However, models should follow certain V&V standards, if they are to be useful.

Being a large-scale data-driven model, Cancerscape follows the KIDS (Keep It Descriptive Stupid), as opposed to KISS (Keep It Simple Stupid) approach. Edmonds & Moss (2005) distinguish at least two stages of empirical validation for ABMs: (1) micro-validation – performed at the level of individual agents, referring to data on individual behavior, and (2) macro-validation – usually carried out on the model’s aggregate behavior. North & Macal (2007) mentioned several perspectives on model validation:

- **requirements validation** – that implies establishing a clear definition of the real world questions of interest that will be explored in the model;
- **data validation** – referring to the validity of the data used by the model;
- **face validation** – representing a visual validity practice assessing the plausibility of the model assumptions, checking if the model “looks” right;
- **process validation** – refers to checking if the internal steps correspond to similar operations in the real world;
- **model output validation** – verifies if the model output matches the real system being modeled;
- **agent validation** - examining the agent activities and interactions to make sure they correspond to the individuals they attempt to model in the real world.
Darvishi & Ahmadi (2014) divide the existing ABM validation techniques into three categories:

1. **Structural validation** – that has the goal to show the way a simulation system works to produce the observed phenomenon in the real world,

2. **Predictive validation** – referring to the ability of the model to predict a behavior that has not been observed before, and

3. **Replicative validation** – that relies on comparing the output of the model with the real world data.

In the case when the model simulates a complex system, a commonly used approach is structural validation (Galán et al., 2009). Next in this chapter, I will discuss the validation processes that were applied to Cancerscape, as well as three proposed scenarios.

Face validation (sometimes referred to as a verification procedure) is a subjective measure of the extent the model *prima facie* looks like the real system – usually performed at the initial stages of the validation process (Hermann, 1967). The distribution of the population in Cancerscape was plotted by the age groups corresponding to the Census 2000 grouping for Washington DC, as shown in Figure 94.
Figure 94: Washington DC 2000 population groups by age

For instance, Figure 94 above and Figure 95 both show the distribution of population groups from the real data, as shown in Figure 94, and after generating the agent population in Cancerscape, as shown in Figure 95.
The model produces animations that can be visually assessed in terms of overall system behavior. Each agent can be individually inspected in particular. Along with the model animation, a series of graphs, charts and a time tracker is provided for analyzing in detail the overall model behavior. The model output was evaluated to ensure the results fall within satisfactory ranges of the real world phenomena.

7.4.2 Matching Spatial Data

In order for a model to be in objective qualitative agreement with the real world system that it attempts to simulate, the model has to first “look” accurate (Mandelbrot, 1983). The spatial data used in Cancerscape is provided by authoritative sources that offer a detailed and accurate description of the spatial components of the model. Using
GeoMason, the geospatial data (in shapefiles format) was imported into the model and the spatial objects were distributed across the simulation environment. A *spatially explicit* ABM represents a particular geographical space, such as a real world city or region (Galan et al., 2009). Cancerscape includes a geospatial representation of Washington, D. C., based on the GIS Census data for the year 2000. For a visual comparison of a close-up of a health clinic in DC: Figure 96 shows the Hunt Place Community Health Place on OpenStreetMap (2015), and Figure 97 presents the equivalent of the same institution and its geographic location in Cancerscape.

Figure 96: A close-up of the Washington DC map (Source: OpenStreetMap, 2015)
Several similar visual testing procedures were executed throughout the model development process to ensure that the geospatial layers were loaded correctly and that the Cancerscape spatial environment appropriately reproduces the real world geographical space it aims to model.
7.4.3 General Considerations

The model behavior should be evaluated as the simulation progresses, making qualitative judgments of whether the implementation of the behaviors and procedures are implemented correctly (Axelrod, 1997). Object-oriented simulation models tend to be fairly complex, bringing a series of challenges and complexities regarding V&V procedures – making it difficult to assess their correctness (Balci, 1997). Therefore, three experiments will be conducted to explore and evaluate extensively the proposed agent-based model of the social determinants of cancer.

Anticipating the way in which a complex system will evolve is not a trivial endeavor. This can get particularly challenging when the system under study is composed of many individual parts interacting in nonlinear ways across several levels, and whose behavior is not well understood - posing particularly hard challenges. In fact, it is often impossible to predict valid and scientifically sound predictions of the overall behavior of such systems.

The goal of Cancerscape is therefore not to make accurate predictions of the overall system behavior, which would be unreasonable considering the fact that the amount of information about the particular real system it models is relatively scarce. The goal is rather to provide an “artificial laboratory” for rigorous scenario analysis so that insight can be gained regarding the dynamics and behavior of the system.

7.4.4 ABM and GIS Integration within Cancerscape

As mentioned in Section 4.2, there are two main ways by which an ABM can be linked with GIS: coupling and integration. Coupling (loose, moderate or tight), that refers to linking two stand-alone systems by data transfer (Crooks & Castle, 2012) while
integration involves embedding the functionality of interest of either ABM or GIS within the dominant system. Depending on this, the final system is referred to as either GIS-centric or ABM-centric. Coupling itself is accomplished using one of three approaches: loose, moderate and tight. Cancerscape adopts a combination of integration and loose coupling to make use of both ABM and GIS methodologies.

In the case of loose coupling, functions are operated asynchronously within each system, with data exchanged between systems in the form of files. Following this approach, Cancerscape input data files were pre-processed within ArcGIS and later imported into MASON (in the form of shapefiles), where the program execution is performed. However, the geographic data is not sent back to the GIS system for later processing and visualization, but it is rather portrayed and analyzed dynamically within the ABM-centric system. While coupling is commonly the preferred method for linking ABM with GIS, it often results in rather specialized and isolated solutions. Therefore, integration has been combined with loose coupling for optimal linkage of ABM and GIS.

According to Brown et al. (2005), the four strategies for ABM and GIS coupling involve identity, causal, temporal and topological relations. In Cancerscape, identity relations are reflected in the relation between agents and the spatial database that includes the socio-demographic characteristics of the agent population tied to their houses/household location within census tracts. The causal relations in Cancerscape are represented by dynamic changes in spatial features (modification of tract shades) that correspond to the number of agents with CRC. For instance, the more agents with CRC exist within a census tract, the darker teal its shade will become. In Figure 98 (A-E) the
model results for five consecutive years are presented including all layers. Figure 98A starts with the population at generation. The tract color reflects the spatial distribution of agents with CRC within the district at the start when the population (in this particular case, 100,000 agents) was generated and distributed across the spatial environment. Figure 98B presents the CRC population distribution across the environment after one simulation year has passed. Slight differences can be observed in the spatial distribution of the agent population suffering from CRC from to the beginning of the simulation comparing to each incremental year.

A. Cancerscape model run with all GIS layers, 2000

C. Cancerscape model run with all GIS layers, 2002
B. Cancerscape model run with all GIS layers, 2001

D. Cancerscape model run with all GIS layers, 2003

E. Cancerscape model run with all GIS layers, 2004

Figure 98: Cancerscape model runs with all GIS layers for five consecutive years
More agents diagnosed with CRC were located closer towards the center of the district. A one-year simulation run including all GIS layers took about 6 hours of computation time (on a Macintosh Pro machine with a 2.6 GHz Intel Core i7 processor and 16 GB 1600 MHz DDR3 of memory). Therefore, it is advisable to simplify, and leave out the layers that are not of interest for a particular run in order the decrease the model running time.

The color of the agents also changes dynamically, when the individual cancer stage changes. A close up of individual agents, as well as their workplaces and nearby hospitals (excluding home locations) is presented in Figure 99. Agents are assigned nearby workplace location at generation. When they need to go to a hospital, they check their neighborhood within a specific radius and pick a primary care facility that is closest to their home location. If no hospital is located within the specified radius the delay in seeing a primary care doctor for that agent increases.
Temporal relations are reflected in the way the agents decide to move geographically depending on the time of the day or individual health-related decision-making.
7.4.5 Model Scenario Analysis Overview

Scenario analysis is a widely used exploratory tool in ABM, especially among nonpredictive models (Bankes et al., 2001; Van Asselt, 2000). A scenario can be perceived as a glimpse (that is internally consistent) of what the future may potentially look like – one potential future outcome, rather than a prediction (Porter, 1985). Furthermore, scenario analyses can help policy decision makers make better sense of model results. ABM is particularly suited for modeling systems that mimic real-world scenarios and produce detailed histories about various aspects of the real world system (Axtell, 2000). Scenario analysis is particularly useful for the social science – where most of the experiments are impossible, impractical or extremely difficult or unethical to carry out in the real world (Gilbert, 2004).

Due to the vast scale and complexity of the model, the validation of Cancerscape posed several problems. Firstly, there were gaps in data availability. Cancerscape relies on the CRC data collected by BRFSS for Washington, D.C. The data on screening is not explicitly available for the year 2000. However, in 2002 the BRFSS collected data about the adults 50 or more years of age, who have had an FOBT test within the past two years in Washington DC (basically referring to the period between 2000 and 2002), and regarding the individuals of age 50 or over who have ever had a sigmoidoscopy or colonoscopy.

One of the main goals of Cancerscape is to explore the social determinants of cancer dynamics under multiple conditions. In Cancerscape, several experiments will be performed to explore the social determinants of cancer around three main scenarios: CRC prevention, treatment, and survival. While exploring these scenarios careful attention was
attributed to screening, survival, mortality, treatment and delay in cancer care. The “covering cases” helped to take the model verification and validation a step further (North & Macal, 2007). A model can be considered fully validated when it correctly matches all of the possible real-world cases, which is a task nearly impossible to achieve for most ABMs. Therefore, the model results can be compared with some cases from the real world to achieve consistency. The next section will present the general model output, and the three scenarios: prevention, treatment, and survival.

Up to this point, Cancerscape has been verified, extensively evaluated and tested. In the next section, the cancer-related model outcomes will be presented and discussed. Following this, three scenarios will be provided that explore in detail aspects of CRC prevention, treatment and survival. Having calibrated Cancerscape, it is possible to compare the results of the model with the real world data.

7.5 Theme I: Exploring CRC Incidence

In this section, I explore the results of the model regarding CRC incidence. Incidence rates presented in this section explore the average results of running the model 30 times at full scale (for all 572,059 agents), for five years. One simulation step represents one hour. While the model is not overly sensitive to initial conditions, a slight variation between the different runs was observed, that could be attributed to the stochastic elements of Cancerscape. During the testing phase, the model was also run on a smaller scale as well, to test for robustness. The results were relatively in agreement with the results obtained from running the model at full scale. A comprehensive list of the model input parameters and the default values for each is available in Appendix F.
7.5.1 Overall CRC Incidence Results

The overall CRC incidence trend in the model corresponds with the trend observed in Washington, D. C. during the same period. CRC incidence and mortality increased with increasing age. Similarly, in Cancerscape the incidence of CRC increased with advancing age, and was slightly higher in men compared to women, as shown in Figure 100. Also, the chances of contracting CRC increase considerably after the age of 50.

These results are also consistent with the gap between men and women for overall CRC incidence rates across the nation, and the difference in rates was found to be about 35% - 40% higher in men compared to women (ACS, 2012). While the reasons behind these differences are not completely understood, this gap may partially be attributed to hormonal differences but also to gender-related differences in the exposure to several CRC risk factors and behaviors. Among the factors that could explain these gender
differences are obesity and heavy alcohol drinking, with men tend to have higher obesity rates compared to women.

The overall CRC incidence in Cancerscape during the five simulation years is presented in Figure 101, with (A) presenting the CRC incidence rates based on the real data and for comparison, and (B) presenting the modeled CRC incidence rates, generated as the output of the model after 30 full-scale runs. The model was run at full scale, with the starting population as 572,059 agents.
Figure 101: Observed (A) and modeled (B) incidence rates for CRC in DC, 2000-2004
7.5.2 Disparities in CRC Incidence

The simulation model was also designed to explore the disparities persisting in terms of CRC incidence. In particular, disparities by race and gender are investigated. About 59.4% of the Washington D. C. population constituted of African Americans in 2000. Eliminating disparities refers to achieving a reduction in CRC incidence and mortality for a given population. It also refers to achieving an increase in survival among the socially and economically disadvantaged population groups (Ward et al., 2004). As it was expected to be the case, the racial disparities in terms of CRC incidence persisted in Cancerscape as they did in the real world, as shown in Figure 102. The White agent population in Cancerscape experienced considerably lower CRC incidence rates compared to African-Americans.
The root causes of racial disparities regarding cancer incidence are multifactorial and complex. Similar to statistics from the real data, CRC incidence rates among the Whites in DC were significantly lower compared to the incidence rates among the African Americans. These disparities persisted during all simulation years, from 2000 to 2004, with the gap between the two races slightly decreasing in the last year of the simulation. The spatial distribution of CRC incidence among African Americans is presented in Appendix C.
The spike observed for the year 2002 is consistent with the increase observed for the same year in the overall CRC incidence and relates to the adoption of the state mandates on CRC screening in DC – as Washington, D. C. implemented the mandate on CRC screening coverage on April 13, 2002 (Cokkinides et al., 2011). Positive associations were found between state mandates and the use of recent CRC screening. Screening mandates may have contributed to more cancers being detected during that period.

The pathways by which cancer affects incidence patterns by race are complex. An increase in risk factor trends was observed among the African Americans of Washington D. C. in 2000. African Americans had higher overweight and obesity rates compared to Whites (Section 5.4.2) and were also more likely to smoke tobacco (Section 5.4.4). In 2000, African Americans in the district were less physically active compared to Whites (Chatterjee et al., 2015). They also had lower healthcare insurance coverage and had less access to care compared to Whites (Section 5.4.6). The proportion of population of age 25 and over with at least a bachelor’s degree was about four times higher in Whites compared to African Americans (Section 5.3.4), and the median household income was about twice lower in African American households compared to the White ones (Section 5.3.5). The potential pathways by which these characteristics may translate into the higher CRC incidence rates for African Americans are: less healthcare insurance coverage less access to healthcare and subsequently lower CRC screening rates compared to Whites, fewer years of education and lower levels of knowledge about CRC (Cotunga et al., 1992; Powe, 1993). The more advanced colorectal cancer stage at diagnosis among
African Americans has been associated with lower income levels, lower education levels and higher likelihood of residing in neighborhoods with reduced healthcare access (Schwartz et al., 2003; Ward et al., 2004; Mandelblatt et al., 1996). This may partially attempt to explain the association between the higher CRC incidence rates in African Americans compared to the CRC rates within the White population groups of the district. Understanding the causes of the disparities in terms of cancer incidence is particularly important for reducing the unequal burden of cancer at the population level. One way to achieve this is with proper screening strategies that target the various dissimilarities among the distinctive racial groups of the district.

7.6 Theme II: CRC Screening

The overarching goal of CRC screening is to prevent CRC altogether through detecting and removing precancerous growths (colorectal polyps) that lead to cancer. Screening can reduce the death rates due to CRC, by decreasing the incidence rates and by detecting polyps and tumors early, when the available treatment options are most effective (Lieberman et al., 2008). Two of the screening tests modeled in Cancerscape are Fecal Occult Blood Test (FOBT) and Sigmoidoscopy/Colonoscopy (jointly called Endoscopy tests), that are also the most commonly used test for detecting and/or treating CRC.

The results of the model showing the proportion of population 50 years of age or over who have undergone any CRC screening procedures during the five-year simulation period by gender are presented in Figure 103.
Figure 103: Modeled CRC screening rates by gender, between 2000-2004

According to the data on CRC screening from the Behavioral Risk Factor Surveillance System (BRFSS) of 2004, the percentage of female residents of age 50+ who ever had a sigmoidoscopy or colonoscopy was 65.2%, compared to only 60.2% for males. According to the BRFSS data on CRC screening by gender, the same trend can be observed in the model results, as shown in Figure 104.
Screening in Cancerscape provides an opportunity to highlight one of the benefits of ABM for addressing the issue of missing data. Because CRC screening data for DC has only been collected by the BRFSS every couple of years, using simulated data, we can attempt to offer potential data for filling these gaps.

Disparities are observed in terms of screening as well. Figure 105 shows the screening rates for a period of 5 years for individuals covered by health insurance compared to those without any health insurance coverage.
Agents with health insurance were more likely, compared to their counterparts, to receive timely screening during the five simulated years. The difference between the two population groups is large, and lacking health insurance was shown to be an important factor influencing receiving up to date CRC screening, contributing to increased delays.

7.7 Theme III: CRC Survival

In 2000, CRC was a leading cause of cancer deaths in DC, nationwide and worldwide (Greenlee et al., 2000). In DC, CRC mortality rates were above the national average in 2000, with 28.8 and 20.7 deaths per 100,000 individuals, correspondingly.
The CRC mortality rates in Cancerscape compared to the mortality rates in DC between 2000 and 2004 are presented in Figure 106. Similar to the real world data, the
mortality rates in the model continued the downward trend up to the year 2003, followed by a sharper decrease in 2004. The decrease towards the final simulation year may be associated with the higher screening rates in the previous years as well as in the increase of the number of cancers detected early when treatment was most effective. The increase in screening rates during the first years is associated with Washington D. C. implementing the state mandate on CRC screening coverage on April 13, 2002, mandating that all healthcare plans to cover CRC screening procedures (Cokkinides et al., 2011). This was specified as part of input validation of Cancerscape.

Another form of disparities observed in Cancerscape is gender disparities. In Washington, D. C. men had higher CRC incidence rates compared to women (Section 5.6.2). Consequently, the results of the model showing the mortality rates in men compared to women are presented in Figure 107. This gender disparity persisted regarding other CRC measures such as CRC incidence and screening rates and continued to manifest in terms of CRC mortality rates as well.
A difference in CRC mortality rates across the five simulation years was also noticed for different races/ethnicities, with African Americans leading the gap in this regard as well, as shown in Figure 108.
CRC mortality rates in Cancerscape were higher in African Americans compared to all the other races, with Whites having lower CRC mortality rates compared to African Americans. This is consistent with previous results from real world data showing that African Americans benefited less from timely screening compared to Whites, therefore being more likely to present more often with advanced stages at diagnosis, that considerably influenced their survival.
In Cancerscape, deaths due to CRC depend on several factors with the stage at diagnosis being the most significant. As shown in Figure 109, agents diagnosed at earlier stages survive considerably longer compared to those diagnosed later.

![Figure 109: Modeled 5-year CRC survival rate by stage at diagnosis, 2000-2004](image)

The survival rate for agents with Stage 1 at diagnosis was significantly higher compared to all the other stages. Survival rate continued to decrease with advancing cancer stage at diagnosis, being the worst for agents diagnosed with Stage 4 CRC. This is
associated with the proportion of agents who received screening during the simulation period.

Agent survival and mortality also depend on the treatment type, its timeliness, affordability and quality. Treatment for CRC does not always result in successful outcomes. A proportion of agents, albeit small, die annually due to failed treatment or complications during screening and treatment procedures, as shown in Figure 110.

![Figure 110: Modeled mortality rates due to CRC and failed treatment, 2000-2004](image)
For instance, the success rate of the colonoscopy varies, as reported by several studies. Nelson et al. (2002) found the success rate of this procedure to be as high as .972. The probability of complications or subsequent death due to this procedure is rather low. Comparatively, the success rate of surgery combined with chemotherapy is about .35. It is considerably lower compared to chemotherapy alone, which is commonly applied to late stage CRC, when cancer is advanced and less responsive to treatment.

7.8 Theme IV: Delay in CRC Diagnosis and Treatment

Because early diagnosis leads to better treatment outcomes, improved rates of survival and sometimes to having CRC cured, time to diagnosis (and delay) has been thoroughly studied. Minimizing the delay of a cancer diagnosis relies heavily on patient factors, but is also influenced by the primary care physician and overall system factors as well. People may delay seeking medical attention for unusual symptoms due to various reasons, such as the lack of knowledge about specific symptoms that are linked to cancer, not perceiving those symptoms as serious and a lack of health insurance coverage, among others.

In order to study CRC-related delay in Cancerscape, the Anderson Model for Total Patient Delay, introduced in Section 3.8, is employed. Andersen et al. (1995) distinguished six main stages of delay in seeking a cancer diagnosis: (1) detecting unexplained symptoms, (2) inferring illness, (3) taking the decision to seek medical attention, (4) acting on that decision by making an appointment, (5) first receiving medical attention, and (6) beginning treatment for illness. In Cancerscape, the stage of taking the decision to seek medical care and acting on that decision by making an
appointment was considered jointly. The distribution of delay in days after running the model for five years is presented in Figure 111.

![Figure 111: Modeled delay in seeking medical attention and beginning treatment by health insurance (in days)](image)

Agents who had any type of health insurance experience reduced delay throughout all Andersen Model of Delay stages compared to those without any health insurance coverage. The difference was particularly prominent at the deciding to seek medical attention stage. After the agent notices their symptoms and perceives them as
serious, the possession of any type of health insurance becomes an important factor in the decision to seek medical attention.

Being covered by health insurance was a significant factor in influencing the total delay among the African American and White populations, as shown in Figure 112.

![Figure 112: Modeled delay in seeking medical attention and beginning treatment by race (in days)](image)

Both Whites and African Americans experience similar delays across all stages of Andersen Model of Delay. A combination of factors, such as the demographic characteristics of agents, their income, health insurance, perceived significance attributed
to symptoms together with race and ethnicity influenced the delays in getting medical attention and starting treatment for CRC.

Knowledge about CRC and having a family history of CRC were mostly significant within the first two stages of the delay continuum. Taking the decision to get the symptoms checked by a primary care physician was mostly influenced by the possession of health insurance, receiving medical attention and beginning treatment was mostly determined by income, as well as health insurance.

7.9 Scenarios and Discussion of Results

After presenting the model results in terms of incidence, screening, delay and survival, in this section I will discuss the scenarios implemented in the model. Cancerscape supports a variety of types of experiments. For the remainder of this chapter, three scenarios are presented for exploring “what if” situations in Cancerscape to investigate the implications of alternative selections regarding CRC screening, incidence, and survival, followed by an general summary of the chapter. As mentioned earlier in this chapter, a scenario can be referred to as a setting of the analytical experimental parameters that may influence future behaviors of the system (Goto & Takahashi, 2013).

7.9.1 Scenario 1: Reducing CRC Screening Age for Average Population

Several factors may affect screening rates, either directly or indirectly – and age is among the most significant factors. However, the benefits of CRC screening for the certain age groups does not always outweigh the harms. The United States Preventive Services Task Force (USPSTF, 2002) recommends screening for all adults starting the age of 50 and continuing up to age 75. For adults 75 or older the risks and benefits highly vary among the different individuals. Because the risk of developing CRC is higher in individuals
with a family history of CRC, USPSTF recommends that screening for this population group should begin at age 40 or sooner (colonoscopy is recommended ten years before the time of CRC diagnosis of the youngest relative). According to USPSTF (2002), CRC screening is the key to prevention colorectal cancer.

Countries without aggressive CRC screening and population education programs have not experienced the overall decreasing trend in CRC incidence that developed countries had experienced (Center et al., 2009). This highlights the important of screening at state, national and international level. Current screening guidelines recommend starting screening for CRC at the age of 50 for the average population in the United States. However, the CRC stage at diagnosis within this population group is usually advanced, with limited treatment options and worse chances of survival. Therefore, in this section I aim to explore a scenario of lowering the recommended screening age for CRC from 50 to 40 years. While this would be an experiment difficult to carry out in the real world, ABM offers the possibility to explore this on our citywide simulated population, as shown in Figure 113.

The recommended screening age in Cancerscape starts at the age of 50 for the general population and the age of 40 for the high-risk population groups (those with two or more relatives with CRC). Screening for the high-risk individuals starts ten years before the average risk population or 10 years before the earliest case of CRC in the family.
Reducing the recommended CRC screening age contributed to increased rates of CRC incidence for all simulated years in Cancerscape, as individuals between the age of 40 and 50 also received screening recommendations from their primary care physicians during annual physical exams. Reducing the recommended screening age further to 30 years resulted in only a small influence on the overall CRC incidence on some years compared to the strategy of starting screening for CRC at the age of 40. The increase in CRC incidence rates for the scenario with recommended screening age at 40 is explained by the fact that this policy helped detect more people with colorectal polyps or tumors.
whose diagnosis would otherwise be missed if recommended screening started at 50 years, as shown in Figure 114.

Figure 114: Modeled polyp removal rates by recommended screening age starting at 30, 40 and 50 years

Reducing the recommended CRC screening age resulted in more people having their polyps removed early in the process before they turned into cancer. Starting the CRC screening procedures for the general population beginning at the age of 30 did not result in a similar increase in the overall CRC incidence or polyp removal rates. This was probably due to the lower prevalence of colorectal polyps and tumors within this
population group, which is consistent with previous knowledge about the age distribution of polyps and CRC, as previously discussed in Section 5.6.1.

As a result of the increase in CRC incidence (with fewer agents getting diagnosed early), the policy scenario of reducing the recommended screening age to 40 years also had a positive influence on the overall CRC survival, as shown in Figure 115.

![Figure 115: Hours Modeled CRC survival by recommended screening age starting at 30, 40 and 50 years](image)

Compared to the current strategy of starting screening the average risk population at the age of 50, reducing the recommended screening age by ten years resulted in an a
16% total improvement in survival rates for all simulated years. Analogously to what was presented earlier, decreasing the recommended screening age further to 30 did not result in similarly improved CRC survival rates comparing to the scenario with the recommended screening starting at age 40 (Table 21).

Table 21: The change in survival rates by recommended screening age

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Survival</td>
<td>99.13</td>
<td>93.23</td>
<td>109.53</td>
<td>80.07</td>
<td>71</td>
<td>452.97</td>
</tr>
<tr>
<td>Min Screening Age, 40 Years</td>
<td>120.37</td>
<td>109.93</td>
<td>125.97</td>
<td>91.77</td>
<td>77.23</td>
<td>525.27</td>
</tr>
<tr>
<td></td>
<td>(+21%)</td>
<td>(+18%)</td>
<td>(+15%)</td>
<td>(+15%)</td>
<td>(+9%)</td>
<td>(+16%)</td>
</tr>
<tr>
<td>Min Screening Age, 30 Years</td>
<td>127.37</td>
<td>111.97</td>
<td>124.27</td>
<td>90.13</td>
<td>73.83</td>
<td>527.57</td>
</tr>
<tr>
<td></td>
<td>(-28%)</td>
<td>(-20%)</td>
<td>(-13%)</td>
<td>(-13%)</td>
<td>(-4%)</td>
<td>(-16%)</td>
</tr>
</tbody>
</table>

In the next, section I explore the influence of varying the levels of knowledge (to 30%, 60%, and 90%) about CRC symptoms and CRC risk factors for the general population.

7.9.2 Scenario 2: Increasing CRC Knowledge for General Population

Knowledge about CRC is an important contributor to reducing delays in CRC investigation procedures for agents with CRC. Knowledge about CRC has been shown to influence patient delay, primarily through screening pathways (Gimeno-Garcia et al., 2009; Cockburn et al., 2003). For an agent to consider seeking medical attention upon noticing symptoms, he initially needs to perceive them as serious and attribute these symptoms to a health issue that he has some knowledge about. In the case of CRC, it is common for people to attribute their symptoms to ailments other than CRC, such as diet, stress, hemorrhoids or aging processes (Siminoff et al., 2014). The initial population proportion with knowledge about CRC was set to 47% (Scroggins & Bartley, 1999).
The influence of CRC knowledge on CRC incidence, survival and delays were explored in Cancerscape by varying the population levels of CRC knowledge to 30%, 60%, and 90%, as shown in Figure 116.

![Figure 116: Modeled CRC incidence by CRC knowledge levels at 30%, 60% and 90%](image)

This policy resulted in increased CRC incidence rates during the first couple of simulated years, followed by a small reduction in the subsequent years. As a potential explanation for this pattern may serve the fact that most agents who needed a colonoscopy received it during the first years, and given that the recommended frequency
of this procedure is once every five years, the agents did not need it for the following years, therefore, the decrease in the overall CRC incidence occurred. Higher levels of CRC knowledge were associated with the higher incidence rates, as more agents with symptoms were more likely to attribute them to CRC and proceed with timely seeking medical care for their symptoms.

Underestimation of symptoms severity was shown to increase the patient delay in seeking medical care (Courtney et al., 2012). If the agent has knowledge about CRC or about his family history in particular, he is more likely to perceive the symptoms as serious and requiring medical care. As mentioned previously, for the symptoms typical to CRC it is common for people to attribute their symptoms to other conditions such as diet, stress, hemorrhoids or aging processes (Siminoff et al., 2012), therefore increasing the delay in both diagnosis and treatment.

Furthermore, even when agents have knowledge about CRC and attribute their symptoms to this condition, they may continue experiencing delays due to lack of health insurance. The results in terms of the Andersen Model of Total Patient Delay by health insurance coverage across the various levels of CRC knowledge are presented in Figure 117.
As expected, the higher the CRC knowledge levels, the lesser the delays across all stages of the Andersen Model of Total Patient Delay. CRC knowledge levels were particularly important in influencing delay at the ‘Noticing Symptoms’ stage as well as at the ‘Deciding to Seek Medical Attention’ step.

Higher levels of CRC knowledge resulted in increased rates of polyp removal during the colonoscopy procedures in the model, as shown in Figure 118.
Similar to the dynamics of CRC incidence for this scenario, the impact of varying the levels of CRC knowledge on polyp removal rates in the model was higher in the first couple of years. This is mainly due to the fact that most agents with existing CRC would associate their symptoms with this particular cancer type and seek medical care for their symptoms.

A similar pattern can be observed for CRC survival, as shown in Figure 119. CRC survival was higher for the setting with the highest CRC knowledge levels and lowest for the situation where agent population knowledge levels about CRC were only 30%.
CRC knowledge is an important factor not only for reducing the delay in CRC diagnosis, treatment, and improving early diagnosis, but also for improving CRC survival rates. Policies should be put in place to make knowledge about CRC symptoms and risk factors accessible to the general population. Declaring the month of March as the CRC Awareness Month, or having popular TV personalities openly discuss the importance of CRC screening are just a few ways by which the overall population knowledge levels about CRC could be increased. Recognizing the CRC symptoms and the importance of knowing one’s family history are pathways that could lead to catching CRC earlier when
the CRC death risks are lower and the treatment more efficient. The most desirable scenario (besides primary prevention) is to catch the polyps and remove them before they turn into full-blown CRC.

7.9.3 Scenario 3: Increasing the Health Insurance Coverage for Colonoscopies

Among the most beneficial interventions for decreasing mortality is increasing the health insurance coverage (Milstein et al., 2011; Wilper et al., 2009). Even though the colonoscopy procedures have been shown to considerably reduce CRC related deaths rates, not all health insurance plans cover colonoscopy procedures. As mentioned in Section 3.4, colonoscopy procedures are rather costly and are associated with higher risks compared to the alternative CRC screening methods - such as FOBT or barium enema. Even though these less expensive, they are also less sensitive (have higher false positive rates) and lack the capability to remove polyps during the screening procedure itself, if needed. Therefore, in this section, I explore the effect of different levels of colonoscopy coverage on CRC incidence, polyp removal rates and on the overall CRC mortality.

Varying the levels of coverage for colonoscopy (to 30%, 60%, and 90%) was initially explored in relation to CRC incidence. As expected, increased levels of health insurance coverage for colonoscopies contributed to reducing the overall rates of CRC incidence, as shown in Table 22.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence Colonoscopy, 30% (default)</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>Colonoscopy, 60%</td>
<td>72.63</td>
<td>55.77</td>
<td>85.13</td>
<td>56.8</td>
<td>44.57</td>
<td>314.9</td>
</tr>
<tr>
<td></td>
<td>(+6%)</td>
<td>(+4%)</td>
<td>(+1%)</td>
<td>(-9%)</td>
<td>(-12%)</td>
<td>(-2%)</td>
</tr>
<tr>
<td>Colonoscopy, 90%</td>
<td>71.83</td>
<td>61.13</td>
<td>83.33</td>
<td>54.53</td>
<td>41.87</td>
<td>312.7</td>
</tr>
<tr>
<td></td>
<td>(+5%)</td>
<td>(+14%)</td>
<td>(+3%)</td>
<td>(-12%)</td>
<td>(-19%)</td>
<td>(+3%)</td>
</tr>
</tbody>
</table>
A coverage of 60% for colonoscopies resulted in a slight increase in CRC incidence rates during the first few years followed by a decrease in incidence rates for all the following years. As expected, an increased health care insurance coverage for colonoscopies was associated with an even further decrease in the CRC incidence rates, as shown in Figure 120.

![Figure 120: Modeled CRC incidence rate by colonoscopy coverage levels at 30%, 60% and 90%](image)

Correspondingly, increasing colonoscopy coverage rates was also associated with higher polyp removal rates, as shown in Figure 121.
A colonoscopy coverage of 90% led to the highest levels of polyp removal rates. If the primary care physician recommended an agent to undergo colonoscopy, the likelihood is greater that he will undergo the procedure and have his polyps removed (if any) in the case in which he has healthcare coverage that covers this particular procedure. Polyp removal rates increased with increasing colonoscopy coverage levels for this particular procedure. Removing a larger number of polyps, and avoiding having them turn into cancer could prevent premature deaths. Colorectal polyps, that would have
otherwise been missed, were found early and removed, correspondingly influencing both CRC mortality and survival rates in the model.

Accordingly, higher levels of colonoscopy coverage were associated with reduced CRC death rates, as shown in Figure 12.

![Figure 12: Modeled CRC incidence rate by colonoscopy coverage levels at 30%, 60% and 90%](image)

This pattern could potentially be explained by the fact that individuals who had CRC and had the possibility to undergo the procedure early in the process, avoided early death while contributing to an overall decrease in the CRC mortality rates. Lesser levels
of colonoscopy coverage were associated with lower chances for agents that need this procedure to get it. The polyps were therefore missed, and they continue to develop over time into CRC, causing symptoms. With a more advanced stage at diagnosis, CRC survival rates decrease, and the CRC mortality rates increase. Similarly, a 60% increase in Colonoscopy coverage led to an increase in CRC survival, with the increase continuing when colonoscopy coverage was increased further to 90%, as shown in Figure 123.

Given that higher levels of colonoscopy coverage contributed to increased CRC survival rates, policies, especially regarding state mandates for CRC screening coverage, and particularly the ones covering colonoscopy procedure (or decreasing its costs) should be put in place and further studied. While other tests that screen for CRC are also important, they are not curative. Considering the fact that colonoscopy offers the possibility not only to find but also remove colorectal polyps before they turn into cancer, the possibility to afford colonoscopy, when recommended by a physician, can be life-saving.
Figure 123: Modeled CRC survival rate by colonoscopy coverage levels at 30%, 60% and 90%

7.10 Summary

Chapter 7 began with presenting the verification, validation and calibration aspects of Cancerscape. Following that, the results of the model were presented, starting with the resulting CRC incidence and mortality rates at the end of five simulation years, with a focus on the distribution of CRC by age, as well as by race, gender and health insurance coverage status.

Disparities were discussed throughout the chapter regarding race, gender and health insurance status. African Americans were more likely to develop CRC in
Cancerscape, and to die because of it compared to Whites. Whites were less likely to have their tumors diagnosed early (when treatment is most effective). Although an overall increase in screening rates has been observed in the district, CRC screening rates were higher in Whites compared to African Americans, which is also consistent with the lower health insurance coverage rates among African Americans. While the fundamental causes of these differences are multifactorial, late stage at diagnosis may explain more than half of the disparities between the White and African American population groups in terms of CRC survival (Mayberry et al., 1995). Disparities concerning gender have also been discussed. The chapter concluded with presenting the analysis and the comparison of the three scenarios explored in Cancerscape, contributing to the design of more informed cancer control policy strategies. Scenario analysis helps to increase the level of validation of ABMs. A comprehensive list of the scenario explorations presented in this section is provided in Appendix G.

A dashboard with the results presented in this section was created and is currently available for interactive exploration at this web address: http://cmetgher.github.io/cancerscape/ (Appendix A). The results at this site are available for the base case and for the three scenarios described in Section 7.9. For each scenario, the results are accessible for 30 individual separate runs. The algorithm for generating the dashboard and the tools used for this purpose are presented in Appendix B.
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“Today the network of relationships linking the human race to itself and to the rest of the biosphere is so complex that all aspects affect all others to an extraordinary degree. Someone should be studying the whole system, however crudely that has to be done, because no gluing together of partial studies of a complex nonlinear system can give a good idea of the behavior of the whole.”

(Murray Gell-Mann, 1997)

8.1 Introduction

The world is becoming increasingly complex and highly interconnected. The multilevel complexity inherent in the social determinants of cancer calls for new approaches for designing policies and interventions that would alter the dynamics of cancer at the population level.

Complex system methods are powerful tools for planning health policy, and some argue their use will considerably increase in the future (Maglio & Mabry, 2010). ABM,
in particular, is a powerful methodology for combining evidence from multiple sources in a systematic manner in order to generate analytical information and guide policy makers.

Once an ABM has been calibrated and validated, it can potentially be used guiding policy, by using scenario analysis to provide policy-relevant information, such as providing various screening scenarios and assessing their influence on the overall CRC incidence and mortality. In the case of cancer, evaluating scenarios of interest in real life would not only be difficult, but also unethical. Simulation-based models have been successfully used to advice policy and provide recommendations regarding interventions related to different health issues such as mental health (Koizumi et al., 2009), drinking behaviors (Gorman et al., 2006), obesity (Hammond, 2009) and pandemics (Epstein, 2009). Cancerscape integrates diverse data from multiple sources, existing frameworks, theories and knowledge from several disciplines to explore the social determinants of cancer within a unified framework. This chapter will discuss the policy aspect and the overall implications of this work.

8.2 CRC Legislation

Screening is among of the most cost-effective ways to prevent CRC. CRC is one of the merely two cancers that received a grade ‘A’ recommendation from the USPSTF (a Grade ‘A’ recommendation for a certain service is given by the USPSTF when there is confidence that the net benefit of offering that service is substantial) (Pignone et al., 2002).

The cost of a colonoscopy procedure (without polyp removal) was estimated to be within the range of $150 (Roge et al., 1994) and $1000 (Neugut & Young, 1996). The cost of colonoscopy including polypectomy (polyp removal) is estimated to be between
$150 (Gyrd-Hansen et al., 1998) and $1500 (Lieberman, 1995). Most states within the United States passed laws that mandate health insurance plans to cover CRC screening procedures, including the endoscopic testing methods. Several studies found a positive association between state mandates and the use of recent CRC screening tests for individuals with health insurance (Rathore et al., 2000; Nelson et al., 2002; Cokkinides et al., 2011). District of Columbia implemented the mandate on CRC screening coverage on April 13, 2002 (Cokkinides et al., 2011). While the mandates at the state level were shown to contribute to an increase in CRC screening test usage, other factors – such as demographic, socioeconomic, or the mere awareness of these benefits at individual, patient or physician level – need to be considered in order to understand the overall uptake in CRC screening test usage.

In the following two sections, I discuss the both the implications of Cancerscape as a tool as well as the implications of the results based on the model scenario analyses. Section 8.3 discusses the general implications of the Cancerscape framework while Section 8.4 focuses on the results of using the framework for exploring the various policy scenarios.

8.3 Overall Implications of the Cancerscape Framework

Among the most notable implications of this work is applying novel, computational social science methods in order to design and build a multi-level ABM of the social determinants of cancer. Cancerscape provides a new way to explore the complex nature of the social determinants of cancer into a dynamic and integrative framework that allows agent heterogeneity (in terms of demographics, socio-economic characteristics, risk
factors and social networks), integration of data and theories within a spatial context and interaction (between agents and among agents and their environment) providing a systems view on the social determinants of cancer. Cancerscape goes beyond the traditional reductionist approaches predominant in the discipline, to accommodate realistic key processes of cancer development as well as interactions and behavioral adaptations (according to peer influence) over time and within a relevant geographic environment. Consequently, cancer incidence and mortality trends emerge as a result of the dynamic interaction among agents and between agents and their environment.

By design, the Cancerscape framework allows extensibility to other cancer types. To accomplish this - spatial, socio-demographic and risk factor data preparation is needed, as well as information about the development and stage progression for the particular cancer type of interest is required. Cancerscape also provides an “artificial laboratory” that can be used as a tool for policy support, by offering the possibility to assess the outcomes of various policy scenarios.

8.4 Implications of Scenario Analyses Results

CRC prevention is one of the most promising avenues in medicine at this time (Sarfaty & Wender, 2007). Screening can both prevent CRC and reduce CRC mortality. While it is one of the most preventable cancers, CRC is the second leading cause of cancer deaths in the district. Most colorectal cancers develop from non-malignant polyps over an extended period, giving a wide window of opportunity to catch CRC early and prevent it from developing. Social determinants of cancer pose a complex public policy challenge, as indicated by the large number of factors involved and the nonlinear interactions between these factors.
The first scenario explored in Cancerscape focused on decreasing the recommended screening age for CRC, as shown in Table 23, and discussed in Section 7.9.1. The current screening age that also served as the default value for the model is the age of 50 for general population (for average risk individuals) and age 40 for those at higher risk, as recommended by the USPSTF (2002).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>Min Screening Age, 50 Years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min Screening Age, 40 Years</td>
<td>85.77</td>
<td>72.3</td>
<td>101.17</td>
<td>73.23</td>
<td>56.23</td>
<td>388.7</td>
</tr>
<tr>
<td></td>
<td>(+25%)</td>
<td>(+35%)</td>
<td>(+18%)</td>
<td>(+18%)</td>
<td>(+9%)</td>
<td>(+21%)</td>
</tr>
<tr>
<td>Min Screening Age, 30 Years</td>
<td>90.17</td>
<td>74.2</td>
<td>100.17</td>
<td>68.4</td>
<td>55.6</td>
<td>388.53</td>
</tr>
<tr>
<td></td>
<td>(+32%)</td>
<td>(+39%)</td>
<td>(+17%)</td>
<td>(+10%)</td>
<td>(+7%)</td>
<td>(+21%)</td>
</tr>
</tbody>
</table>

Decreasing the recommended screening age in Cancerscape to 40 years was associated with a substantial increase in the overall CRC incidence. The result of this policy scenario led to a total increase of 21% in CRC screening rates for the five years in Cancerscape. Further decreasing the recommended screening age to 30 years provided similar results to the previous policy, indicating that decreasing the recommended screening age further would be a less efficient avenue for exploration. This result may be attributed to the lower prevalence of colorectal polyps among the younger population.

Policy experiments with CRC screening in Cancerscape were shown to be the most efficient in reducing both incidence and mortality. The fewer people 50 years of age or older waited to get their symptoms checked by a primary care physician the higher the chances for doctors to find the polyps/tumors early when treatment is most effective,
resulting in better survival rates. The effects of decreasing the minimum recommended screening age were also explored regarding survival, as shown in Table 24.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Survival</td>
<td>99.13</td>
<td>93.23</td>
<td>109.53</td>
<td>80.07</td>
<td>71</td>
<td>452.97</td>
</tr>
<tr>
<td>Min Screening Age, 30 Years</td>
<td>127.37</td>
<td>111.97</td>
<td>124.27</td>
<td>90.13</td>
<td>73.83</td>
<td>527.57</td>
</tr>
<tr>
<td></td>
<td>(+28%)</td>
<td>(+20%)</td>
<td>(+13%)</td>
<td>(+13%)</td>
<td>(+4%)</td>
<td>(+16%)</td>
</tr>
<tr>
<td>Min Screening Age, 40 Years</td>
<td>120.37</td>
<td>109.93</td>
<td>125.97</td>
<td>91.77</td>
<td>77.23</td>
<td>525.27</td>
</tr>
<tr>
<td></td>
<td>(+21%)</td>
<td>(+18%)</td>
<td>(+15%)</td>
<td>(+15%)</td>
<td>(+9%)</td>
<td>(+16%)</td>
</tr>
</tbody>
</table>

Similar to the results regarding incidence, decreasing the recommended screening age to 40 years resulted in improved survival for all years in Cancerscape. While decreasing the screening age further by ten years resulted in slight improvements in 2000 and 2001, the total survival for all years did not increase compared to the strategy of starting screening at the age of 40.

The U. S. Congress designated March of the year 2000 as the first ever CRC awareness month (Shapiro et al., 2001), aiming to increase the awareness among the individuals eligible for screening and contribute to improving the CRC prevention efforts. Cancerscape allows playing out a number of policy scenarios to investigate the change in CRC incidence by exploring parameters such as knowledge about CRC while keeping the initial parameters the same. As shown in Table 25, CRC knowledge levels within the population were varied to explore their effects on CRC incidence.

Lower levels of knowledge about CRC among the population groups resulted in decreased incidence rates.
Table 25: Relative change in CRC incidence by year for Scenario 2

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>CRC Knowledge, 30%</td>
<td>64.47</td>
<td>45.4</td>
<td>80.53</td>
<td>64.63</td>
<td>53.27</td>
<td>308.3</td>
</tr>
<tr>
<td></td>
<td>(-6%)</td>
<td>(-15%)</td>
<td>(-6%)</td>
<td>(+4%)</td>
<td>(+3%)</td>
<td>(-4%)</td>
</tr>
<tr>
<td>CRC Knowledge, 60%</td>
<td>73.23</td>
<td>61.33</td>
<td>84.97</td>
<td>63.77</td>
<td>51.1</td>
<td>334.4</td>
</tr>
<tr>
<td></td>
<td>(+7%)</td>
<td>(+15%)</td>
<td>(-1%)</td>
<td>(+2%)</td>
<td>(-1%)</td>
<td>(+4%)</td>
</tr>
<tr>
<td>CRC Knowledge, 90%</td>
<td>80.93</td>
<td>73.57</td>
<td>89.2</td>
<td>64.03</td>
<td>50.57</td>
<td>358.3</td>
</tr>
<tr>
<td></td>
<td>(+18%)</td>
<td>(+37%)</td>
<td>(+4%)</td>
<td>(+3%)</td>
<td>(-2%)</td>
<td>(+11%)</td>
</tr>
</tbody>
</table>

Higher levels of CRC knowledge, on the other hand, was associated with increased CRC incidence rates, which came as a result of more agents getting screened and more polyps being removed before they would have eventually developed into cancer. With increased CRC knowledge levels, more opportunities to find cancer opened and more polyps that could have been missed - were removed. This also influenced the rates of CRC mortality. As shown in Table 26, increased CRC knowledge levels were correspondingly associated with increased rates in CRC survival.

Table 26: Relative change in CRC survival by year for Scenario 2

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Survival</td>
<td>99.13</td>
<td>93.23</td>
<td>109.53</td>
<td>80.07</td>
<td>71</td>
<td>452.97</td>
</tr>
<tr>
<td>CRC Knowledge, 30%</td>
<td>91.2</td>
<td>84.8</td>
<td>104.03</td>
<td>81.57</td>
<td>72.47</td>
<td>434.07</td>
</tr>
<tr>
<td></td>
<td>(-8%)</td>
<td>(-9%)</td>
<td>(-5%)</td>
<td>(+2%)</td>
<td>(+2%)</td>
<td>(-4%)</td>
</tr>
<tr>
<td>CRC Knowledge, 60%</td>
<td>102.97</td>
<td>98.33</td>
<td>114.23</td>
<td>82.83</td>
<td>71.8</td>
<td>470.17</td>
</tr>
<tr>
<td></td>
<td>(+4%)</td>
<td>(+5%)</td>
<td>(+4%)</td>
<td>(+3%)</td>
<td>(+1%)</td>
<td>(+4%)</td>
</tr>
<tr>
<td>CRC Knowledge, 90%</td>
<td>116.57</td>
<td>110.67</td>
<td>113.7</td>
<td>84.53</td>
<td>72.8</td>
<td>498.27</td>
</tr>
<tr>
<td></td>
<td>(+18%)</td>
<td>(+19%)</td>
<td>(+4%)</td>
<td>(+6%)</td>
<td>(+3%)</td>
<td>(+10%)</td>
</tr>
</tbody>
</table>
Increasing the CRC knowledge to 60% contributed to a total improvement in survival of 4% during the five simulation years in Cancerscape. Increasing the levels of CRC knowledge further to 90% led to a more than double increase in survival. The improvement in CRC incidence rates with increasing levels of CRC knowledge can be attributed to less advanced stages at diagnosis. This indicates the importance of developing policies aimed at targeting an increase in the population levels of CRC knowledge.

CRC awareness month presents one opportunity to accomplish this. Two successful examples of positive results achieved by increasing the levels of CRC knowledge are the “Super Colon” and the “Polyp Man” campaigns, shown in Figure 124 and Figure 125, respectively. The “Super Colon” is a physical model of the human colon, an inflatable installation with a height of 8 feet and a length of 20 feet that replicates the human colon. It has been successfully used on several occasions for the purpose of educating people about CRC risks and symptoms, as well as about the importance of early detection and timely treatment on survival. Several studies have shown these methods to be efficient in educating people about this particular type of cancer and motivating the eligible individuals to get screened as recommended (Finn et al., 2013; Fickle et al., 2015).
Another opportunity for increasing the awareness of CRC is indicated by the effects of celebrities and media personalities on CRC screening test use. An example of this is the boost in CRC screening rates associated with the TV personality Katie Couric’s televised colonoscopy (Cram et al., 2003). Also, the American Cancer Society with Ad Council created the “Polyp Man” – a “comic-book-style super-villain” (an actor wearing a padded red polyp suit) chased down by doctors in a TV show (Reynolds, 2003). More targeted policies aimed at increasing the knowledge about CRC, its risk factors, demystifying the myths around the screening procedures as well as regarding the importance of screening for early detection are necessary.

Health insurance coverage for colonoscopies was explored in the second scenario and described in Section 7.7. The initial coverage of health care plans for colonoscopy procedures was increased from 30% to 60% and 90%, as shown in Table 27.
Table 27: Relative change in CRC incidence by year for Scenario 3

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>Colonoscopy, 30%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colonoscopy, 60%</td>
<td>72.63</td>
<td>55.77</td>
<td>85.13</td>
<td>56.8</td>
<td>44.57</td>
<td>314.9</td>
</tr>
<tr>
<td></td>
<td>(+6%)</td>
<td>(+4%)</td>
<td>(-1%)</td>
<td>(-9%)</td>
<td>(-14%)</td>
<td>(-2%)</td>
</tr>
<tr>
<td>Colonoscopy, 90%</td>
<td>71.83</td>
<td>61.13</td>
<td>83.33</td>
<td>54.53</td>
<td>41.87</td>
<td>312.7</td>
</tr>
<tr>
<td></td>
<td>(+5%)</td>
<td>(+14%)</td>
<td>(-3%)</td>
<td>(-12%)</td>
<td>(-19%)</td>
<td>(-3%)</td>
</tr>
</tbody>
</table>

Increasing colonoscopy coverage levels contributed to a slight increase in CRC incidence during the first two years, followed by a marked CRC incidence decrease during the following years. The decrease between 2002 and 2004 can be attributed to the fact that more people received screening between 2000 and 2001 and they did not require the procedure for the following five years. The colonoscopy screening procedure and the frequency it should be administered according to the USPSTF are explained in more detail in Sections 3.4.1 and 6.7.3. While these are largely unrealistic cases to explore in the real life given the difficulty of implementation and the ethical and financial toll this would take, this policy can be easily explore in a validated ABM, and it was shown to contribute to a decrease in CRC incidence. One of the pathways by which healthcare coverage may affect CRC incidence is via screening.

Apart from contributing to an overall decrease in CRC incidence rates in Cancerscape, increased colonoscopy coverage was also associated with a significant increase in the polyp removal rates as a result of these procedures. It is assumed that the individuals eligible for screening are in total compliance with seeing a primary care physician on a yearly basis for an annual health exam. The result regarding the amount of
polyps removed by healthcare plans coverage levels for colonoscopies is presented in Table 28. The polyp removal rates increased with increasing levels of coverage.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, Polyp Removal Rate Colonoscopy, 30%</td>
<td>95</td>
<td>86.87</td>
<td>103.1</td>
<td>74.27</td>
<td>64.6</td>
<td>423.83</td>
</tr>
<tr>
<td>Colonoscopy, 60%</td>
<td>119.47</td>
<td>106.53</td>
<td>125.67</td>
<td>90.2</td>
<td>75.27</td>
<td>517.13</td>
</tr>
<tr>
<td>( +26% )</td>
<td>( +23% )</td>
<td>( +22% )</td>
<td>( +21% )</td>
<td>( +17% )</td>
<td>( +22% )</td>
<td></td>
</tr>
<tr>
<td>Colonoscopy, 90%</td>
<td>132.47</td>
<td>130.87</td>
<td>159.6</td>
<td>109.63</td>
<td>93</td>
<td>625.57</td>
</tr>
<tr>
<td>( +39% )</td>
<td>( +51% )</td>
<td>( +55% )</td>
<td>( +48% )</td>
<td>( +44% )</td>
<td>( +48% )</td>
<td></td>
</tr>
</tbody>
</table>

A 60% level of healthcare plan coverage for colonoscopy procedures was associated with a total polyp removal rate increase of 22% for all years in Cancerscape. The improvement associated with increasing colonoscopy coverage further to 90% was nearly double. This highlights the importance of health care coverage for CRC preventive services, as it gives the opportunity for physicians to provide eligible individuals with screening recommendations, so that they can get screened as necessary, given the fact that they have the procedure covered by health insurance.

DC had the highest mortality rates due to CRC in the United States for both males and females in 2000 (Stewart et al., 2004). Screening for CRC, as well as access to quality treatment, can contribute to considerably decreasing CRC mortality rates. Therefore, the effect of colonoscopy coverage was also explored in terms of CRC
mortality. As expected, increasing levels of coverage for colonoscopies led to decreased levels of CRC mortality, as shown in Table 29.

Table 29: Relative change in CRC mortality by year for Scenario 3

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colonoscopy, 60%</td>
<td>25.8</td>
<td>20.73</td>
<td>19.13</td>
<td>16.63</td>
<td>13.93</td>
<td>96.23</td>
</tr>
<tr>
<td>( -1%) ( -6%) ( -7%) ( -18%) ( -14%) ( -8%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colonoscopy, 90%</td>
<td>26.77</td>
<td>19.37</td>
<td>16.97</td>
<td>12.97</td>
<td>10.03</td>
<td>86.1</td>
</tr>
<tr>
<td>(+2%) (+13%) (+17%) (+36%) (+38%) (+18%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The total decrease in mortality for all years in the model was 8% for a colonoscopy coverage level of 60% and 18% for 90% colonoscopy coverage. The mortality rates due to CRC would considerably be reduced if more colorectal polyps were found early and removed (during colonoscopy procedures) before they turn into full-blown cancer and when the treatment becomes complicated, expensive or often impossible. If the window of opportunity to prevent cancer through screening was missed, treatment is the next line of defense to avoid CRC mortality. Policies targeting a decrease in the severity of the CRC stage at diagnosis could considerably improve survival. Policies should, therefore, be targeted to lowering the stage at diagnosis as the second line of defense, post primary prevention.

To efficiently accelerate the reduction in CRC mortality, a broader combination of policies aimed at decreasing the prevalence of risk factors, increasing the prevalence of protective factors, increasing the CRC screening rates and providing access to the best available treatments is necessary.
Finding opportunities to reduce the delay is another important factor that policies aimed at decreasing CRC incidence and mortality should consider. The waiting time before having a colorectal tumor diagnosed, and the time patients wait in getting screened or treated need to be reduced. These delays are influenced by factors at individual/agent level (such as knowledge about CRC, attitudes about CRC screening, cultural beliefs, age, gender or marital status), at healthcare provider level (such as doctor attitudes towards CRC screening, doctor gender or cultural background) and at system level – where factors such as CRC screening state mandates, lowering the costs of the screening tests and making them available to the eligible population play a role (delay is discussed in more detail in Section 3.8).

State policies regarding CRC should focus more on ways of preventing CRC, together with the efforts spent on advancing the treatment methods. The most effective way to decrease both incidence and mortality would be targeting CRC screening policies towards educating individuals about risk factors and symptoms of CRC in order to decrease delay before individuals seek medical attention for their symptoms. Using ABMs such as Cancerscape, we can identify areas where data is missing and attempt to fill those gaps using simulation data. Also, this can guide new data collection.

The scenarios explored in Cancerscape are merely for illustration purposes and are not meant to provide any predictive validity. By running the model several times with varying different parameters and noticing their influence on the overall dynamics of CRC, it is possible to develop hypotheses about what would work best and which scenarios are worth a more in-depth examination. However, Cancerscape provides a
framework that could be used for identifying policy interventions that are best suited to address specific concerns about CRC control.

8.5 Summary

Complex system methodologies offer suitable tools and techniques for addressing the complex nature of social determinants of cancer and for informing policy design. ABMs can discipline the policy discussion, making CRC control judgments more informed and reliable. Compared to ‘mental’ models, that are implicit – ABMs can explicitly be tested and their assumption verified (Epstein, 2006). Using ABMs, policy makers can test several hypotheses and exclude the ones producing system behaviors that are unrealistic and extremely dissimilar from the system being modeled. No model alone can displace human judgment, but ABMs has the advantage of offering transparency about the assumptions that go into the model, as well as in regards to their implementation. Being explicit, ABMs may be easier to understand by policy makers compared to equation-based models that require, is some cases, extensive mathematical elaboration. ABM helps in evaluating the effects of policy interventions before applying them to the real world.

Complex systems pose unprecedented challenges for the design of effective policy interventions. Because the elements of these systems are highly interconnected, policies targeted at one level of the system may influence other levels. Among the most cited examples of a negative influence due to the lack of consideration of the many levels involved in a complex system is the Lake Victoria upheaval (Fuggle, 2001). The introduction of a new fish species (Nile perch, one of the largest species of freshwater fish, reaching over 6ft in length) in Lake Victoria was associated with the near-eradication of a few hundreds of native species, disrupting the whole ecosystem.
This had numerous social and economic implications. New fishing companies were established, and tourism has grown. To preserve the meat of this fish, it needs to be smoked, as drying it under the sun is not an option (a strategy that was used for the previous lake fish species) due to its high-fat content. This led to increased deforestation and soil erosion (among other serious health issues) in the area (Reynolds & Greboval, 1988). While the initial goal of introducing this fish species was to improve the overall welfare of the population in that region, this policy did not consider the other levels of this ecosystem and did not anticipate the response of other system players. The wide range of actors involved, the levels and interactions that make up the social determinants of cancer, need to be systemically considered and accounted for when designing policy interventions.

The policy scenarios in Cancerscape are not specifically meant to predict the exact effects of changes in specific parameters on the overall system (even though that would be possible). It is rather meant to provide a test bed for addressing – qualitatively and quantitatively – the assessment of different policy options under similar initial assumptions. While the model provides the opportunity to test several policy scenarios for exploring various experiments and potential interventions aimed at altering the dynamics of colorectal cancer in terms of screening, incidence, survival, delays and mortality.

Cancerscape largely incorporates the systemic diversity involved in the several levels of the social determinants of colorectal cancer, addressing the heterogeneity of the agents involved in the system (their demographic, social, behavioral, network, tumor and
health-related characteristics among others). A source of diversity can be observed in the decision-making processes the boundedly rational agents take in regard to their health-related behaviors (Simon, 2000).

For future research directions, Cancerscape can be extended to explore more policies and interventions of interest that are not considered in this work. Interesting scenarios to explore may be an in-depth analysis of the diffusion of new treatments on the overall CRC survival, policies targeted on particular risk factor trends – looking at their effect on CRC incidence, environmental aspects or the effect of cancer advocacy groups in shaping CRC screening policy. Another idea would be to implement in the model some of the existing CDC chronic disease state policies for Washington, D. C. (CDC, 2015). Many of these policies may contribute to the risk factors trends in regard to CRC and having the possibility to test them on a dynamic, artificial society resembling the population of DC would also be of interest.

More attention is given to policies that helped individuals that are already sick compared to investing in designing policies that prevent illnesses from occurring in the first place (Heymann, 2005). While CRC is highly curable if found early, it remains to be a significant issue in Washington, D. C. and nationally, both in terms of incidence and mortality. Using and ABM approach we can distinguish system areas that would benefit the most of the specific interventions. These models can serve as ‘artificial laboratories’ where policy design can take place, the potential effects of certain interventions on the system as a whole can be assessed so that more informed decision can be taken. They can
complement existing methodologies in addressing the social determinants of cancer to offer a more comprehensive approach to controlling cancer.
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“As individuals and nations, we spend far more time and resources treating illnesses and injuries than we do addressing the conditions that give rise to them”

(Healthy Societies: from Analysis to Action, 2005)

9.1 Introduction

The predominant methodology in social epidemiology is relying on observational data (Kaplan, 2004). SDC’s emphasis on a broad range of factors tied to their social context calls for new methods that would address this multilevel complexity. In this dissertation, I attempted to employ novel complex system methodologies, ABM in particular, combined with social networks and GIS, to address this. In this section, I synthesize the
conclusions and findings of this dissertation. I will also discuss the wider scientific and policy implications of this work.

People who are poor live shorter lives and are ill more frequently than the rich ones. This fact suggests the high sensitivity of health to social circumstances (Wilkinson & Marmot, 2003) that are in turn associated with health outcomes. In theory, genes, biology, and health behaviors may explain about 25% of the whole population health, with the social determinants together with medical care accounting for the rest, as shown in Figure 126.

![Figure 126: Relative influence of the five major determinant categories of health: rough estimations (Source: Tarlov, 1999)](image)

The exact contribution of each of these factors is not precisely known at this time. Social determinants interact with other factors to influence behaviors that put individuals and communities are higher health risks. The complexity of the systems contributing to cancer incidence and mortality calls for novel, system-oriented approaches that address
the wide range of factors acting at multiple levels. Social determinants play a role at all levels of analysis across the cancer care continuum.

Individual behaviors, such as smoking or engaging in physical activity do not occur in isolation. They are influenced and shaped by a complex mix of biologic, as well as environmental, social and economic factors.

This chapter concludes this dissertation, summarizing the research findings and the broader scientific implications of this work. It discusses the results regarding the objectives highlighted in Section 1.4 and concludes with recommendations for future research and with general comments about what has been accomplished.

As mentioned in Section 1.3 of this dissertation, the overall aim of this work is to apply novel computational social science methodologies to better understand the social determinants of cancer. This dissertation attempted to provide an answer to the following research question: “Can a “bottom-up” agent-based approach help to gain insight into the complexity inherent in the social determinants of cancer?” The aims and objectives presented in Chapter 1 attempt to address this question. The extent to which these aims have been accomplished is elaborated below, by addressing each aim in particular.

9.2 Summary of Research Findings

This section discusses the extent to which the original objectives of this dissertation have been achieved, while summarizing the main research findings of this work.

1. Review and examine the literature on the social determinants of cancer to distinguish the factors and behaviors that are most relevant to be included in the model.

This objective was accomplished in the first three chapters while laying out the theoretical foundation of this dissertation. These initial chapters described how the
different sections of the model were conceptualized using the available data and existing theories from multiple disciplines. Chapter 2 reviews the relevant scientific literature on the social determinants of cancer. It initially defines and explains what is understood by SDC, and why they are referred to as the “fundamental causes” of health (Link et al., 1998). Several upstream factors, such as demographic, cultural, socioeconomic and environmental factors, among others, that predispose individuals and communities to engage in behaviors that are either protecting or health damaging are discussed (Kaplan 1996; Marmot 1998). I then introduce the NCI’s cancer continuum, describing the distinctive aspects of cancer prevention, detection, diagnosis, treatment and survivorship, followed by one of the most cited frameworks in SDC, proposed by Hiatt & Breen (2008). The framework focusing on how social determinants may influence cancer dynamics at the different stages of the cancer continuum is presented in Figure 1.

Chapter 2 proceeds by discussing the existing theories in the area of SDC, followed by a brief review of the importance of social networks to the different aspect of individual and community health. The link between complex systems and cancer is presented and motivated towards the end of the second chapter. Several characteristics of cancer make it a complex system (Agus & Gell-Mann, 2012; Gell-Mann, 2002; Barabási et al., 2011; Galea et al., 2010; Moore et al., 2011) are discussed, calling for new methodologies to address this complexity. The need for new approaches to address the SDC is motivated at the end of Chapter 2, as the current methodologies predominant in this discipline (mainly reductionist correlation-based analytic methods) do not address the full scale and complexity of this issue.
2. Review and examine the relevant literature on colorectal cancer to distinguish the factors and behaviors that are most relevant to be included in the model.

This aim has been accomplished throughout Chapter 3. The motivation behind choosing this cancer site was presented. Even though it is considered as one of the most largely preventable types of cancer, CRC is the third leading cancer in terms of cancer mortality in the world (Shike et al., 1990) and the second leading cancer killer in the United States. District of Columbia has the highest CRC deaths rates in the United States (CDC, 2011), and this one was of the reasons for choosing this area as the case study site for the model.

The process of CRC development is presented, with the assumption that most colorectal cancers begin from a polyp, which develops with the possibility of turning into cancer. Agents with colorectal polyps that are bigger than 1cm may turn into Stage 1 CRC. Therefore, the different CRC staging strategies were discussed. The risk factors that predispose agents to higher risks of developing CRC are discussed: such as smoking, diet, obesity, excessive alcohol consumption, physical activity or having a family history of CRC. All these factors that increase the risk of CRC have been documented and included in the model.

Particular attention was given to CRC prevention, because with regular screening CRC is largely preventable. The methods available for testing and screening for CRC were discussed (e.g., FOBT, colonoscopy), the treatment options and survival, as well as the quality of life, were introduced. Another CRC-related aspect that was addressed in this section and within the model is the delay in CRC diagnosis and treatment and its influence on CRC incidence, mortality and survival trends. Chapter 3 concludes with a
section on CRC disparities and the factors that contribute to the racial and gender gaps in CRC incidence and mortality.

3. **Synopsize the existing computational social science methodologies and motivate the use of agent-based modeling as the methodology of choice to address the social determinants of cancer.**

To accomplish this aim, Chapter 4 reviewed a few of the most common CSS methodologies, such as system dynamics, microsimulation models, agent-based modeling, geographic information systems (including their linkage/coupling with ABM) and social network analysis. The logic of simulation as a method is presented in Figure 17. The need for a data-driven and bottom-up methodology to address the reductionist view predominant in the study of SDC is presented, with the goal of shedding light into how social systems may influence the dynamics of cancer. General aspects of model calibration, verification and validation are provided. “Understanding our creations” was addressed by discussing UML as a way to describe the model workings, and the ODD protocol, that is commonly used for the purpose of publishing and presenting ABMs.

4. **Design and build an agent-based model that captures the complexity inherent in the social determinants of cancer.**

After laying the theoretical foundations in Chapters 2, 3 and 4 – the next aim of actually designing and building the model (Cancerscape) was targeted. The following chapter (Chapters 5) describes the study area (Washington, D. C.) and Chapter 6 proceeds with describing the process of designing and building the model.

As mentioned previously, the reason for choosing DC as the study site for the ABM study case is the fact that from 2000 to 2004 it had the highest CRC deaths rates in the United States, ranking sixth in the nation and continuing being the third highest in the
United States for CRC deaths (American Cancer Society, 2008). Because the prevalent methods for addressing the SDC, in general, are mainly reductionist correlation-based analytic methods, these two chapters present a new approach to address this problem. Chapter 5 begins with describing the characteristics of the study area for the study case. It starts with introducing the geography of the nation’s capital followed by the socio-demographic characteristics of the district population in 2000. The main focus was on the age distribution, race, ethnicity, marital status, education, income and poverty, employment and occupations. All these characteristics (based on the U. S. Census for DC) were used to synthesize the artificial population. Data from the BRFSS was used for attributing the health characteristics of DC residents. Characteristics such as obesity and overweight, physical activity, smoking and alcohol use, or the coverage by health insurance were included into the model. While the distribution of CRC rates in DC was available for the model simulation period, the data on polyp distribution was not. Therefore, the initial distribution of CRC polyp proportions by age and race among the initial population groups is estimated according to the method provided by Gopalappa et al. (2011). Chapter 5 concludes with data on CRC screening rates in DC, as screening can reduce the mortality due to CRC considerably (Mandel et al., 1993).

Chapter 6 presents the data types that go into the model followed by model description using the ODD protocol. The “Overview” section highlights the purpose of the model presenting a high-level model diagram. It proceeds with discussing the entities, state variables, and scales as well as the process overview and scheduling of Cancerscape. UML diagrams are used to represent the main modeling concepts. The
design concepts included in the model are interaction, emergence, adaptation, stochasticity, collectives and observation. In the ‘Details’ section, the model initialization, the input and the submodels, such as daily activities, agent behaviors, as well as cancer surveillance are introduced and discussed. At this stage, I also describe how the colorectal carcinogenesis was modeled, explaining how the screening and treatment sub-modules function together. Population generation is also explained close the end of this chapter. After the model was presented and thoroughly described in Chapter 6, the next dissertation aim highlights the processes of verification and validation of Cancerscape, followed by introducing the model results for the five year simulation time and an analysis of the results.

5. Verify, validate and analyze the results of the agent-based model executed during the previous step.

Verification and validation (V&V) are immensely important for ABMs (Sargent, 2000). Verification ensures that the model was build “right”, while validation helps make sure that the “right model was built” (Balci, 1998). For a model to be helpful to policy makers, it has to be properly verified and validated. Depending on the performance level the model aims for, certain validation techniques must be performed on the model for it to categorize according to the desired level of performance (Axtell & Epstein, 1994). Because no other agent-based models have been proposed to simulate the social determinants of colorectal cancer to date, Cancerscape aims for a classification target closer to Level 2 of performance. V&V has been executed accordingly to match the requirements of the performance level it attempts to attain. Cancerscape verification was performed using code walkthroughs, profiling, and sensitivity analysis. Validation was
performed from several perspectives. In particular, attention was given to *requirements validation* (having a precise definition of the real world questions of interest), *data validation*, *face validation* (a visual validity practice assessing if the model “looks” right), *process validation* (checking internal model steps to make sure they correspond with their analogous processes in the real world), *model output validation* (checking if the model output matches the actual system being modeled), and *agent validation* - to examine the agent activities and interactions and make sure they correspond to the individuals in the real world. Cancerscape was thoroughly tested as well.

**6. Apply the model to different scenarios, to increase the validity of the model, and explore policies that might work best in certain situations.**

Building on the previous sections, once the model has been verified and validated, a few scenarios have been explored to assess the extent to which the model replicates the real world phenomenon. The policy scenarios explored in Cancerscape investigate ways to reduce CRC incidence and mortality, as well as to decrease delays in cancer diagnosis and treatment.

As expected, lower stages at diagnosis were associated with increased survival rates and lower mortality rates. If tumors were diagnosed early, the chances of survival are higher compared to the agents with more advanced stages at diagnosis. The effects of delay were also explored as an alternative scenario. Delay significantly impacts the stage at diagnosis and is related to the overall CRC survival. While the goal of Cancerscape is not to explicitly provide precise predictions of CRC dynamics in Washington, D. C., the scenarios explored within the model mimic real world situations rather realistically, providing insights into ways to control CRC within the study area.
7. Assess the potential of agent-based modeling in addressing the social determinants of cancer.

Among the most notable objectives of this dissertation was to evaluate the potential of agent-based modeling to the study of the social determinants of cancer. To attempt to answer the main research question of this dissertation, that is: “Can a “bottom-up” agent-based approach help to gain insight into the complexity inherent in the social determinants of cancer?”, a citywide large scale model was built using novel computational social science methodologies such as ABM, SNA and GIS.

This bottom-up approach allowed addressing the research question from a broad perspective, accounting for the wide range of factors contributing to the SDC. Applying the model to a study case and exploring real world scenarios presents a step forward compared to the traditional, equation-based methods predominantly used in addressing the social determinants of cancer issues. The remainder of this chapter will continue answering this question by summarizing the research findings and discussing the broader scientific implications of this work. It will recommend future research directions and will conclude with general remarks.

9.3 Scientific Contributions

One of the previous presidents of Unites States, President Nixon, started the “War on Cancer” in 1971. Since then, cancer continued to remain among the leading causes of death in the nation. This is, in part, due to the reductionist thinking that has been predominant in cancer research for the last decades. This work attempted to address this reductionist thinking by employing novel, computational social science methodologies to the social determinants of cancer, which are often referred to as the “fundamental causes
of disease” or “the causes of the causes” (Link & Phelan, 1995). The work presented in this dissertation is novel. In the academic literature, there are no other published studies that address the social determinants of cancer using agent-based modeling. This dissertation represents a step towards opening new avenues of research in SDC for CSS.

More specifically, the research contribution of this work can be reflected in two aspects. Among the key contributions of this work is integrating social determinants of cancer theories (as mentioned in Section 2.2), models (such as the multistep model of carcinogenesis or Andersen Model of Total Patient Delay) and data from multiple sources into a unified framework. This framework is used to explore the social determinants of cancer using novel, computational social science methodologies. This dissertation may be the first attempt to do so. In contrast with the methods predominantly used to address the social determinants of health (such as regression, equation-based models), the work in this dissertation advances the research on SDC beyond these traditional methods by modeling heterogeneous, boundedly rational agents individually, considering their varied socio-demographic characteristics and interactions across time and space, accounting for the individual risk factors, behaviors and social influences. During the past decades, the focus in cancer research has been on understanding the biological processes of carcinogenesis. The focus was on one individual gene that has gone wrong, one single mutation, and one association. While this direction is certainly meaningful, this reductionist view does not consider the social context of the individual, together with the complexity of the various factors involved in disease causation. These factors, however,
consequently maintain an association with the disease even when intervening mechanisms change (Link & Phelan, 1995).

By integrating different sources of data and theories, this work opens new avenues for social determinants of cancer research by modeling a broad range of factors at different levels, providing an artificial laboratory for exploring the relationships and interactions that influence cancer development and progression. This is particularly important if we are interested in exploring fundamental mechanisms involved the social causation of cancer for providing ways to better control it.

Another way this dissertation contributes to existing research is by providing a test-bed for exploring policy scenarios and for potentially designing more informed policy interventions in the area of SDC. Regression-based models are limiting in their ability to provide inference regarding policy interventions, mainly to the fact that they do not allow realistic representations of the complexity inherent in human interactions and the social systems in the real world. Using agent-based models like Cancerscape we can design and test policy interventions that would be difficult or unethical to test in the real world. In the case of data-driven models, where ABMs represent realistic real world populations, these policy questions can be targeted towards specific populations of interest, so that new policies can be particularly designed for the population they will be further enacted upon. In such a way, the outcomes of implementing these policies can be assessed and modified before they are implemented in the real world.

In the field of social determinants of cancer, this work may contribute to attracting more computational social science applications to the wide range of issues this discipline
ABM has been successfully applied to address several health issues such as obesity, infectious diseases, smoking, and diet among others. The work in this dissertation demonstrates the applicability of these methods to address the social determinants of chronic conditions such as cancer, as well and encourages future efforts to address them in more detail and at larger scale.

9.4 Limitations

The research presented in this dissertation has shown how an agent-based, bottom-up methodology can be used to address the social determinants of cancer. This shed light into how social systems may influence the dynamics of cancer at the population level. When building any model, the modeler faced the challenge of simplifying a real world system to address specific research questions. Because models are mere abstractions of reality, several aspects of the real world system are omitted, phenomena and processes are simplified, and some of the elements of the real world system are left out. Models have limitations, and recognizing them is an important part of the process of documenting the model.

Computational limitations limited the scale and complexity that was initially planned for Cancerscape. Several simplifications had to be made to address these limitations. Simulations were run on a Macintosh Pro with a 2.6 GHz Intel Core i7 processor and 16 GB 1600 MHz DDR3 of memory. Increased computational power would have permitted for a richer specification of agent behaviors, and the employment of a wider range of experiments and scenarios. Also, even though the model has been carefully implemented, extensively tested and thoroughly verified, the potential for software errors to still exist in the code cannot be ruled out.
Another limitation of this work lies in the lack of sufficient data, making it difficult to specify certain agent rules or other processes explicitly. Therefore, in such cases, transition probabilities were used. The main empirical data sources used for the purpose of this model were obtained from surveys. The U. S. Census and BRFSS surveys are the main data sources used for Cancerscape initialization and calibration. By utilizing these representative surveys, the Cancerscape agents were assigned realistic demographic, socioeconomic, and health-related characteristics representative of the DC population (complemented with data from secondary sources). One of the limitations of these datasets is that they use one-time data collection procedures for the measurement of subjects. In the next section, recommendations for future work in presented.

9.5 Future Research

The main focus of this work was to attempt to answer the main research question and explore the social determinants of cancer using a bottom-up, agent-based modeling methodology, combined with SNA and GIS. However, most of the processes and phenomena modeled in this dissertation could benefit from a more in-depth exploration. Complex behaviors that lead to health conditions, like for instance - obesity (that is a CRC risk factor in itself) could benefit from richer and more thorough representation.

This work could be extended in several research directions. An obvious extension of this work would be extending Cancerscape to implement and model other cancer sites, such as prostate or breast cancer. Cancerscape is, by design, relatively easy to extend. Because it is particularly targeted towards the social determinants of cancer, the cancer types that would be best to implement using this framework are the ones for which social determinants have been shown be important drivers of either incidence or mortality.
Another direction that would be interesting to explore in Cancerscape is the influence of migration on cancer dynamics. Migrants tend to embody the cancer patterns of the country to which they migrated (Doll & Peto, 1981). For instance, Japanese people have higher rates of stomach cancer and lower rates of colon cancer, in comparison to the U. S. population. However, these differences have been found to gradually disappear in Japanese families that have moved to the U. S., as the migrants tend to acquire higher colon cancer rates and reduced stomach cancer rates.

Cancer takes a long time to develop. Therefore, it would be interesting to run the model longer than five years. Running it for several decades would allow incorporating early life exposures into the model. This would also permit observing a few generations of agents and better understand the genetic component of CRC, as agents with a history of CRC in a first-degree relative are at increased risk of CRC. If more than one first-degree relative has CRC, the risk continues to increase. Running the model longer would require considerably more computational power, which given the increasing computer power and its availability (as shown by Moore’s law) should become easier in the imminent future.

In the presence of cost data, the model could be extended to explore the comparison of the cost-effectiveness of different screening strategies and treatment interventions, as well as the impact of screening on the overall quality-adjusted life years (QALY). Similarly, it would be interesting to extend the model to explore the quality of life and influence of side effects post CRC treatment.
Among the policy scenarios that could additionally be implemented in Cancerscape would be providing workspace incentives for employed individuals to undergo CRC screening. Also, the newly developed CRC treatment methods can be incorporated into the model to explore the combination that is most appropriate for each agent diagnosed with CRC within Cancerscape. Post treatment, it would be interesting to explore what affects the quality of life of agents with CRC, and design policies aimed at increasing their quality of life.

While this would add extra complexity to the already extensive and computationally expensive model, it would be interesting to extend Cancerscape by including CRC tumor-level characteristics. For instance, CRC patients with tumors located on the right side of their colon have a worse prognosis compared to those who have their tumors on the left side (Loupakis et al., 2015).

9.6 Concluding Remarks

This dissertation has explored the use of computational social science methods for exploring the social determinants of cancer. By employing a data-driven agent-based approach combined with SNA and GIS, and combining data and theories from multiple sources and disciplines - this research created a unified framework that can account for the multilevel complexity inherent in the SDC and that drives the dynamics of such complex, hard to predict systems. While they certainly have shortcomings, computational social science methods represent the most suitable currently available approaches for modeling systems characterized by a wide range of actors and interactions, which involve many levels of analysis and complex emergent behavior.
The study case of colorectal in Washington, D. C. provided additional validity to the agent-based approach, presenting areas where insights could be gained by employing a CSS approach. Specifically, the large-scale agent-based model presented in this work showed how this methodology could be useful in shedding light into how the SDC influence measures of cancer dynamics such as incidence, screening, delay and mortality. This final chapter presented a summary of the research findings and how they relate to the initial aims and objectives of this dissertation. It discussed the broader scientific contributions of this work. The research limitations were accounted for, and future research and extensions to the existing model were addressed. Finally, concluding remarks addressing the general results of this work were provided.

This work lays the foundation for studying the social determinants of cancer dynamically from the bottom-up, using novel, computational social science techniques. While there is space for improvement in potential future versions of Cancerscape, the model – as it is now – represents a significant advance over the predominantly used equation-based regression models in addressing the complexity of the actors, the multiple levels of analysis and the nonlinear interactions and behaviors that characterize the social determinants of cancer. CSS methodologies represent a promising avenue for future research into the social determinants of cancer and for exploring policy scenarios aimed at designing successful cancer control policy interventions.
APPENDIX A: CANCERSCAPE RESULTS PRESENTATION DASHBOARD

The dashboard (available at http://cmetgher.github.io/cancerscape/) was created to facilitate the presentation of the model results and provide an interactive experience with the Cancerscape results that are presented both as the average of 30 separate runs for the five simulated years, as well as for each individual run separately. By selecting several runs from the column on the right, the corresponding results are added on the main chart, for a comparative presentation of the model results.
APPENDIX B: ALGORITHM FOR GENERATING THE RESULTS DASHBOARD
A. When the model is running, events such as incidence, mortality, and screening take place. The data collection registries listen to these events, collect the necessary information and pass them to the data writer. The data writer dumps the information to appropriate CSV files. Following this, the node server pre-processes and aggregates the data.

B. CSV files can contain tens of thousands of lines and be really large. Therefore, the aggregates that are needed for any one chart are really small. This is why the data pre-processing step is necessary so that we can only save in JSON format what is actually needed for display.

C. Following step B, the browser fetches the data from the JSON files. Subsequently, the user interface is built using the D3.js framework. A spot within the UI is prepared for each individual chart.

D. Following the previous steps, the data is finally portrayed for an easier interaction with the model results.
APPENDIX C: SPATIAL DISTRIBUTION OF CRC INCIDENCE FOR AFRICAN-AMERICANS, 2000-2004

Presented here is the spatial distribution of CRC incidence for African-Americans in Cancerscape, by tract. The different shades of pink for the tracts represent the density of...
the African-American agents with CRC within that tract, with tracts in lighter shades of pink containing less African-American CRC agents, and tracts in darker shades of pink containing more African-American agents with CRC. This is consistent with the racial distribution of African-Americans in the Washington DC area, as shown in Figure 26.

Additionally, as mentioned in Chapter 5, the African Americans in Washington, DC live primarily on the east of 16th street, while Hispanics are concentrated in Silver Spring, Adams Morgan and Arlington/Fairfax, VA. This area of DC contains less primary care facilities and higher poverty rates compared to the other areas of the district, as shown in Figure 32. This highlights the importance of future research to address these disparities.
APPENDIX D: HIGH LEVEL MODEL OVERVIEW

This high-level diagram shows the general model overview. The data types that go into the model are of several types: demographic, social, behavioral, risk factor data, CRC related information, geographic data, and social networks.
APPENDIX E: OVERVIEW OF CANCERSCAPE MODULES INTERACTION
## APPENDIX F: SUMMARY OF DEFAULT INPUT PARAMETERS

<table>
<thead>
<tr>
<th>LEVEL</th>
<th>PARAMETER</th>
<th>DEFAULT</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>INDIVIDUAL</td>
<td>Age distribution</td>
<td>0-115</td>
<td>The distribution of Washington D.C. population by age groups in 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>USCB, 2000</td>
</tr>
<tr>
<td>DEMOGRAPHIC</td>
<td>Gender Distribution</td>
<td>MALE</td>
<td>The proportion of Men and Women in Washington, DC in 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FEMALE</td>
<td>USCB, 2000</td>
</tr>
<tr>
<td></td>
<td>Racial distribution</td>
<td>WHITE</td>
<td>The racial distribution of Washington D.C. population in 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFRICAN_AMERICAN</td>
<td>USCB, 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AMERICAN_INDIAN</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ASIAN</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NATIVE_HAWAIIAN</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TWO_OR_MORE_RACES</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOME_OTHER_RACE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>LESS_THAN,HIGH_SCHOOL</td>
<td>The proportion of people by education level in Washington, DC in 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOME_COLLEGE_OR_ASSOCIATE</td>
<td>USCB, 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BACHELORS DEGREE OR HIGHER</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LESS THAN 5TH GRADE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>FIFTH TO 8TH GRADE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NINTH TO 12TH GRADE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO_DIPLOMA</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HIGH SCHOOL GRADUATE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOME COLLEGE_CREDITS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ONE OR MORE_YRS OF COLLEGE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ASSOCIATE DEGREE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>BACHELORS DEGREE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MASTERS DEGREE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PROFESSIONAL DEGREE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LESS THAN 5TH GRADE</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5TH TO 8TH GRADE</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9TH TO 12TH GRADE</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HIGH SCHOOL GRADUATE</td>
<td>20.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOME COLLEGE_CREDITS</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/MORE YEARS OF COLLEGE</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ASSOCIATE DEGREE</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BACHELOR'S DEGREE</td>
<td>18.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MASTER'S DEGREE</td>
<td>11.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PROFESSIONAL DEGREE</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DOCTORATE DEGREE</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PERCENT HIGHER SCHOOL GRADUATE/HIGHER</td>
<td></td>
</tr>
<tr>
<td>DOCTORATE_DEGREE</td>
<td>77.8</td>
<td>Percent bachelor’s degree or higher</td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>------</td>
<td>-----------------------------------</td>
<td></td>
</tr>
</tbody>
</table>

### Marital Status

<table>
<thead>
<tr>
<th>Status</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never Married</td>
<td>48.4</td>
</tr>
<tr>
<td>Now Married</td>
<td>29.9</td>
</tr>
<tr>
<td>Separated</td>
<td>4.2</td>
</tr>
<tr>
<td>Widowed</td>
<td>7.8</td>
</tr>
<tr>
<td>Divorced</td>
<td>9.7</td>
</tr>
</tbody>
</table>

The distribution of Washington D.C. population by marital status in 2000

**USCB, 2000**

### Employment

<table>
<thead>
<tr>
<th>Status</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>In labor force</td>
<td>63.6</td>
</tr>
<tr>
<td>Civilian labor force</td>
<td>62.9</td>
</tr>
<tr>
<td>Employed</td>
<td>56.1</td>
</tr>
<tr>
<td>Unemployed</td>
<td>6.8</td>
</tr>
<tr>
<td>Armed Forces</td>
<td>6.7</td>
</tr>
<tr>
<td>Not in labor force</td>
<td>36.4</td>
</tr>
</tbody>
</table>

The distribution of Washington D.C. population by employment status in 2000

**USCB, 2000**

### Income

<table>
<thead>
<tr>
<th>Income</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 to $9,999 or less</td>
<td>2.1</td>
</tr>
<tr>
<td>$10,000 to $14,999</td>
<td>5.1</td>
</tr>
<tr>
<td>$15,000 to $24,999</td>
<td>16.5</td>
</tr>
<tr>
<td>$25,000 to $34,999</td>
<td>20.0</td>
</tr>
<tr>
<td>$35,000 to $49,999</td>
<td>20.7</td>
</tr>
<tr>
<td>$50,000 to $74,999</td>
<td>17.6</td>
</tr>
<tr>
<td>$75,000 to $99,999</td>
<td>8.2</td>
</tr>
<tr>
<td>$100,000 or more</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Individual earnings by sex in Washington D.C. in 2000

**USCB, 2000**

### Relatives with CRC

<table>
<thead>
<tr>
<th>Relatives</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>80.0</td>
</tr>
<tr>
<td>One</td>
<td>15.0</td>
</tr>
<tr>
<td>Two or more</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Individuals with a familial risk
Those who have two or more 1st or 2nd degree relatives (or both) with CRC make up approximately 20% of all CRC cases

**Lynch & Chapelle, 2003**

### Smoking Status

<table>
<thead>
<tr>
<th>Status</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smokes Daily</td>
<td>17.1</td>
</tr>
<tr>
<td>Smokes Some Days</td>
<td>6.7</td>
</tr>
<tr>
<td>Former Smoker</td>
<td>19.2</td>
</tr>
<tr>
<td>Never Smoked</td>
<td>56.9</td>
</tr>
</tbody>
</table>

Adults who are current smokers by race

**CDC BRFSS, 2000**

### Physical Activity Status

<table>
<thead>
<tr>
<th>Status</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>38.6</td>
</tr>
<tr>
<td>Black</td>
<td>24.5</td>
</tr>
<tr>
<td>Hispanic</td>
<td>26</td>
</tr>
<tr>
<td>Others</td>
<td>33</td>
</tr>
</tbody>
</table>

Adults with 30+ minutes of any physical activity five or more days per week

**CDC BRFSS, 2000**

### Obesity Level

<table>
<thead>
<tr>
<th>Status</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>7.4</td>
</tr>
<tr>
<td>Black</td>
<td>30.7</td>
</tr>
<tr>
<td>Hispanic</td>
<td>20.7</td>
</tr>
<tr>
<td>Others</td>
<td>14.9</td>
</tr>
</tbody>
</table>

Distribution of obesity levels by race in Washington D.C. in 2000

**Weight classification by Body**

**CDC BRFSS, 2000**
<table>
<thead>
<tr>
<th>Health Insurance Coverage</th>
<th>Mass Index (BMI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Covered</td>
<td>12.8</td>
</tr>
<tr>
<td>Covered by Private/Government</td>
<td>87.2</td>
</tr>
<tr>
<td>Private: Total</td>
<td>69.6</td>
</tr>
<tr>
<td>Private: Employment based</td>
<td>62.1</td>
</tr>
<tr>
<td>Government: Medicaid</td>
<td>14.2</td>
</tr>
<tr>
<td>Government: Medicare</td>
<td>13.6</td>
</tr>
<tr>
<td>Government: Military</td>
<td>2.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fruits and Veggie Consumption</th>
<th>Proportion of population who consumed more or less than the recommended 5 servings of fruits and vegetables a day by gender, in Washington, DC in 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumed 5 or more times/day</td>
<td>men: 28.4</td>
</tr>
<tr>
<td>Consume less than 5 times/day</td>
<td>men: 71.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heavy Drinking Status</th>
<th>Proportion of heavy drinkers by age group in Washington D. C. in 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>true, false</td>
<td>age group: 18-24 25-34 35-44 45-54 55-64 65+</td>
</tr>
<tr>
<td>yes</td>
<td>men: 12.3</td>
</tr>
<tr>
<td></td>
<td>men: 4.6</td>
</tr>
<tr>
<td></td>
<td>men: 3.9</td>
</tr>
<tr>
<td>no</td>
<td>men: 87.7</td>
</tr>
<tr>
<td></td>
<td>men: 95.4</td>
</tr>
<tr>
<td></td>
<td>men: 96.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Red Meat Consumption</th>
<th>Proportion of people by daily consumption of red or processed meat</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0..1.0</td>
<td>men: 0.39 women: 0.39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CRC Cancer Stage</th>
<th>Distribution of colorectal cancer cases by stage and gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO_CANCER</td>
<td>men: 1 II III IV(%) women: I II III IV(%)</td>
</tr>
<tr>
<td>POLYP1_5</td>
<td>men: 36 34 25 5 women: 36 34 24 6</td>
</tr>
<tr>
<td>STAGE_1</td>
<td>men: 40 37 19 4 women: 38 41 18 3</td>
</tr>
<tr>
<td>STAGE_2</td>
<td>men: 36 37 24 3 women: 40 39 17 3</td>
</tr>
<tr>
<td>STAGE_3</td>
<td>men: 36 36 22 5 women: 37 36 21 5</td>
</tr>
<tr>
<td>STAGE_4</td>
<td>men: 36 36 22 5 women: 37 36 21 5</td>
</tr>
<tr>
<td>STAGE_5</td>
<td>men: 36 36 22 5 women: 37 36 21 5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Race</th>
<th>Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>White</td>
<td>I II III IV(%)</td>
</tr>
<tr>
<td></td>
<td>African American</td>
<td>40 36 19 5</td>
</tr>
<tr>
<td></td>
<td>Asian American/</td>
<td>36 34 25 5</td>
</tr>
<tr>
<td></td>
<td>Pacific Islander</td>
<td>36 34 24 6</td>
</tr>
<tr>
<td>Women</td>
<td>American Indian/</td>
<td>40 37 19 4</td>
</tr>
<tr>
<td></td>
<td>Alaska Native</td>
<td>36 37 24 3</td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>36 36 22 5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Health insurance coverage in Washington D. C. in 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>Covered by Private/Government: 69.6</td>
</tr>
<tr>
<td>Women</td>
<td>Covered by Private/Government: 62.1</td>
</tr>
<tr>
<td>Cancer Index</td>
<td>Assigned proportional to the stage at diagnosis</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>CRC Knowledge</td>
<td>0.47</td>
</tr>
<tr>
<td>Fear of Cancer</td>
<td>0.59</td>
</tr>
<tr>
<td>Delay Category</td>
<td>Delay type</td>
</tr>
<tr>
<td></td>
<td>SUSPECT NOTHING</td>
</tr>
<tr>
<td></td>
<td>DecideToSeekMedicalAttentionBaseProbability 0.07</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Home Location</td>
<td>Coordinate</td>
</tr>
<tr>
<td>Workplace Location</td>
<td>Coordinate</td>
</tr>
<tr>
<td>Nearest Hospital</td>
<td>Coordinate</td>
</tr>
<tr>
<td>Yearly Health Exam</td>
<td>Day</td>
</tr>
<tr>
<td>Tracts Layer</td>
<td>Shapefile</td>
</tr>
<tr>
<td>Houses Layer</td>
<td>int</td>
</tr>
<tr>
<td><strong>Primary Care Units</strong></td>
<td>Shapefile</td>
</tr>
<tr>
<td>------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td><strong>Roads Layer</strong></td>
<td>Shapefile</td>
</tr>
<tr>
<td><strong>Number of Agents</strong></td>
<td>int</td>
</tr>
<tr>
<td><strong>Number of Households</strong></td>
<td>int</td>
</tr>
<tr>
<td><strong>Household Types</strong></td>
<td>Married Couples With Children</td>
</tr>
<tr>
<td></td>
<td>Other Family With Children</td>
</tr>
<tr>
<td></td>
<td>Individuals Living Alone</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family Risk Coefficient</strong></td>
<td>0-2</td>
</tr>
<tr>
<td><strong>Age Risk Coefficients</strong></td>
<td>0-2.39</td>
</tr>
<tr>
<td><strong>Screening Sensitivity</strong></td>
<td>FOBT</td>
</tr>
<tr>
<td></td>
<td>BARIUM_ENEMA</td>
</tr>
<tr>
<td></td>
<td>FLEXIBLE_SIGMOIDOSCOPY</td>
</tr>
<tr>
<td></td>
<td>COLONOSCOPY</td>
</tr>
<tr>
<td><strong>Treatment Success Probabilities</strong></td>
<td>SURGERY</td>
</tr>
<tr>
<td></td>
<td>SURGERY_AND_CHEMO</td>
</tr>
<tr>
<td></td>
<td>CHEMO_PALLIATIVE</td>
</tr>
<tr>
<td></td>
<td>COLONOSCOPY</td>
</tr>
<tr>
<td><strong>Minimum Screening Age</strong></td>
<td>int</td>
</tr>
</tbody>
</table>
average risk individuals to start at age 50 for the high risk population group (such as individuals with a family history of CRC) CRC screening should begin at age 40 or sooner (colonoscopy is recommended 10 years before youngest relative)

<table>
<thead>
<tr>
<th>CRC Base Prevalence</th>
<th>int</th>
<th>1646</th>
<th>The number of people living with colorectal world in DC in 2000</th>
<th>NCI SEER, 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandatory CRC Screening 2002?</td>
<td>true, false</td>
<td>TRUE</td>
<td>District of Columbia implemented the mandate on CRC screening coverage on April 13, 2002</td>
<td>Cokkinides et al., 2011</td>
</tr>
<tr>
<td>Time Manager</td>
<td>hourly</td>
<td>1/1/2000</td>
<td>A time step (tick) in the model is one hour.</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX G: SUMMARY OF MAIN SCENARIO RESULTS

<table>
<thead>
<tr>
<th>SCENARIO</th>
<th>EXPECTED RESULT</th>
<th>POLICY</th>
<th>ACTUAL RESULT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario I: Reducing recommended CRC screening age</td>
<td>Reducing recommended CRC screening age should increase incidence rates and polyp removal rates.</td>
<td>Ia. Screening starting at age 40 for general population and at 30 for people with family history of CRC</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, Polyp Removal Rate</td>
<td>Base scenario, Min Screening Age, 40 Years</td>
<td>113.4 (+19%)</td>
<td>99.7 (+15%)</td>
<td>117.63 (+14%)</td>
<td>84.2 (+13%)</td>
<td>68.7 (+6%)</td>
</tr>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>Base scenario, Min Screening Age, 40 Years</td>
<td>85.77 (+25%)</td>
<td>72.3 (+35%)</td>
<td>101.17 (+18%)</td>
<td>73.23 (+18%)</td>
<td>56.23 (+9%)</td>
</tr>
</tbody>
</table>

Reducing recommended CRC screening age from 50 to 40 years contributed to more agents getting timely screening and to a subsequent increase in overall CRC incidence. There was a 25% improvement compared to the base model scenario where recommended screening age is 50 years in 2000 that was sustained during the following 4 years. The highest increase in incidence has been observed during the first two years.

Individuals of age 40 or over who went for a yearly checkup received the screening recommendation sooner, which also led to more polyps being detected and removed during the colonoscopy screening procedures. This scenario helps detect more people with colorectal polyps whose diagnosis would be missed if screening started 10 years later (at the currently recommended age of 50).
Ib. Screening starting at age 30 for general population and at 20 for people with family history of CRC

Further decreasing the recommended CRC screening age resulted in a marginal improvement over the previous policy. This can be due to the overall decreased of the prevalence of colorectal polyps among individuals younger than age 40 (Gopalappa et al., 2011).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>Min Screening Age, 30 Years</td>
<td>90.17</td>
<td>74.2</td>
<td>100.17</td>
<td>68.4</td>
<td>55.6</td>
<td>388.53</td>
</tr>
</tbody>
</table>

Further decreasing the recommended CRC screening age resulted in a marginal improvement over the previous policy. This can be due to the overall decreased of the prevalence of colorectal polyps among individuals younger than age 40 (Gopalappa et al., 2011).

Scenario II: Increasing CRC knowledge

Increased population levels of knowledge about CRC should lead to increased CRC incidence, increased polyp removal rates and improved survival.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>CRC Knowledge, 30%</td>
<td>(-6%)</td>
<td>(-15%)</td>
<td>(-6%)</td>
<td>(+4%)</td>
<td>(+3%)</td>
<td>(-4%)</td>
</tr>
</tbody>
</table>

The default level of knowledge about colorectal cancer and its symptoms in Cancerscape is 47% (Scroggins & Bartley, 1999). As expected, a decrease in the CRC knowledge within the agent population was associated with a slight decrease in the CRC incidence rates, colorectal polyp removal rates and a subsequent decrease in the overall CRC survival.
IIb. Increasing CRC knowledge to 60%

As expected, increasing CRC knowledge led to increased CRC incidence rates. A 60% population level of CRC knowledge was associated with a 7% increase in CRC incidence in 2000 and 15% in 2001. The following years there were some slight fluctuations but the overall increasing CRC incidence trend was sustained.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>CRC Knowledge, 60%</td>
<td>73.23</td>
<td>61.33</td>
<td>84.97</td>
<td>63.77</td>
<td>51.1</td>
<td>334.4</td>
</tr>
<tr>
<td>Base scenario, Polyp Removal Rate</td>
<td>95</td>
<td>86.87</td>
<td>103.1</td>
<td>74.27</td>
<td>64.6</td>
<td>423.83</td>
</tr>
<tr>
<td>CRC Knowledge, 60%</td>
<td>98.07</td>
<td>91.47</td>
<td>107.43</td>
<td>78.03</td>
<td>65.1</td>
<td>440.1</td>
</tr>
<tr>
<td>Base scenario, CRC Survival</td>
<td>99.13</td>
<td>93.23</td>
<td>109.53</td>
<td>80.07</td>
<td>71</td>
<td>452.97</td>
</tr>
<tr>
<td>CRC Knowledge, 60%</td>
<td>102.97</td>
<td>98.33</td>
<td>114.23</td>
<td>82.83</td>
<td>71.8</td>
<td>470.17</td>
</tr>
</tbody>
</table>

IIc. Increasing CRC knowledge to 90%

A further increase in CRC knowledge was associated with a subsequent increased CRC incidence rates and polyp removal rates. A 90% CRC knowledge level was associated with a total increase in CRC incidence rates of 11%, a total polyp removal rate of 9% and an overall 10% improvement in CRC survival between 2000 and 2004.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>Total (change%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base scenario, CRC Incidence</td>
<td>68.47</td>
<td>53.53</td>
<td>85.57</td>
<td>62.23</td>
<td>51.77</td>
<td>321.57</td>
</tr>
<tr>
<td>CRC Knowledge, 90%</td>
<td>80.93</td>
<td>73.57</td>
<td>89.2</td>
<td>64.03</td>
<td>50.57</td>
<td>358.3</td>
</tr>
<tr>
<td>Base scenario, Polyp Removal Rate</td>
<td>95</td>
<td>86.87</td>
<td>103.1</td>
<td>74.27</td>
<td>64.6</td>
<td>423.83</td>
</tr>
<tr>
<td>CRC Knowledge, 90%</td>
<td>110</td>
<td>102.07</td>
<td>107.43</td>
<td>78.3</td>
<td>66.13</td>
<td>463.93</td>
</tr>
<tr>
<td>Base scenario, CRC Survival</td>
<td>107.43</td>
<td>110.67</td>
<td>113.7</td>
<td>84.53</td>
<td>72.8</td>
<td>498.27</td>
</tr>
<tr>
<td>CRC Knowledge, 90%</td>
<td>116.57</td>
<td>110.67</td>
<td>113.7</td>
<td>84.53</td>
<td>72.8</td>
<td>498.27</td>
</tr>
</tbody>
</table>
Scenario III: Increasing healthcare coverage for colonoscopies

Increased healthcare coverage for colonoscopies should lead to increased polyp removal rates and increased CRC survival rates.

### IIIa. Increasing colonoscopy coverage to 60%

As expected, higher levels of colonoscopy coverage resulted in decreased levels of overall CRC incidence. A 60% increase in colonoscopy coverage (compared to the baseline 30% coverage) was associated with increased polyp removal rates between 2000 and 2004. It also led to increased incidence rates during the first two years and slightly decreased in the following years as most agents got their symptoms checked out by a physician within the first years. This resulted in increased survival rates for all years in Cancerscape.

### IIIb. Increasing Colonoscopy coverage to 90%

Increasing the colonoscopy coverage even further led to an increase in polyp removal rates and improved CRC survival (over the 5 years period a 48% total improvement in the rates of polyp removed was observed). Also, increasing colonoscopy coverage to 90% let to a total increase in CRC survival of 18%.
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