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ABSTRACT 

PERCEIVED AGENCY CHANGES TRUST IN ROBOTS 

Chelsea Frazier, M.A. 

George Mason University, 2022 

Thesis Director: Dr. Greg Trafton, Dr. Tyler Shaw 

 

This thesis experimentally investigated the effect of people’s perception of a robot’s 

compliance (and resistance) to social norms on their evaluation of a robot’s perceived 

agency and trust. Participants reported higher perceived agency and trust to a norm-

conforming robot compared to a norm-violating robot (experiment 1). Furthermore, 

results from experiment 1 found that perceived agency, regardless of how much a robot 

followed norms, was positively correlated with trust; therefore, suggesting that as people 

see a robot as having agency, they trust it more. While specifically examining the effect 

of negative attitudes on the relationship between social norms, perceived agency and 

trust, results from experiment 2  replicated experiment 1 and found that participants’ 

negative attitudes towards robots did not impact perceptions of trust in robots. These 

findings are useful in that they provide understanding for situations when people decide 

whether to trust a norm-conforming robot with perceived agency, regardless of if they 

feel negatively about robots.  
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These results suggest that robot designers should pay careful attention on how to 

integrate robots with perceived agency cues. This is particularly important for safety 

critical robots in health care or the military because the more perceived agency a robot 

has, the more people seem to trust it (i.e., agency cues may not be representative of 

competency or ethics). Ideally, robot designers should understand the implications of 

integrating a robot high in perceived agency and low in capability, or conversely, low in 

perceived agency and high in capability. Future HRI research is necessary with specific 

emphasis on executable tools for measuring perceived agency for a diversified set of 

robots.  
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INTRODUCTION 

One of the most important questions within human-robot-interaction is “when do 

people trust a robot?”  One possible reason is that people are more likely to trust a robot 

when they believe that the robot has more perceived agency. Evidence of this possible 

link comes from an interesting paper by Parasuraman & Miller (2004). In a study of 

automation etiquette on user trust, Parasuraman and Miller (2004) found that, "good 

automation etiquette can compensate for low automation reliability." The behavior in 

Parasuraman and Miller (2004) was manipulated through communication style, where a 

computer would display "interruptive" and "impatient," or "non-interruptive" and 

"patient" language while participants completed a flight simulation task. Specifically, the 

communication style represented a norm where people held each other accountable for 

communicating in a manner that was not interruptive or impatient. Participants in this 

study demonstrated a propensity to trust the robot while associating the robot’s behavior 

with good manners which was more meaningful than the robot’s skill.  

Highlighting that while Parasuraman and Miller focused on etiquette, I believe 

that etiquette is a type of social norm such that people or systems who follow rules of 

etiquette are following established social norms. The current experiment directly tests the 

hypothesis that when an automated system (a robot in this case) follows social norms, the 

overall system will be more likely to be trusted. Since automated systems that follow 
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social norms also seem to have an increase in perceived agency (Korman et al., 2019), 

results should demonstrate that when an automated system follows social norms, it will 

lead to increased perceived agency which in turn will lead to the system being trusted. 

The remainder of this introduction discusses previous work on trust and perceived 

agency, especially as it relates to robotics and human-robot interaction. 

Defining and Conceptualizing Trust 

Capturing the level of trust a person has in a machine/robot is quite challenging 

due to the diversified ways in which trust is conceptualized. Some researchers have 

proposed that people trust machines/robots by how consistent they are (van den Brule, 

Dotsch, Bijlstra & Wigboldus, 2014; Kidd & Breazeal, 2004; Ross, Szalma, Hancock, 

Barnett & Taylor, 2008). While others suggested that people place more trust in a robot’s 

ability to discern right from wrong (Banks, 2020; Bringsjord, Arkoudas, & Bello, 2006; 

Wallach, 2010). Hancock, Kessler, Kaplan, Brill, and Szalma (2021) presented a 

thorough summary of definitions while evaluating their similarities and differences. 

Among the 21 definitions of trust highlighted in their research, the top five most used 

terms consisted of “individual”, “vulnerable”, “expectation”, “party”, and “action”. The 

diversity within these terms suggests that trust is a dynamic concept and difficult to 

define. Therefore, developing appropriate methodologies for creating experiment 

scenarios where trust is needed requires researchers to emphasize the agents involved and 

the environmental context in which the interaction takes place.  

One of the early definitions of trust that has been widely accepted is “a 

psychological state comprising the intention to accept vulnerability based upon positive 
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expectations of the intentions or behavior of another” (Rosseau, Sitkin, Burt & Camerer, 

1998) where the trustor psychologically displays confidence in the trustee prior to any 

behavioral action. This definition primarily focuses on the trustor’s willingness to be 

vulnerable; thus, trust has the capacity to exist. However, others have focused on the 

shared contextual environment between the trustor and trustee where trust is “the attitude 

that an agent will help achieve an individual’s goals in a situation characterized by 

uncertainty and vulnerability” (Lee & See, 2004). In this definition of trust an 

environment of both vulnerability and uncertainty exists. Another common way trust has 

been defined is “the reliance by an agent that actions prejudicial to their well-being will 

not be undertaken by influential others’ ” which emphasizes the idea of loss avoidance 

(Hancock, Billings, Schaefer, Chen, & de Visser, 2011). Furthermore, identifying the 

appropriate definition for trust and contributing factors for HRT remains a challenge due 

to difficulty with replication.  

Also, interesting research by Kim, Wen, de Visser, Zhu, Williams & Phillips 

(2021) provided insight for other potential outcomes concerning the perceptions of 

trustworthy or untrustworthy robots. In a study examining moral advice to deter cheating 

behaviors, Kim et al., (2021), found that participants were more willing to accept moral 

advice from a human rather than the social robot (NAO) which was proactively offering 

moral advice. This finding alluded to situations in which a human might choose not to 

take sound advice from a robot even if the robot was perceived as morally sound to some 

degree. Perhaps, people that preferred to take sound advice from the human rather than 

robot perceived the robot as being programmable; and therefore, lacking both 
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competency and morality. The current experiment aims to explore perceptions of 

people’s trust in robots regardless of whether the robot acts morally correct (e.g., follows 

social norms) . Differently from Kim et al., (2021), the current experiment specifically 

suggests the contradiction in human behavior to trust in a robot in some cases alludes to 

the likelihood that perceived agency influences people’s decision to trust (or distrust) a 

robot.  

 
Defining and Conceptualizing Perceived Agency 

As robots become more common and “intelligent”, there has been a separate 

effort at understanding how different behaviors influence perceived agency. Much of HRI 

research has proposed attributions of perceived agency through a robot’s appearance 

(Zhao, Phillips & Malle, 2019), eye gaze (Moon, Troniak, Gleeson, K.X., Pan & Zhen, 

2014), and transparency (de Graaf & Malle, 2017). Many researchers have performed 

similar studies; and therefore, attempted to adopt inclusive ways of thinking about, 

defining and measuring perceived agency. To develop a hypothesis for the relationship 

between perceived agency and trust, the current experiment attempts to define perceived 

agency similarly to Dennett’s (1978) definition: “People perceive agency in another when 

its actions may be assumed by an outside observer to be driven by its internal cognitive 

and/or emotional states.” For a robot, this means it has not been programmed to behave in 

a specific way for a specific situation. 

 Gray, Gray and Wegner’s (2007), research for how people perceived the mind in 

robots (machines and other inanimate beings) led to a principal component analysis 

(PCA) and factor analysis (varimax rotation) of 18 mental capacities resulting in two 
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main dimensions: agency and experience. In this context agency included seven 

capacities from self-control and morality to memory and planning. Experience contained 

11 capacities such as hunger, rage, consciousness, and joy. The agency and experience 

dimensions were developed through the comparison of 13 characters on each mental 

capacity. An interesting result emerged concerning how people ranked the level of 

agency each character had on a  scale between “0” to “1”. For example, in comparing 

four of the 13 agents- girl, robot, frog, and fetus, people ranked the robot and girl 

relatively equally between “0” and “1”, and the frog and fetus equally at “0”. Gray et al.’s 

(2007) research provides a framework in which perceived agency in robots can be better 

understood. 

Almost a decade later, Malle (2019) sought to compare previous research on 

people’s perception of minds while adopting a different methodology from Gray et al. 

(2007). Instead of analyzing 11 mental capacities, Malle (2019) used 28 capacities, 

resulting in a conditional solution including three-to-five dimensional structures. The 

three-dimensional structure included Affect (positive and negative feelings), Moral and 

Social Cognition (upholding moral values and setting goals), and Reality Interaction 

(communicating verbally). The five-dimension structure was a split of the Affect 

dimension (Social Cognition and Positive Social Affect) and Moral and Social Cognition 

(Moral Cognition and Social Cognition) respectively. Similarly, to the multi-layered 

construct of trust, the results from Gray et al. (2007) and Malle (2019) illustrated the 

complexities with defining and measuring agency.  
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Where researchers such as Gray et al. (2007) and Malle (2019) emphasized a 

conceptual approach toward understanding how people might consider robots and their 

minds, others have explored the features and capabilities that people ascribe to a robot an 

attempt to answer how much agency it has, and conditions in which perceived agency 

increases or decreases. For example, Short, Hart, Vu and Scassellati (2010) conducted an 

experiment where humans played a simple game of rock-paper-scissors with robots. In a 

between-participants’ experimental design, each participant interacted with a humanoid 

robot (Nico) that either played according to the rules, declared itself the winner when it 

had not won (verbal cheat), or changing its hand symbol after seeing the opponents 

winning (or tie) hand symbol (action cheat). Interestingly, Short et al. (2010) found that 

participants engaged more and made greater mentalistic attributions to robots in 

conditions in which it cheats. In this case, the robot’s interesting behavior elicited an 

observation of the robot’s agency cues to the participant; and therefore, suggesting that 

people perceive robots that demonstrate the capacity to cheat as more agentic than robots 

that do not.  

In comparing Short et al. (2019), people that perceive robots explicitly violating a 

norm (e.g., cheating), might feel as though the robot has a greater ability to carry out its 

own intentions and desires. Korman, Harrison, McCurry and Trafton (2019) specifically 

examined the effect of social norms on perceived agency while manipulating a robot’s 

behavior. In a study of participants watching videos of a DRC-HUBO conducting 

realistic tasks by way of a norm violation, norm-conforming, and unintentional violation , 

Korman et al. (2019) sought to understand the relationship between social norms and 
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perceived agency. In contrast to Short et al. (2010), Korman et al. (2019) found that 

people attributed more agency to the robot that did not violate a social norm compared to 

the robot that intentionally or unintentionally violates a social norm. The contrast 

between what Short et al. (2010), and Korman et al. (2019) found presents a unique 

relationship between social norms and perceived agency, such that people are willing to 

attribute a robot as having high perceived agency regardless of whether the robot 

followed a social norm. 

Aside from the features and capabilities of a robot, a common theme presented in 

previous studies is that perceived agency includes a robot’s intentional behavior (Levin, 

Adams, Saylor & Biswas, 2013) and a subjective assessment unique to an observer (Pollini, 

2009). Thus, perceived agency is a multifaceted and complex factor in which previous 

studies reinforce the need for the replication, classification, and comparison to effectively 

develop a comprehensive measure. 

The current set of experiments combines the results from Korman et al.’s (2019) 

and Short et al.’s (2010) experiments, and research from Levin et al. (2013) and Pollini 

(2009) to develop a hypothesis for perceived agency. Furthermore, the following 

experiment experimentally examines whether the relationship between perceived agency 

and trust helps to explain situations when people attribute a robot as having high 

perceived agency even when a robot violates a social norm. 

Consequence of robot following social norms: First, I predict that when a robot 

follows social norms, people will attribute it as having higher perceived agency. Evidence 

of this relationship is demonstrated in research by Korman et al. (2019), and Yasuda, 
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Doheny, Salomons, Strohkorb, and Scassellati (2020) suggesting that if a robot 

understands human social norms, people perceive a robot following human social norms 

to have more understanding of the world, more autonomy, and thus more agency. 

Also, in an experiment by Ullman, Leite, Phillips, Cohen and Scassellati (2014), 

they explored how behavior types demonstrated by both a human and a robot affected 

attributions of trustworthiness, intelligence, and intentionality to human observers. Their 

results showed that a robot’s behavior (e.g., honest, dishonest) significantly impacted 

attributions of their trustworthiness and intentionality.  

Consequence of robot acting in a socially accepted way: Second, I predict that 

when a robot follows social norms, it will lead to higher trust in robots. Evidence of this 

relationship is demonstrated in research by Ullman et al. (2014) suggesting that when a 

robot acts in an expected way, people are more willing to trust it. 

Consequence of robot having perceived agency: Third, I predict that higher 

perceived agency will lead to higher trust in robots. Evidence of this relationship is 

subsumed in research by Parasuraman and Miller (2004) and Ullman et al.’s (2014) 

suggesting that a robot that acts more like a person, capable of making its own decisions 

(not just 'programmed'), will be perceived as more trustworthy. 

The following experiment utilizes a combination of measures, to develop a 

framework for investigating the relationship between a norm-conforming and norm-

violating robot with perceived agency and trust, and the relationship between perceived 

agency and trust. Therefore, I believe that when people observe a robot that follows 

social norms, they will attribute it as having higher perceived agency. Also, as people 
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observe a robot as having high perceived agency, regardless of whether the robot follows 

social norms, the more likely they are to trust it. 



10 
 

NORMING STUDY 

First, a norm study was conducted to validate the video stimuli from the Korman 

et al.’s (2019) experiment. The following experiment adopted Korman et al.’s (2019) 

methodology by setting up a 3 x 3 between subjects’ experiment to examine how people 

interpreted the three norm-behaviors (norm-conforming, violation, and mistake 

conditions) demonstrated by three norm-types (line, elevator, and trash scenarios). To 

begin the experiment, participants were instructed to watch one 30-second video, where a 

DRC-HUBO robot on wheels carried out one of three norm-behaviors through one of 

three norm-types. For example, the norm-conforming condition illustrated the robot 

performing normal actions while joining the end of a line, entering an elevator at an 

arms-length distance from an individual, or throwing away garbage in a trashcan. 

Conversely, the norm-violation condition illustrated the robot disregarding social norms 

in a blatant manner. In the videos, the robot either cut in line, invaded personal space in 

the elevator, or littered. In the mistake condition, the robot performed all actions in an 

unintentional manner. For example, the robot entered the perceived break in a line 

(scenario) where a group of people were occluded around a corner. In the elevator 

scenario, the robot accidentally bumped into an individual while entering inside. In the 

trash scenario, the robot dropped garbage just short of the trashcan. 

Results of the norm study revealed that people distinctly recognized when a robot 

demonstrated norm-conforming or violating behaviors in only the line and elevator 

scenarios. Additionally, people did not recognize when a robot behaved unintentionally 
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(or behaviors deemed a mistake) regardless of the norm-type. Therefore, the following 

two experiments will focus on the line and elevator scenarios with the pure norm-

violating and norm-conforming conditions. I hypothesize that people in the non-violation 

condition (collapsed across scenario) will attribute more perceived agency and trust to the 

robot compared to people in the violation condition. Furthermore, I believe that when 

people attribute a robot high in perceived agency, regardless of condition, are more likely 

to trust the robot. 
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EXPERIMENT 1 

Methodology 

Participants 

One hundred forty-one participants (84 males, 55 females, 2 prefer not to answer) 

participated in this study. Of the 141 participants, 11 (8%) participants were excluded for 

missing the attention check question (10 participants) or providing incomplete responses 

(1 participant). The final sample included 130 (77 males, 52 females, 2 prefer not to 

answer)  with ages ranging from 23 to 70 years old (M = 36, SD = 9.38). Participants 

were recruited from Amazon’s Mechanical Turk online platform and were invited to 

complete the online survey in exchange for pay. The number of participants needed to 

detect a medium effect size with 80% power and α = 0.05 was n = 134. The Power 

analysis was calculated a priori using G*Power Software, t = 1.98. 

 Design 

 A between-subjects design was used for this study. Each participant was 

randomly assigned to watch one 30-second video associated with each of the study 

conditions. After finding no differences in participant scores for the line and elevator 

scenarios (see Experiment 1 Results section), norm-behaviors were treated as one factor 

with two levels consisting of the norm-conforming and violation conditions. Table 1 

shows the number of participants in each condition prior to data cleaning. 

 

 



13 
 

 
Scenarios 

Conditions 
Norm-Conforming Norm-Violation 

Line 37 Participants 34 Participants 
Elevator 36 Participants 34 Participants 

Table 1: Number of participants in each experimental condition (Experiment 1) 
 

Materials 

Stimuli The experimental setup included four sets of the 30-second videos from 

Korman et al.’s (2019) research replicating situations in which socially acceptable 

behavior is demonstrated in day-to-day activity (e.g., entering an elevator, standing in a 

line) video of the DRC-HUBO robot.  

Measures Participants answered the three questions where Korman et al. (2019) 

found perceived agency: “Did the robot perform this behavior intentionally: Was the 

robot aware of engaging in this behavior: Did the robot want to perform this behavior?” 

The questions were combined into a single “perceived agency” scale (by averaging) on a 

7-point rating scale from 1 (Not at all) to 7 (Very much). Also, trust was assessed using 

Ullman and Malle’s (2019) Multi-Dimensional Measure of Trust (MDMT v2) where 

participants rated the robot on a scale from 0 (Not at all) to 7 (Very) or 8 (Does Not Fit) 

to a total of 20 Likert scale items consisting of two sub-scales-performance trust (e.g., 

reliable, and competent) and moral trust (e.g., ethical, transparent, benevolent). 

Participant scores were computed as the average of all 20 Likert scale items. Participants 

who selected “Does Not Fit” were treated as missing values. 

Procedure 

Experimental Procedure To begin the experiment, participants were instructed 

to watch one video of the DRC-HUBO robot. After watching the video, participants were 
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prompted to describe the robot’s behavior in written form. Next, participants responded 

to the perceived agency and trust questionnaires in which one attention check question 

was inserted. After responding to the two questionnaires, participants were prompted 

with a free-text box for general feedback and debriefed on the experiment.  

 
Experiment 1 Results 

A two-sample t-test was conducted to inspect differences in participant scores for 

perceived agency and trust between the line and elevator scenarios. The t-test did not 

show significant differences for perceived agency t(128) = -1.65, p=.101 or trust t(127) = 

-0.08, p=.937. As a result, I collapsed scores in the two scenarios. First, I performed two 

t-tests to examine significant differences in participant means scores between the norm-

conforming and norm-violating conditions (independent variable) with perceived agency 

and trust (dependent variables). A t-test comparing means on perceived agency showed 

that participants in the norm-conforming condition (M = 5.83; SD = 1.65), attributed the 

robot as having more perceived agency compared to participants in the norm-violating 

condition (M  =  5.14; SD = 1.80, t(128)  =  2.94, p=.004 d = 0.52 95% CI [0.22 – 1.15]),  

MSE = 1.75, partial eta squared = 0.061. 

Next, a t-test examining significant differences in participant means scores 

between the norm-conforming condition and norm-violating condition with trust showed 

that people felt a greater sense of trust in a norm-conforming robot (M =  5.34; SD = 

 
1 A Wilcoxon test showed similar results where people attributed perceived agency to a norm-conforming 
robot significantly greater than a norm-violating robot (w = 2701.5, p=.003). 
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1.08), compared a norm-violating robot (M =  4.05; SD = 2.46), ),  t(127)  =  4.36, 

p<.001d = 0.77 95% CI [0.71 – 1.88]), MSE = 2.79, partial eta squared = 0.1323. 

For the final analysis, a Pearson correlation coefficient was performed to examine 

the linear relationship between perceived agency and trust scores by condition. As 

suggested by figure 1, there was a positive correlation between perceived agency and 

trust scores r(127) = 0.27, p=.0024.  

 
Figure 1: Pearson’s correlation examining the relationship between Perceived Agency 

and Trust scores in norm-conforming and norm-violation conditions (Experiment 1) 
 

 
 

 
2 A Wilcoxon test showed similar results where people trusted a norm-conforming robot significantly 
greater than a norm-violating robot (w = 2964.5, p<.001). 
3 An independent samples t-test showed similar results for performance trust t(125)  =  4.03, p<.001, and 
moral trust t(120)  =  4.33, p<.001. 
4 Spearman’s rank correlation showed similar results rs(127) = 0.24, p=.006. 
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Discussion 

Experiment 1 examined the effects of people’s perception of a robot conforming 

to and violating social norms on their evaluation of a robot’s perceived agency and trust. 

As hypothesized, the analysis on perceived agency replicated Korman et al. (2019), 

which found that people rated a norm-conforming robot higher on perceived agency than 

a norm-violating robot. This result is also consistent with Yasuda et al. (2020), who 

showed that norm violations did not increase people’s perception of perceived agency. 

While comparing mean perceptions of trust, the current experiment found that 

people rated a norm-conforming robot higher than a norm-violating robot. The 

conclusion made from this analysis is consistent with Ullman et al.’s (2014) research who 

showed that honest behaviors increased people’s perception of perceived trustworthiness 

compared to dishonest behaviors. Notably, figure 1 suggests that trust, regardless of 

condition, was positively correlated with perceived agency. Results from experiment 1 

illustrated the significant influence of social norms and perceived agency on trust where a 

robot high in perceived agency was perceived as more trustworthy. This result was 

consistent with Falcone, Castelfranchi, Cardoso, Jones and Oliveria’s (2013), Korman et 

al.’s (2019), and Ullman et al.’s (2014) research suggesting that people are willing to 

trust machine/robots that follow social norms or high in perceived agency. 

Additionally, researchers Stafford, MacDonald, Jayawardena, Wegner, & 

Broadbent, (2013), and Tussyadiah, Zach, and Wang (2020) has shown that how people 

feel about robots is a relevant explanation for understanding how people decide whether 

to trust a robot. It could be, for example, that people who rated the robots low in trust or 
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low in perceived agency had a predisposed negative attitude towards robots. Thus, I 

examined people's negative attitudes toward robots while attempting to replicate the 

primary findings in experiment 2. 
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EXPERIMENT 2 

Most researchers generally agree that psychological dispositions are critical 

factors for trust development between humans and robots (de Visser et al., 2019; Kohn et 

al., 2021; Mcknight et al., 2011). Evidently, a negative attitude towards a robot is one 

factor contributing to a person’s holistic perception of the robot. Therefore, it could be 

that negative attitudes towards robots influences perceptions of trust. For example, 

Tussyadiah et al.’s (2020) research found that trust is negatively influenced by negative 

attitudes towards robots and technology in general while investigating perceptions of 

U.S. travelers’ trust in intelligent service robots. In Tussyadiah et al.’s (2020) experiment 

U.S.-based participants participated in an online scenario where they were instructed to 

plan a cruise ship featuring robot bartenders. Regardless of robot type (e.g., robot arm, 

humaniod), Tussyadiah et al. (2020) found that people who had negative attitudes 

towards robots trusted these robots less.  

While experiment 1 demonstrated a significant main effect of social norms and 

perceived agency on trust, the purpose of experiment 2 is to explore whether the 

relationship between social norms, perceived agency and trust was dependent upon 

people’s attitudes towards robots. While considering that negative attitudes towards 

robots is an element of a psychological construct contributing to perceptions of robots, it 

is expected that the effect of social norms or perceived agency is related to trust above 

and beyond the effect of negative attitudes on trust. Experiment 2 aims to rule out the 

notion that there is a relationship between negative attitudes towards robots and trust 
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suggesting that people who rated the robots low in trust or low in perceived agency had a 

predisposed negative attitude towards robots. 

Methodology 

Participants 

Two hundred sixty-nine participants (160 males, 106 females, 2 prefer not to 

answer, 1 other) participated in this study. Of the 269 participants, 27 (10%) participants 

were excluded for missing the attention check question (22 participants) or providing 

incomplete responses (5 participants). The final sample included 242 (138 males, 101 

females, 2 prefer not to answer, 1 other) with ages ranging from 19 to 77 years old (M = 

37, SD = 10.81). Participants were recruited from Amazon’s Mechanical Turk online 

platform and were invited to complete the online survey in exchange for pay. The number 

of participants needed to detect a medium effect size with 80% power and α = 0.05 was n 

= 204. The Power analysis was calculated a priori using G*Power Software, t = 1.65. 

 

Design 

 A between-subjects design was used for this study. Each participant was 

randomly assigned to watch one 30-second video associated with each of the study 

conditions. After finding no differences in participant scores for the line and elevator 

scenarios (see Experiment 2 Results section), norm-behaviors were treated as one factor 

with two levels consisting of the norm-conforming and violation conditions. Table 2 

shows the number of participants in each condition prior to data cleaning.  
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Scenarios 

Conditions 
Norm-Conforming Norm-Violation 

Line 68 Participants 64 Participants 
Elevator 70 Participants 67 Participants 
Table 2: Number of participants in each experimental condition (Experiment 2) 

 
 

Materials 

Stimuli The stimuli for experiment 2 were identical to experiment 1. 

Measures The measures administered in experiment 2 included the perceived 

agency questionnaire (Korman et al., 2019) and MDMT-v2 (Ullman & Malle, 2019) from 

experiment 1. Additionally, negative attitudes towards robots were assessed using 

Normua, Suzuki, Kanda and Kato’s (2006) Negative Attitude toward Robots Scale 

(NARS). Normua et al.’s (2006) scale consisted of 14 Likert items were participants 

chose from one of five grades for item (1: I strongly disagree, 2: I disagree, 3: Undecided, 

4: I agree, 5: I strongly agree). NARS consisted of three sub-scales where “S1:Negative 

Attitude toward Situations of Interaction with Robots” (e.g., I would feel paranoid talking 

with a robot) consisted of six items,  “S2:Negative Attitude toward Social Influence of 

Robots” (e.g., Something bad might happen if robots developed into living beings) 

consisted of five items. The third subscale- “S3:Negative Attitude towards Emotions in 

Interaction with Robots” (e.g., I would feel relaxed talking with robots) consisted of three 

reverse items. Participant scores were computed as the average of all 14 Likert scale 

items. 
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Procedure 

Experimental Procedure To begin the experiment , participants responded to the 

NARS questionnaire. The following procedures for experiment 2 were identical to 

experiment 1. 

 

Experiment 2 Results 

 

A two-sample t-test was conducted to inspect differences in participant scores for 

perceived agency and trust between the line and elevator scenarios. The t-test did not 

show significant differences for perceived agency t(240) = -1.74, p=.083 or trust t(239) = 

1.14, p=.254. As a result, I collapsed scores in the two scenarios. Next, I examined 

significant differences in participant means scores on the norm-conforming and norm-

violating conditions with perceived agency and trust to replicate the results of experiment 

1. A t-test comparing means on perceived agency revealed participants in the norm-

conforming condition (M = 5.66; SD = 1.09), attributed the robot as having more 

perceived agency compared to participants in the violation condition (M  =  5.12; SD = 

1.41), t(240)  =  3.35, p=.001 d = 0.43 95% CI [0.17 – 0.69]), MSE = 1.57, partial eta 

squared = 0.05. Similarly, a t-test revealed that people felt a greater sense of trust in a 

norm-conforming robot (M =  5.33; SD = 1.18), compared to a norm-violating robot (M =  

4.53; SD = 1.57), t(239)  =  4.49, p<.001, d = 0.58 95% CI [0.32 – 0.84]), MSE = 2.00, 

partial eta squared = 0.08. 
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Next, experiment 2 examined the linear relationship between perceived agency 

and trust scores by condition. Identical to experiment 1, a Pearson correlation coefficient 

revealed that there was a strong positive correlation between perceived agency and trust 

scores r(239) = 0.32, p<.001 (figure 2)5.  

For the final analysis, Pearson correlation coefficients were performed to examine 

whether there was a linear relationship between negative attitudes (dependent variable) 

and trust scores (independent variable), or negative attitudes (dependent variable) and 

perceived agency (independent variable) scores. As suggested by figure 3, there was 

generally no relationship between negative attitudes and trust scores r(238) = 0.05, 

p=.4786, or between negative attitudes and perceived agency scores r(239) = 0.02, 

p=.7857. Furthermore, a regression was performed to examine whether perceived agency 

and negative attitudes (independent variables) impacted trust scores (dependent variable). 

The regression revealed that perceived agency and negative attitudes did not statistically 

significantly interact, b=0.14, t(236) = 1.51, p =.1328.  

 
5 Spearman’s rank correlation showed similar results rs(239) = 0.34, p<.001. 
6 Spearman’s rank correlation showed similar results rs(239) = 0.10, p=.111. 
7 Spearman’s rank correlation showed similar results rs(239) = -0.02, p=.748. 
8 A regression revealed similar results for perceived agency, negative attitudes and condition, b=0.23, 
t(232) = 1.20, p =.232. 
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Figure 2: Pearson’s correlation examining the relationship between Perceived Agency 

and Trust scores in norm-conforming and norm-violation conditions (Experiment 2) 
 

 
Figure 3: Pearson’s correlation examining the relationship between Negative Attitudes 

and Trust scores (Experiment 2) 
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Figure 4: Pearson’s correlation examining the relationship between Negative Attitudes and 

Perceived Agency scores (Experiment 2) 
 
 

Experiment 2 Discussion 

While analyzing whether negative attitudes correlated with trust scores or 

perceived agency scores, experiment 2 found that negative attitudes was generally not 

related to evaluations of trust in the robot or how much perceived agency people 

attributed to the robot. Furthermore, while analyzing the influence of perceived agency 

and negative attitudes on trust scores results from experiment 2 found no interaction 

between perceived agency and negative attitudes on trust. That is, people’s evaluations of 

how much perceived agency a robot has and their respective levels of trust in robots was 

not impacted by whether they felt negatively about robots in general. Furthermore, results 

from experiment 2 demonstrated a conflicting pattern concerning perceived agency and 

negative attitudes towards robots on trust while comparing what Tussyadiah et al. (2020) 

found. Tussyadiah et al.’s (2020) experiment found evidence for situations where 
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negative attitudes alone influence trust in robots. Also, experiment 2 found evidence for 

situations where negative attitudes does not influence trust in robots. 



26 
 

GENERAL DISCUSSION 

To examine the relationship between trust and perceived agency, experiment 1 

examined the effects of people’s perception of a robot’s compliance to social norms on 

their evaluation of a robot’s perceived agency and trust. Consistent with the hypotheses, 

experiment 1 showed that when a robot followed social norms, it was perceived as having 

more agency (Korman et al., 2019), and participants were more willing to trust it 

compared to a robot that violated social norms. This result was also comparable to 

Ullman et al. (2014) who showed that a humanoid (NAO) robot’s honest behavior during 

a game of Battleship increased people’s perception of its perceived intentionality and 

perceived trustworthiness compared to dishonest behaviors. 

Experiment 2 was conducted to assess whether the relationship found in 

experiment 1 was dependent upon people’ s negative attitudes towards robots while 

replicating results from experiment 1. As expected, experiment 2 replicated the results 

found in experiment 1. Furthermore, results from experiment 2 showed when people 

trusted the robot based on the robot’s compliance (or resistance) to social norms and the 

amount of perceived agency it had was not influenced by whether people felt negatively 

about robots. This result was different from Miller et al. (2021) who found that the 

relationship between negative attitudes towards robots and dynamic learned trust is 

mediated by initial learned trust of a humanoid domestic robot (TIAGo). 

Most significantly, results from experiments 1 and 2 support the hypothesis 

concerning the relationship between perceived agency and trust such that when 
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perceptions of how much perceived agency a robot has increases, people are willing to 

trust it. The strong positive relationship between perceived agency and trust exceeds 

beyond a robot’s compliance to social norms, and negative attitudes towards robots. This 

result was also consistent with Brink and Wellman’s (2020) research suggesting that 

children trusted information more from a robot that was perceived as having 

psychological agency, regardless of whether the robot was accurate. Brink and 

Wellman’s (2020) research supports the hypotheses made in this thesis, while alluding to 

the consequences of designing a robot tutor (or equivalent) low in perceived agency such 

that when a child perceives a robot low in perceived agency, they are less likely to trust 

it. 

 

Limitations and Future Directions 

The previous experiments illuminate crucial insight for designers who should 

place more emphasis on deploying robots and automated systems, specifically in high-

stake environments, perceived as having high agency (e.g., health care, military) to 

establish relationships built on trust. This is particularly interesting because these findings 

suggest that enhancing trust between humans and robots is possible even when they are 

less capable or violate social norms. Perhaps this phenomenon occurs because, a robot 

with a high degree of certain perceived agency cues (e.g., perceives the environment, 

navigates in the environment) takes higher precedence than a robot’s actual capabilities 

or morality.  

 However, other environments also reliant upon trust (e.g., healthcare) may not 
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benefit from an incompetent robot high in perceived agency. Ideally, designs for 

healthcare robots should ensure that a robot has relatively low perceived agency so that 

the robot’s actual performance takes priority in daily interactions with human 

counterparts. Of note, social robots are not limited to the design utilized in the previous 

experiments or healthcare robots. Results from experiments 1 and 2 strengthen previous 

theories concerning the significant influence of perceived agency in interactions with 

robots and found a strong positive relationship between trust and perceived agency. 

Furthermore, results from experiment 1 and 2 suggest that the significant influence of 

perceived agency on trust evaluations is particularly evident in simplistic yet regularly 

occurring interactions where robots are sharing an elevator or joining a line with people. 

Future HRI research is necessary with specific emphasis on executable tools for 

measuring perceived agency for a diversified set of robots. Therefore, future work should 

manipulate various perceived agency cues and experimentally test its effects on trust and 

related constructs of interest. 
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APPENDIX A - MULTI-DIMENSIONAL MEASURE OF TRUST (MDMT V2) 
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APPENDIX B - NEGATIVE ATTITUDE TOWARD ROBOTS SCALE (NARS) 
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