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ABSTRACT 

RECOMMENDER SYSTEMS – INTEREST GRAPH COMPUTATIONAL METHODS 

FOR DOCUMENT NETWORKS 

Gary G. Roberson, Ph.D. 

George Mason University, 2016 

Dissertation Director: Dr. Kirk Borne 

 

Recommender Systems are now available in a number of online locations 

to help users find the reference information they need quicker and with greater 

accuracy.  Document Networks are candidates for this technology to help 

researchers find research information which pertain to subjects in which they 

have an interest. Document networks are Bibliographic databases containing 

scientific publications, preprints, internal reports, as well as databases of 

datasets used in scientific endeavors such as the World Wide Web (WWW), 

Digital Libraries, or Scientific Databases (Medline). This Dissertation looks in 

detail at Document Networks and has chosen Semantic Medline for its case 

study. Semantic Medline supports thousands of medical researchers who wish to 

find available citations which pertain to a specific research interest from over 20 

million medical research publications. I review Semantic Medline in some detail 

as well as Recommender Systems and how these systems are constructed and 
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evaluated. So, the hypothesis is these new approaches will improve Document 

Network recommendations once implemented. The Dissertation first defines the 

requirements to improve Document Network recommendations. It then evaluates 

a host of algorithmic and technical approaches to the problem, selects the best 

candidate approaches, and a technical platform for evaluation is built to test 

these optional approaches using the actual Semantic Medline database loaded 

on a graph database engine. The original Semantic Medline is implemented with 

a more traditional database approach using MySQL queries to access and bring 

forward citations for search scenarios. This Dissertation uses new graph tools 

from social network technology to do the same thing and to evaluate these 

improved approaches to improve the recommendation accuracy and novelty. 

After a number of alternative approaches are tried, re-tested, and optimized, the 

best of the algorithms optimized for Document Networks are found and the 

original hypothesis is proven while also meeting the requirements. The results 

are interesting and can lead to greatly improved capabilities for Semantic 

Medline and for Document Networks in general. 
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 CHAPTER ONE 

Introduction 

A Recommender System is an information system service that seeks to 

predict the 'rating' or 'preference' that a user would give to an item of information. 

For example, a medical researcher needs research information on diseases 

associated with a specific gene. The Recommender System predicts research 

references which pertain to this gene. So, the term ‘Recommender Systems’ is a 

broad area within automated information systems which refers to systems which 

provide a service based on an explicit, implicit, or inferred knowledge regarding 

the user of the service. And, they offer recommendations which help the user to 

obtain the information desired. These recommendations can be provided when 

searching for information with a search engine such as Google, interacting with 

an e-Commerce site like Amazon to find products and services to meet specific 

needs, or through interacting with other users in a social networking environment. 

Enterprises wish to offer products to users which can meet their needs and 

preferences while they interact with information systems.   Users wish to 

efficiently utilize the information systems to find the information and knowledge 
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they need. So, well designed Recommender Systems can and do provide a very 

useful service across many areas of research and commerce.  

An Interest Graph represents an area of knowledge with a graph of nodes 

and edges where the nodes represent the concepts and the edges represent the 

relationships between the concepts. For Example from medical research, the 

body of knowledge for the hormone Melatonin can be represented as a graph of 

concepts or nodes connected together with relationships or edges.  

A Document Network (DN) is an information resource for communities of 

users who query those resources to obtain information pertaining to their 

interests available within the resource. These resources have multiple distinct 

relationships between their documents and use semantic tags or indices to 

classify their documents appropriately for the community of users. Some 

examples include bibliographic databases containing scientific publications, 

preprints, internal reports, as well as databases of datasets used in scientific 

endeavors such as the World Wide Web (WWW), Digital Libraries, or Scientific 

Databases ( such as Medline).  

     The overall objective of this dissertation research is to improve computational 

approaches for Recommender Systems related to Document Networks using 

innovative solutions including the use of graph databases to represent Interest 

Graph for the document network.  The dissertation considers broadly the 

requirements and available knowledge to achieve this objective. All relevant 

aspects are considered including the indirect associations between documents to 
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be searched which may not have stored associations in the DN presently. And, I 

consider new computational methods for performing the search and ranking of 

the recommendations once an interest graph has been identified for a user 

search request. The dissertation research selects a case study for in-depth 

consideration. This case study can be used to provide a methodology for finding 

the best solution for other such cases. An optimized Recommender System 

platform is developed and tested for the case while iterating the solution to 

improve recommender accuracy and novelty for test cases to an improved 

solution. 

The research foundation provided supports the use of semantic 

technologies combined with machine learning computational techniques. It also 

includes those technologies available for mining graph data to build and utilize 

personalized semantic user models to support accurate and generalizable 

recommender systems. This research focuses on finding improved approaches 

available for mining the document network datasets to create the necessary 

models. It also includes the techniques to provide the best recommendation 

possible while trading-off real-time performance with computational costs and 

accuracy.  User models and advanced computational methods are applied to 

large-scale datasets including graph databases which contain the necessary 

knowledge. Many of these methods build on indirect approaches for association 

of documents in a Document network to include the semi-metric approach 

through proximity graphs is a mining approach to create the necessary model. 
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Graph representations are particularly well suited for large dataset knowledge 

mining for the application to generalizable recommender systems. This research 

examines supervised and unsupervised graph mining methodologies to identify 

specific areas for improvement for recommender systems through 

experimentation with optional approaches which research has identified to offer 

the best potential for overall success. So, it has been necessary to find those 

techniques which can provide the best potential through research, and then 

define and conduct experiments to determine those which offer the best results.  

Document Networks 

One important narrowing of focus and scope is the type of database for 

the recommender system to be the subject of this project. And, as I have found in 

the research, conclusions and recommendations can often depend on the type of 

recommender system used. This research focuses on Document Networks (DN) 

and the relationships between documents in the networks. DN’s typically function 

as information resources for communities of users with common interests who 

query them to obtain relevant information related to their activities. So, since I 

wanted to have the research oriented to Interest Graphs, this is a very ripe 

ecosystem for exploring recommender systems for users with common interests 

which is a big part of the original objective. To fulfill these goals, both techniques 

associated with Recommender Systems and Graph techniques to analyze 

networks of documents are needed to achieve the goals. Within the scope of 
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Document Networks, I focus on medical research document networks and utilize 

the Semantic Medline database for this research.  

Graph Database for Efficient Searches 

Graph databases to represent Document Networks are a more efficient 

way to understand the relationships represented especially for very large DN like 

Medline. SQL databases which provide the underlying technology for Medline 

really are poorly equipped to efficiently show the many relationships and to 

produce new document relationships quickly. Medline has millions of documents. 

Graph databases are often faster for associative data sets and map more directly 

to the structure of object-oriented applications. They can scale more naturally to 

large data sets as they do not typically require expensive join operations. 

User Context and Interest Graphs 

How does the context of the recommender query come into play around 

Document Networks? The context aspect for DN has to do with the different use 

of keywords within a given community. Each interest graph community has its 

own context. Indeed, each resource is tailored to a particular community of users, 

with a distinct history of utilization and deployment of information. For instance, 

the same keywords are related to different sets of documents in distinct 

resources, thus resulting in different distances for the same pairs of keywords.  

The way documents are organized in information resources is an 

expression of the knowledge traded by their communities of users. Documents 

and keywords are only tokens of the knowledge that is ultimately expressed in 

https://en.wikipedia.org/wiki/Object-oriented_programming
https://en.wikipedia.org/wiki/Join_(SQL)
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the brains of users. A knowledge context simply mirrors some of the collective 

knowledge relations and distinctions shared by a community of users. The 

distance graphs which relate elements of DN define an associative semantics. 

They convey how strongly associated pairs of elements in the specific network 

are. [62] 

An information resource is characterized with sets of distance functions for 

the keywords common to the documents. The collection of all relevant 

associative distance graphs extracted from a DN is an expression of the 

particular knowledge it conveys to its community of users as an information 

resource. Notice that different information resources may share a very large set 

of keywords and documents. However, these are organized differently in each 

resource, leading to different associative semantics. Indeed, each resource is 

tailored to a particular community of users, with a distinct history of utilization and 

deployment of information. For instance, the same keywords are related to 

different sets of documents in distinct resources, thus resulting in different 

distances for the same pairs of keywords. Therefore, we refer to the relational 

information, or associative semantics, of each information resource as a 

Knowledge Context (Rocha 2001b). [62] 

I do not mean to imply that information resources possess cognitive 

abilities. Rather, I note that the way documents are organized in information 

resources is an expression of the knowledge traded by their communities of 

users. Documents and keywords are only tokens of the knowledge that is 
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ultimately expressed in the brains of users. A knowledge context simply mirrors 

some of the collective knowledge relations and distinctions shared by a 

community of users. The distance graphs which relate elements of DN define an 

associative semantics to convey the strength between associated pairs of 

elements in the specific network. [62] 

Humans use language to communicate categories of objects in the world. 

But such linguistic categories are notoriously context-dependent (Lakoff 1987, 

Rocha 1999), which makes it harder for computer programs to grasp the real 

interests of users. In information retrieval, systems tend to use keywords to 

describe the content of documents, and sets of keywords to describe the present 

interests of a given user at a particular time (e.g. a web search). [62] 

 

Recommender Systems and Applications 

The principal issues associated with finding information on the web have 

to do with the current technology utilized to address user needs. Search engines 

and recommender systems share a common technology foundation which is 

based more on what people do historically in search and with past internet 

transactions than it does on the actual interests and desires of users when they 

attempt to find information to fulfill current needs. Current needs may or may not 

have something to do with previous needs when visiting the internet. And, current 

needs depend on the current situation of the user which changes constantly 

during their lives often during any given day. Those current needs are very much 

dependent on the context of the environment in which the user makes new 
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requests. And, context varies for a person throughout our lives as we transition 

from work to non-work activities during a normal daily cycle. And, the information 

we desire shifts along with those transitions constantly. The past use of the 

internet is an inaccurate way to predict the needs of a user in real time. Surely, 

with the computer power possessed in today’s world we can find better ways to 

provide recommendations for information and to enable faster search of a 

broader set of candidate recommendations. We all experience these frustrations 

with current systems today. It is not enough to just have the existing tools. But, 

we also need to constantly improve them to serve our needs better as we strive 

to improve our world for the future. 

Thanks to many new internet capabilities such as Facebook and Google, 

we can now use social graphs which are maps to the people we know with 

services built around the graphs to aid our social and business interactions. But, 

current recommender engine approaches which only utilize the social graphs do 

not take into account the vast differences we have in terms of individual interests.  

So, a new concept has arisen to fill this gap. It is called the “interest graph” which 

is another kind of map which doesn’t just connect us to people we know from the 

past but can also connect us to ideas in which we have an interest and new 

people who have similar interests. A combination of social and interest graphs is 

the new concept. Some social networks attempt even now to provide capabilities 

in the interest area in a variety of ways to make these interest connections. But, 

so far at least, the inclusion of “interest graphs” is just in the infancy and has not 
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fully made use of the technology of the semantic web concepts which are still to 

roll out from academia and from enterprises which have invested in these new 

approaches.  These new approaches are clearly coming as the Semantic Web 

becomes realized over time and as new capabilities are introduced to the internet 

by enterprises with the vision and resources to make that happen. 

Knowledge Context is an approach to combine the interests of users and 

the social context of the terminology around the interests. This approach actually 

gives us a very good combined approach to pursue the interest graph and 

context together. This Dissertation will focus on the interest graph side of 

Knowledge Context.  

Enterprises are developing many new ways to build an interest graph. The 

most obvious is to simply ask people about their likes and dislikes and build that 

into a profile for the individual user. Another more difficult way is to infer those 

likes and dislikes based on past interactions. This takes more computational 

power and sophisticated algorithms to achieve. For example, if I search on a 

term like say Thomas Jefferson, an inference capability might record that I have 

a strong interest in Thomas Jefferson especially if I did this multiple times. But, I 

may only do it a few times to complete some academic report and not actually 

have a real long term interest in Thomas Jefferson. But, the inference would be 

recorded anyway and be part of my individual user profile going forward when it 

is not a long term interest. So, inference has its limitations clearly as well. All of 

our commenting, liking, searching and foraging for information on the web 
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provide our own unique trail which can be utilized for making future 

recommendations and future searches. But, what is the best way to utilize this 

information for accurate use in the future. This is the holy grail now being 

researched by many companies and it leads to further disruption in the future of 

the internet as new techniques become discovered and are implemented going 

forward. How do we capture our meaning in a way which is useful and has 

generalized capability for future web interactions? 

For a new approach like an “interest graph” to emerge, I am referring to 

concepts which represent people and things as opposed to actual people and 

things. It is this distinction which connects our interests to the new semantic web 

which is the next big evolution of the web which is moving towards infusing 

meaning into text and other objects as a method to easily automate connections 

to ideas. There are many ways in which these connections to concepts are 

formed including past searches and transactions on the web. Historical trails are 

one way to infer our interest but it only takes us so far in the quest. For example, 

Google tracks past semantic connections now with that it calls the “knowledge 

graph” and sometimes surfaces them in our search results now. It is essentially 

based now on our past searches to connect ideas and it does build an individual 

user knowledge graph which is a great strategy because it is very difficult to 

replicate today. Google does have a competitive advantage here now. Soon, 

Google will be able to connect these past search concepts to discover new 

interests we didn’t realize we had ourselves. This is possible with the semantic 
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connections included in the Google Knowledge Graph. For example, a past 

search for Thomas Jefferson could also include a recommendation to consider 

Thomas Paine who has a semantic connection to Thomas Jefferson when the 

user has never searched for Thomas Paine in the past. This dissertation will 

expand on these new indirect connections and their inclusion in Recommender 

Systems.  

From a more commercial perspective, if a search engine might know that 

when I search for a nearby park, one of the activities generally enjoyed in parks 

is to have picnics. Given that kind of automated understanding, the search 

engine might present information on delis and bakeries with tempting 

advertisements for me to buy my picnic supplies. This is not actually a 

revolutionary marketing approach. But, it is marketing which could be 

accomplished automatically by utilizing creative insights from the semantic web 

whereas today it is more human generated. And, it is a capability which can be 

utilized by more companies in the future as recommendations are made and 

search results are presented. This all gets more interesting as we connect these 

possibilities to the new concept of an “interest graph” to support our interactions 

on the internet.  

Today there are nearly half a trillion publicly available social network 

relationships of people and things in what could now be considered our presently 

available “interest graph”. And, it grows by more than 2 billion points each day as 

it has been estimated by Facebook. We are current sitting already on a wealth of 
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data which is being utilized for recommendations and search. There are several 

ways in which this data can be best used.  

Ad Matching 

Analysis of the currently available “interest graph” allows companies now 

to deliver content which may be more relevant to you based on publicly 

expressed interest. And, just this can achieve much better ad matching with the 

correct consumers by a factor of 50 to 100 times better than previous methods. 

E-commerce Recommendations 

Just as advertisers segment audiences now, e-commerce sites can group 

users into categories for recommendations based on people similar to you. This 

can help when the site doesn’t have past information on a user specifically but 

still wants to recommend products and services to get best response. These 

sites add interest information to existing algorithms in the form of an interest 

signal derived from someone like you based on social network data hoping to 

provide future recommendations which would be of interest even though they 

may have little past data on the specific user.  

Customer Relationship Management 

The Interest Graph can deepen relationships with loyal customers by 

helping to find information as to those users actually interests and using that 

information to deepen the bond. The interest graph can provide the additional 

information which may not be already available to help deepen the loyalty which 

all translates to more future business. 
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Entertainment Applications 

Most people don’t have the time to patiently organize movies just to be 

given suggestions for new movies they may like. Entertainment applications too, 

can benefit from the wealth of Interest Graph data for understanding what people 

like and improving recommendation engines. 

Marketing and Promotions 

Traditional marketing and promotions are built on segmentation of the 

market where assumptions are made about consumers based on demographics 

and group behavior. But, only a certain level of accuracy can be obtained with 

segmentation approaches because interests are much more diverse than those 

captured by typical segmentation approaches. Knowing someone’s actual 

interest can greatly improve the way promotions are executed to make marketing 

budgets go further and customers happier. We are only beginning to understand 

the profound impact of the “interest graph” and it’s potential for creating and 

deepening relationships.  

Some stretch the term “interest graph” to include other people who share 

our interests say within a social graph. Facebook actually does this now with the 

idea of Like. But, the interest concept is actually a substantial issue on its own 

and current capabilities within Facebook just scratch the surface of the “interest 

graph” presently. This figure gives a better idea of how social and interest graphs 

need to be combined in the future. [80] 
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Figure 1 - Shared Interest Graph [80] 
 

 

The combination with the social graph needs to be at the most basic level. 

It needs to be a shared interest graph in two ways: 1) finding new interests; and 

2) finding new people or a map of people who share your interests. [80] 

For finding new interests, the shared interest graph has possibilities. The 

Facebook Graph Search doesn’t really help with new interests but it can help to 

find people with new interests once you define it on your own. It can combine 

finding new people and finding new interests. But, you do it by visiting profiles of 

http://www.the-vital-edge.com/wp-content/uploads/2013/06/Shared-Interest-Graph.jpg
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people who share an interest for something else and see what else they are 

interested in. This is similar to the concept of Collaborative recommendations. 

Research has shown it does get some good recommendations but not as good 

as can be obtained when utilize semantic approaches as well. So, there are 

better methods and this research is all about finding them, experimenting with a 

few, and recommending the best approaches to incorporation of semantic 

methods with recommender systems for the inclusion of context. It is a matter of 

accuracy and we hope to find the best approaches possible with the least work 

involved both from the perspective of the computational model and with respect 

to work by the users. So, inference does need to be included as much as 

possible to strike a good balance. There are no ideal approaches though and 

compromises need to be made for sure. [80] 

None of this is actually new as companies like Amazon have been trying 

to find good approaches for recommender systems for years now. Amazon has 

had very detailed schemas for describing products which have built over the 

years. These early approaches have been in the direction of the interest graph 

but have all been based on proprietary standards. The benefit of the semantic 

web is it then is based on publicly available and non-proprietary standards so no 

one company would have a competitive edge once the ontology is defined. This 

is essential in order to get massive buy-in to the concept and to get users to 

spend time building the ontologies required. Companies are beginning to 

standardize semantic descriptions even though they are fierce competitors. This 
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can force companies like Amazon to open up their product databases to future 

semantic search engines or to offer such semantic search engines themselves.  

This means that the “shared interest graph” could become more portable 

between all the major services like Google, Facebook, Amazon, and future major 

internet companies providing search and recommendations. History shows that 

commoditization does happen over time and with the semantic web inclusion, 

this could become a very powerful force in the future. But, we still come back to 

how this can best be accomplished. And, so far, there are no final answers here. 

There is a lot of research on various approaches. No specific approach has been 

universally adopted because this is a very complex undertaking with the need for 

an all-inclusive user model required at the core of the technology which is 

populated largely through inference. This is not a simple undertaking. It will take 

years to transpire with numerous research projects to advance the technology 

still lying in the future. [80] 

The technology of the shared interest graph has grown to a large extent 

out of finding new products and services to buy. This is usually how a new 

advance starts since it is where the money is and such software developments 

efforts do need to be funded in order to be launched. But, once this infrastructure 

is built for products and services, then it helps us to be much more than just 

better consumers. It has the potential to help us connect to new interests and 

new people who share those new interests in very profound ways to build 

something much bigger eventually in the very nature of the way we interact with 



 

17 

 

knowledge for the future. So, the future is bright for those who can help to find 

the best approaches and who can help to transform the current internet 

capabilities into an even more useful capability for information going forward as 

the semantic web becomes more embedded in our daily lives.  

One new example is from a startup called Pearl-trees. They have received 

investor funding for their concept based on the Peal Tree service. A Pearl is 

basically a bookmark where users can assemble these pearls into trees based 

around a topic. Pearl-trees use that data to determine how different topics and 

bookmarks are related and gives users the ability to find new pearls through a 

button called “related interests”. They name this new capability “tree rank” after 

Google’s “page rank” and Facebook’s “edge rank” technologies. So, in essence, 

it is offering an “interest graph” for general access on the web. So far, it has 

grown very quickly in this area from 2009 to today with millions of Pearls 

available now.  

The point is that companies are experimenting with a variety of 

approaches but none is clearly being adopted on a wide-spread basis presently. 

What is the best approach to using a shared interest graph to improve 

recommender systems and to incorporate context into the process with semantic 

approaches?  

This Dissertation focus on the “interest graph” side of this intersection as it 

relates to Document Networks. The inclusion of the “social graph” side will be left 

to other research. But, this Dissertation does provide important advances in this 
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focus area which can later be included in another project which also includes the 

social graph. This research includes these resource elements to provide 

capabilities required to adequately explore this topic: 

1. Item content and user content modeling with semantic technology,  

2. Graph Database computational techniques for search and 

visualization, 

3. Mathematical approaches for creation of algorithms to discover new 

and important relationships between the documents in a network, 

4. Experimentation with alternative approaches to combine important 

recommender methods to achieve results which improve the user 

recommendation experience. 

Research Requirements and Gaps 

Graph Databases are just beginning to be used for Document Networks 

(DN) although there is great interest. The use of Graph databases for 

applications in general is relatively new. Available DN search tools today have a 

number of deficiencies using their current technology bases. Some of these gaps 

include the following: 

• Can miss indirectly related documents with strong associations. 

• Are not based on the proximity or similarity measure to rank 

associations with user needs. 

• Are not predictive to make use of machine learning tools to train a 

model and use the model to predict associations.  
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• Do not make use of individual user characteristics and their impact 

on the results. 

• Do not utilize the knowledge base of Recommender Systems and 

graph database tools. 

Also, other gaps include the fact there are very few comprehensive 

studies published which use graph databases and Recommender Systems tools 

for DN citation recommendations. There needs to be considerably more research 

in these areas to make sure the vast knowledge available today through these 

resources can be efficiently and accurately used with better technology. There 

are many new discoveries which can be made with the information we already 

have but which is difficult to use because of the lack of research currently. Also, 

the are many  trade-offs associated with migration of a large DN database with 

millions of citations to a graph environment, and the methodology for applying 

recommender systems and graph databases to DN which has not been well 

established since these are relatively new technologies. So, this dissertation 

research narrows or eliminates these many gaps in the research and provides a 

comprehensive approach and methodology for transforming existing DN 

resources to help provide greatly improved recommendations in the future. 

Research Hypothesis and Dissertation 

The research hypothesis is that computational approaches for 

Recommender Systems will improve the accuracy and novelty for document 

networks through the use of (1) graph databases to represent the document 
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network, (2) advanced computational algorithms for graph databases, (3) novel 

indirect relationships between the concepts in the graph DN, (4) machine 

learning tools to predict links and ranking of results, and (5) user information 

such as context and interests. 

Dissertation – The use of Recommender Systems technology combined 

with Graph Database technology when applied to Document Networks to 

improve the accuracy of predicting the 'rating' or 'preference' that a user would 

give to an item of information from the document network over conventional 

approaches. And, it also finds new important recommendations not presently 

found without these technologies.  

 

I began this dissertation project with a broad approach in mind knowing it 

would need to be narrowed as the research proceeded. The broad approach had 

several types of large databases and technical implementation approaches in 

mind. It also foresaw reaching into quite a number of concepts associated with 

recommender systems which is a very broad research topic. After considerable 

work preparing the technical environments and drilling into the research concepts 

and databases, I have narrowed the focus to a few specific areas for research 

which could be contained in a single dissertation research project. This need to 

narrow the topic was well understood from the beginning. So, I have now 

narrowed the focus as the research transpired while preserving the original goals 

of the research into areas related to recommender systems and specifically 

improving the accuracy with better approaches. These improved approaches 



 

21 

 

draw on the same body of knowledge proposed originally although for the 

purpose of this Dissertation I am more oriented to the computational methods 

and oriented to a specific type of Recommender System since the type 

determines the best methods. 

Problem Outline, Approach, and Questions 

This section provides an overview of the research conducted for this 

research proposal. It first describes the background and motivation for the 

research, followed by the problem outline for the thesis. Next, it provides a brief 

description of the research context of this thesis, and states its research 

questions. This is followed by a brief description of the research approach and 

the research contributions. Finally, the papers included for the proposed research 

are listed, and a brief overview of the structure of the rest of this proposed 

research is given. 

There are several elements which must be explored to offer solutions to 

the problem of context aware recommender systems which achieve accuracy in 

recommendations for generalized content. Some of the key research areas are 

as follows: 

1. Semantic models which can be populated through inference and 

which include the context for the user which is valid at time of 

information request.  

2. Methods which can efficiently mine large datasets to build semantic 

user models.  
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3. Methods to efficiently mine large datasets to build semantic models 

for knowledge which may be the items recommended to users.  

4. Query approaches which can efficiently search the personalized 

user model and knowledge to accurately provide recommendations 

through these systems. 

The combination of these elements provides the basis for inclusion of 

context in recommender systems while also improving the accuracy of 

recommendations themselves. Clearly, semantic techniques offer the best overall 

solution to these problems. But, semantic approaches are also very challenging 

in terms of building the ontologies required to produce the recommendations 

efficiently in real time to answer questions posed.  

The research first reviews the current research in these areas to find the 

best methods already discovered in the literature. Then, new approaches to 

these problems are prepared and researched in order to have the best set of 

optional approaches possible for solving the overall problem best. And, an 

experimental approach is prepared to test each of the best optional approaches 

to discover the advantages and disadvantages of each. Finally, the research 

explores the best approach discovered to move that approach to a proof of 

concept stage to conclude with a recommendation for implementation of the best 

approach possible.  

I know from the research to date that the use of semantic techniques is 

very beneficial. I also know that there are two basic semantic approaches as the 
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formal approach using ontologies and the more informal approach using 

Folksonomies.  

There has been research into these different approaches and combining 

them to find a more efficient method which is to some extent a compromise for 

achieving a system with good performance while balancing the cost and benefits. 

So, this research brings the options chosen for experimentation to a very 

meaningful combined approach which optimizes the recommender system. 

Past research brings me to the options which are most worthwhile to 

explore in-depth. And, the in-depth experimentation is conducted with care using 

good scientific method approaches and controls so the results and conclusions 

are well supported by the experimental approach conducted. I make use of 

existing resources available to GMU for testing these approaches. Those 

resources have already been cited previously.  

Research belongs to one of three possible approaches; exploratory, 

testing-out, and problem-solving. Exploratory approaches are concerned with 

breaking new ground in terms of studying new problems/issues/topics about 

which there is little knowledge. This is not the case here since there is already a 

great deal of research in these areas over a long period of time both in the 

academic and corporate world.  Testing-out research, on the other hand, studies 

already existing generalizations and tries to find limits or new application areas 

for the existing theories. This research is not just about testing-out existing 

theories to understand them better. It is about finding new innovative solutions to 
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these real world practical recommendation problems. This research is the latter 

type of problem solving research, which takes as a starting point a real world 

problem, defines it properly, and finds a solution to it by applying a range of 

methods. The research proposed here falls into the latter category, problem-

solving, since our starting point is the problem of generating a framework for the 

inclusion of context in recommender systems that combines both formal and 

informal semantics with machine learning using large graph datasets. 

The research is based on analyzing a problem, designing and 

implementing a solution to it, and evaluating the problem solution by an 

experiment. In some sense the research has been iterative, since the results 

from each analysis, design, implementation, and evaluation cycle have been fed 

into the next phase of the research to provide a new starting point with new 

knowledge.  

The research consists of several main phases. The phases explore the 4 

main research areas listed above and be based on previous research in to each 

of these areas to find a good starting point and to define optional approaches for 

consideration also yet to be defined. The initial phases of the research are 

oriented to assess and validate best optional approaches to the overall problem 

and the four main areas which comprise the overall problem. These approaches 

are evaluated for best single approach which could produce the best results 

when combined together in a fully operational recommender systems approach. 

And, the key optional approaches are the subject of experimentation to 



 

25 

 

determine the further explore and define the costs and benefits of the proposed 

solutions. Finally, a single best approach is found and demonstrated with a proof 

of concept pilot system to substantiate the recommendation capability. 

This research answers many questions associated with this research topic 

as follows: 

 1. What are the best alternative computational models to represent a 

user's interest graph in a given subject? The research has several computational 

models referenced. Which of these offer the best starting points to identify the 

best optional models for the research? If none of these provide a good starting 

point, what would be a good starting point for providing such a model? 

2. For these optional computational models, how can they best be 

implemented through inference or other means? 

3. For these models, how can they be used to support recommendations? 

What are the best techniques for this? 

4. What experiments can be designed to offer conclusive experimental 

results to support the best candidate methods for utilizing context in 

recommender systems with these semantic user models? 

These are the broader questions. I also provide questions to a more 

detailed level after the background research is presented and the optional 

approaches for experimental design have been defined. Then, this dissertation 

will pursue those approaches to obtain an optimized algorithmic solution. 
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CHAPTER TWO 

Methodology 

The dissertation follows a methodology which explores best practices and 

iterates to result which fills gaps and meets requirements. The methodology itself 

provides a roadmap for such Recommender Systems to use for new Document 

Networks. And, it is based on a case study for Semantic Medline with is a 

medical research Document Network serving medical researches.  

The steps I follow for the methodology for the Case Study is as follows: 

• Migrate Semantic Medline database from its current MySQL 

database to Neo4J, a leading graph database, using the MySQL 

backup files.  

• Restore MySQL backups, build MySQL queries to prepare Neo4J 

import, execute Neo4J import, and validate import results.  

• Research and select methods to interface with Neo4J to 

implement Semantic Medline search algorithms with the new graph 

database.  
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• Research and select the best optional search algorithms to 

improve accuracy of the recommendation results once in a graph 

database.  

• Develop and implement a user interface with embedded search 

algorithms using the optional algorithms selected. 

• Prepare test cases for experimentation to achieve best 

recommendation results.  

• Validate the test cases to original the Semantic Medline MySQL 

database to make sure platform has a proven result.  

• Prepare and conduct performance testing to show relative 

improvement for each option. The performance tests results are 

compared to a baseline reference standard validated by experts in 

the test cases.  

• Adjust, and iterate solution to improve performance results as 

measured with the performance tests.  

• Provide an analysis of the case study within the broader context 

of the dissertation to explore overall conclusions. 

These steps in the methodology are discussed further going forward.  

Semantic Medline Document Network Case Study 

Semantic MEDLINE is a Document Network web application hosted by the 

National Library of Medicine. It summarizes MEDLINE citations using a Natural 

language processing front end to extract semantic predications from MEDLINE 
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titles and abstracts. The predications are presented in a graph visualization tool 

that has links to the MEDLINE text processed. The database is stored in SQL 

tables with the table structure shown on next.  

MEDLINE consists of over 20 million medical research publications, which 

is a BIG DATA document database! The Semantic Medline database is a brilliant 

compact representation of the linked knowledge concepts that are contained 

within that huge document network. Semantic Medline goes far beyond and 

deeper than traditional citation networks (which contain only the authors' names 

and manuscript title and high-level keywords). For example, a 

Predication example is “BRCA1  Associated_With   Sporadic Carcinoma”. 

Semantic Medline is pre-processed to extract and summarize semantic 

predications (RDF triples in format ‘subject-predicate-object’ triples) from the text 

of the documents in the DN. It was developed for biomedical research literature 

using domain knowledge provided by the Unified Medical Language System 

(UMLS). It represents textual content with the UMLS concepts as arguments and 

UMLS Semantic Network relations as predicates. Semantic predications 

represent the source text where the SemRep predications from multiple 

documents provide input to the Semantic Medline summarizer to provide the 

reduced and focused list of predications also called “semantic condensate”. Each 

semantic condensate is based on a user selected topic and a summarization 

perspective. Each perspective is represented by a set of formal constraints on 

the arguments and on the predicate of the input predication. The transformation 



 

29 

 

from the initial query list of predications to the reduced list of semantic 

condensates is guided by Relevance, Connectivity, Novelty, and Saliency. 

Therefore, search solutions already have a core semantic environment. Medline 

has recently expressed interest in the use of a graph database like Neo4J for 

implementation along with a comparison to current MySQL tools.  

Semantic Medline is a system which is based on relationships between 

documents discovered with automated tools and enables knowledge discovery 

through interactive visual maps of linked concepts among medical research 

documents. The core of Semantic Medline are two important tools; SemRep, 

which extracts semantic predications (subject-predicate-object triples) from text 

and an automatic summarizer. SemRep predications comprise executable 

knowledge which can be stored as a graph database and are amenable to 

automatic manipulation with the graph database.  [61] The automatic 

summarization provides a reduced and focused list of Semantic Condensates 

based on a user-specified topic and summarization perspective represented as a 

set of formal constraints on the arguments and the predicate of the input 

predications. The summarization from initial list to the reduced list of Semantic 

Condensates is guided by Relevance (conform to the selected summarization 

perspective), Connectivity (include predications which share arguments to the 

selected summarization perspective), Novelty (eliminates known predications), 

and Saliency (eliminates predications with low frequency of occurrence).  



 

30 

 

The Semantic Medline user interface has 4 tables for Search, SemRep, 

Summarization, and Visualization. The Search tab gives the user a way to extract 

records for a concept from the Medline database. The SemRep tab presents the 

predications extracted in the Search tab. The user can then go to the 

Summarization tab to select a topic and perspective which further refines the 

search in Semantic Medline. The Visualization tab uses a graph tool to represent 

the summarized semantic condensate and which guides the navigation through 

the actual documents retrieved for the search. Nodes and edges are color-coded 

based on UMLS groups. [65]  

The relationship between documents in a DN and keywords allows users 

of the information to infer the semantic value of documents and the inter-

relationship of the document keywords. In an academic DN like Semantic 

Medline, these relationships refer to document citations and the keywords refer 

to subject-predicate-object triples of the SemRep semantic predications.  The 

closeness between keywords and the documents they classify can be computed 

as the Keyword Semantic Proximity (KSP).  

Medline Database Attributes and Discussion 

This Dissertation concerns a few key research areas where the 

background needs to be established clearly to provide a foundation for the 

research focus. The research is focused on Document Networks using the 

Semantic Medline database for experimentation. These research areas consist of 

the following: 
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1. Semantic Medline Document Network Case Study - What is it 

and what are the characteristics which make it unique as a 

Document Network? How do these traits impact the study here? 

2. Context of Medline Document Network as a Recommender 

System - What   are they and which type am I researching in this 

study? What are the characteristics of the type I am studying here? 

3. Graph Databases and Indirect Associations improve Value of 

Semantic Searches - What do they provide which is different than 

previous forms of data storage and how these characteristics be 

important to the study here? What techniques are best used from 

Graph database analysis to support the goals of the study? 

4. Evaluation approach for Medline Case Study - How are 

Recommender Systems evaluated and which methods are 

applicable in this study? 

The entity-relationship diagram for Semantic Medline is presented below. 

Because the files are very large and time consuming to manipulate, I did make 

good use of the Predication Aggregate table for the experiments developed to 

exercise the database. I explain in detail how this experimental design was 

structured in a later section. But, it is very important to realize what is included in 

Semantic Medline and how these tables are constructed in order to understand 

the approach for this Dissertation which utilizes this database as the case study 

Document Network.  
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Figure 2 - Semantic Medline Tables [61] 
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Figure 3 – Semantic Medline Table Definition 1 [61] 
 

 

 

 

 
Figure 4 – Semantic Medline Table Definition 2 [61] 
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Figure 5 – Semantic Medline Table Definition 3 [61] 
 

 

 

 

 

Figure 6 – Semantic Medline Table Definition 4 [61] 
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Steps to Improve Semantic Medline Recommendations 

Selecting Semantic Medline as the database for performing a DN case 

study:  

1. I researched and experimented with alternative computational 

models available from Recommender Systems and Graph Database 

technology to apply to Semantic Medline. 

2. From these experiments and research, I found the best starting point to 

begin a solutions oriented development process to iterate the best 

optimized models for Semantic Medline.  

3. If the computational models did not provide improved approaches, then I 

found other models which could be more promising. 

4. For the best computational models discovered, I then found the best way 

to implement them for Document Networks like Semantic Medline. 

5. I then designed an experimental process to provide conclusive proof as 

to the best approaches available to achieve the dissertation objectives. 

Once implemented and tested, I continued to iterate to achieve the best results 

feasible for the optimized DN Recommender System algorithm 

Migration from MySQL to Neo4J 

So with this research focus, I actually imported all this data to Neo4J from 

.sql backup files. First, I have to load it into MySQL from the backups. That alone 

took weeks to accomplish with these huge files because of the processing 

required to import the backups and the extent of the millions of records included. 
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Once in MySQL, I could then output .csv files I wanted for import to Neo4J. This 

took a long time too with many back and forth sessions to tailor the exports and 

to import it properly in Neo4J using the structure there. And, both of these 

systems were not well known to us when starting. However, over the course of 

many trials, I did get to point where it became well known and I could function in 

these new environments. So, it is important to point out that just the import of 

Neo4J was a huge undertaking from a .sql backup file with millions of records. 

Here is our MySQL environment: 

 

 

 

Figure 7 - MySQL Data Migration 
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I spent many weeks trying to get this migration accomplished!! It is very 

slow with millions of records!! The Citations to the actual documents are included 

in the PMID which is a field in the Sentence table linked to the PMID in the 

Citations table. The Sentence Predication table includes the links to the 

Sentence table through the SID for Sentence ID and combines it with the 

predications and concepts to get the triplet or RDF structure of Semantic 

Medline. The Predication Aggregate table is a summarization of these 

connections and includes the key data for the RDF structure.  

In a graph database, the concepts become the nodes, the predications 

become the edges, and they tie to citations which are sentences in the abstract 

of the actual documents. The Sentence predications themselves are compiled 

using the SemRep modeling approach to summarize the sentences with concept-

predication-object. This captures the essence of the relationships including the 

semantic and context aspects for the millions of predications which result from 

the SemRep process. The Predication Aggregate already has many tables joined 

to provide the resulting RDF table without having to run the joins involved to 

combine all the tables using SQL. I ran joins some of the tables to make our own 

aggregate tables and found the joins with the millions of records take days to 

complete on a typical system. So, it is very good to have the Predication 

Aggregate already available with the joins completed to save computational time. 

And, then use these to compute association distances using the optional 

approaches discussed in the next sections.  
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Since the Predication Aggregate includes the PMID, I work mostly with 

this table in our research which has the direct tie to the sentence and to the 

actual citation on a one-to-one basis. Inclusion of all the sentences and citations 

makes the Neo4J database quite large and slow for queries. So, I am dropping 

those here since I am working with a technical infra-structure not capable of their 

inclusion and still have timely execution of processes. I did experiment with their 

inclusion but found it to be basically unwieldy. So, it was necessary to drop them 

for the experimental framework. And, this does not change any of the results 

since it is just a simple lookup to find these citations from the PMID which is 

stored with the records in the Predication Aggregate table anyway. 

From the perspective of Relevance, Connectivity, Novelty, and Saliency,  

how can proximity and distance best be utilized to improve the quality of the 

findings for a given query? These evaluation criteria are clearly defined in the 

Appendix under the Evaluation Criteria sections. For this, I need to know a lot 

more about the user stories and use cases for Semantic Medline. I discuss these 

more in the next section here. 

Context of Medline Document Network as a Recommender 

For Semantic Medline, much of the context information is built into the way 

in which the Semantic Medline database is constructed with the RDF triple 

predication which combines concepts with predicates and objects using the 

MESH medical language structure. Medical researchers are the principal users 

for Semantic Medline. They represent a broad class of medical specialties from 



 

39 

 

all aspects of healthcare delivery and from the scientific community working to 

find new disease relationships to help create improved diagnostic and treatment 

approaches. The Predication Aggregate table available from Semantic Medline 

includes a contextual breakdown of the sentences included in the various 

citations. So, much of the work has been already accomplished by how it is 

created. The tools selected to explore the knowledge contained in Semantic 

Medline gives us the best opportunity to improve the matching of user context to 

medical citation. And, there are a wide number of tools available to do this with 

computational and machine learning techniques using the graph database which 

represents the Predication Aggregate information.  

Referring to the background research on Context in Recommender 

Systems found in the Appendix, we see a number of areas which need to be 

included in order to address the issue of context. Some of the principal areas 

discussed are Individuality, Time, Location, Activity, and Relations. Of these, for 

a typical medical research user, time and location are going to be much less 

significant. The Individuality of the interest, the activity in which the research is 

directed, and the relationships of the information to other information are some of 

the more important context related aspects to consider. These actually do get 

picked up very well with the RDF approach provided by Semantic Medline which 

includes the predicate in the Predication Aggregate representation. The 

Predication Aggregate does represent sentences to the concept – predicate – 

object level. And, this level clearly picks up the aspects of the activity and the 
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individuality of the search being conducted. The relations are something I can 

provide by associating the concepts and predications with others which may 

have important connections by how I create the recommendation results and 

rank them to provide as output to the user. And, providing clustered results to 

user searches which put associated information into common clusters and 

providing the members of the shared cluster to the user as recommended areas 

to consider in terms of the user context.  

Also found in the Appendix on Context, there is a discussion regarding 

Context transition and steps in establishing context relationships. These 

concepts too are actually embedded in the Semantic Medline approach through 

the use of predications which are employed to associated subjects and objects. 

So, the predications can change for connected concepts and the relationships 

can be established based on how the concepts are related to each other. Again, 

because of the way in which the predication aggregates are established, much of 

the capability for these context considerations are available to utilize with the 

Semantic Medline database approach. But, they are available the from 

perspective of a medical researcher without the kind of context variability which 

may be the case with the general public consuming web pages for example. So, 

within this user group, the Semantic Medline approach to modeling the citations 

covers many of the areas for context consideration found in the Appendix. 

The graph database is the repository here for the Predication Aggregate 

information where concepts and predications can be networked to find interesting 
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connections. With this, we can utilize measures of proximity between the 

concepts and predications to recommend results which would not be directly 

available otherwise. See below the network nature of the user models which 

have concepts and edges associated with them. Graph connections between the 

concepts and predications ties directly into this kind of network model of the user. 

It provides results which match up to the user interests and help the user to 

define their interests by shifting through associations not readily apparent from 

straight query searches which don’t include associations into the search results. 

With graphs, this is easily provided to match user needs and give the user a 

chance to select relationships which they could not accomplish with previous flat 

file kinds of search capabilities. So, the use of graphs is an important tool to 

immediately provide a good matching technique for user context as it relates to 

item content with medical research databases like Semantic Medline. Then, the 

structure of the system model can be based on these components using graphs.  
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Algorithm Development 

Thorough research indicated the best algorithm potential which met the 

requirements include the following: 

• Semi-Metric algorithms which include directly connected nodes and 

indirectly connected nodes to show new associations which may be 

novel for the research queries being conducted. 

• Distance measures built on proximity calculations to provide a 

measure of predication association. Computed distance provided 

with the item. 

• Item-based algorithms which seek to list the predications which 

result from the graph query in a table which can be exported and 

further analyzed. 

• Rank algorithms which iterate a value for the predication rank using 

both node and edge formulas. 

• Create a hybrid algorithmic solution which blends the advantages of 

the component algorithms into an integrated solution. 

Two development environments were selected to implement the 

algorithms which include: 

• Python using the PyCharm IDE for platform flexibility to optimize 

solution 

• Ruby on Rails for creation of a web enabled platform with graph 

visualization. 
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These two platforms are developed to implement and iterate the solution 

based on results and performance testing for eventual scaling to production web 

implementation.  

Graph Databases and Indirect Associations  

Graph Database Tools – Neo4J for Visualizations  

The key Recommender Systems technology powering real time 

recommendations is the graph database. Graph databases outperform SQL and 

other NoSQL technologies for connecting entities for a wide variety of purposes. 

Here we are focused on connecting documents in a Document Network where 

we can use the graph database to capture associations both direct and indirect 

for ranking on a search presentation. Recommender systems which use graph 

databases are thousands of times faster with a fraction of the coding required to 

implement the recommender engine than with previous approaches. Medline is 

implemented with MySQL which is very slow by comparison. Potentially MySQL 

can be used to get comparable results using JOIN constructs. But, with millions 

of records, such JOIN commands would run extremely slow if they run at all.  

In order to build a faster engine for experimentation, I first wanted to move 

Semantic Medline to a graph database. The one which I chose for this 

dissertation project is Neo4J. It is a main stream graph database which can 

incorporate a SPARQL interface and other important capabilities specifically 

useful in this project. Neo4J is utilized for the experimental approaches pursued 

and for visualization of the results provided here. 
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The main reason graph databases are especially useful for Recommender 

Systems has to do with how the data is stored. Graph databases give equal 

prominence to storing both the data and the relationships between them. In a 

graph database, we don’t have to live with the semantically poor data model and 

expensive, unpredictable joins from the relational world. Instead, graph 

databases support many named, directed relationships between entities or nodes 

which gives a rich semantic context for the data. And queries are quite fast since 

there is no join penalty in a graph query as have with SQL.  

Retrieving information from a graph database is called a traversal of the 

database. It involves walking across the edges of a graph to find objects which 

are connected. In a graph database, a traversal is a fundamental operation for 

data access. A major difference from the SQL query is that a traversal is 

localized and there is no global index as each node stores an index of nodes 

connected to it. The size of the graph does not have a performance impact on a 

traversal the way it does in a SQL join. There is a global index in a graph 

database like Neo4J. But, it only provides a starting point from which to start a 

traversal operation. To determine if a particular element has a given property, it 

does require a linear scan of all the elements which has a higher cost 

computationally than with an index which has a much lower computational cost. 

This trade-off does occur between graph and SQL which needs to be carefully 

considered depending on what one is attempting to do computationally. [66] 
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Between graph databases there is no standardization in the languages as 

in SQL which is quite standardized with some variations. The lack of 

standardization has led to many implementations and frameworks such as 

Neo4J. Cypher attempts to use a more keyword oriented system to be more 

SQL-like. So, this lack of standardization requires learning many approaches to 

graphs in order to select the best tool to solve a given graph problem. Neo4J has 

tended to become somewhat of an industry standard in recent years due to its 

clear structure and high adoption rate. Neo4J uses Cypher which to be more of a 

graph query language to avoid writing traversal code.  

A particular strength of graph databases over the old RDBMS approach is 

for application in recommendations from association. Finding indirect 

associations from direct connections is particularly aided with the use of graph 

databases where associations are the focus of the query. Therefore, graph 

databases applications offer increased ability to find both the direct and indirect 

associations within a Document Network such as Semantic Medline. 

Reliability of data storage in a graph database is also of great importance. 

Many of the SQL databases like Oracle and Microsoft have established and 

highly reliable database engine environments to protect the reliability of the data. 

For graph databases without this history, what guarantees the data integrity? In 

graph databases there is a developed standard now called ACID (atomicity, 

consistency, isolation, durability) which is a set of properties to guaranteed 

transaction processing reliability for graph databases like Neo4J. This reliability 
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aspect is extremely important if building mission critical systems on a graph 

database. Neo4J is ACID compliant and therefore, production ready like Oracle 

for the enterprise. So, Neo4J is now considered an enterprise ready application. 

[66] 

High availability and security are also very much included in products like 

Neo4J as has long been available in the RDBMS counterparts. Neo4J follows 

master-slave design architecture for coordination and replication which can lead 

to inconsistencies for a short period of time which the data is not immediately 

synchronized. But, it utilizes Zookeeper to coordinate the nodes to keep them in 

sync which resolves the risk of consistency very well. Security features are also 

very well developed now in enterprise versions like Neo4J. And, for databases 

like Semantic Medline and other biological types of databases, it is a great fit 

because of its inherent structure. So, for all of these reasons, use for Semantic 

Medline is very well justified to see how Neo4J can improve on the capabilities 

now with the current implementation of Semantic Medline using MySQL. 

Performance can be much better if implemented properly. 

Associations of Documents in a Document Network 

Association rules mining is one of the dominate methods for data mining. 

These association rules reveal similarities between users for web pages which 

are utilized in Recommender Systems. They recommend web pages that appear 

to be useful for a given user. But, there are limitations of these association rules 

which can lead to loss of vital information potentially relevant for the users. 
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Typically, these association rules focus on co-occurrence within a given 

transaction set. These rules use hyperlinks to list “hard” connections which result 

from the hyperlinks of co-occurrence. But, this approach may avoid relationships 

between documents or pages. These “hard” connections expose direct 

relationships between documents or pages.  

What about “indirect” relationships between the documents in a DN or 

pages from a web search? These are not exposed by traditional “direct” 

association rules. [65] Other researchers have called these “indirect” 

associations as “Semi-metric” connections; i.e. associations which do not 

conform to metric or Euclidean rules. [62] 

There are a number of indirect or “transitive” association rules which can 

lead to important indirect associations not typically exposed by just using the 

“direct” rules. A “partial indirect” association rule is the indirect relationship 

between two objects with respect to one of those objects for which two direct 

association rules exists. The document or page in the partial indirect association 

rule is call the “transitive” document or page. Another indirect association rule is 

the set of all possible transitive document or pages for which indirect association 

rules between two objects exists. The complete indirect association rule 

aggregates all of the partial association rules between two objects with respect to 

all transitive documents or pages and is called the “complete indirect” 

association. A complete indirect association rule between two objects exists only 

if there is at least one partial indirect association. These complete indirect 
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associations are again NOT symmetric and are also known as “Semi-metric” 

associations.  

In order to maximize the value of searches such as in Semantic Medline, 

these indirect associations need to be included as well in order to provide a 

complete response to important queries especially in the medical arena where 

discovery of new associations and relationships is extremely important. The use 

of complex association rules which make use of both direct and indirect 

association rules for the recommendation do greatly improve the results. These 

complex association rules have been explored to some extent in the literature. 

But, the use of them is somewhat limited in currently used Recommender 

Systems. I shed more light on them here. And, this does tie into the narrative 

having to do with Semantic searches and the use of context in these searches. 

The context is embedded in the association rules as it turns out and gets factored 

into the overall methodology based on the pre-processing of the data to compute 

the association distances within the semantic context of Semantic Medline. 

For the Semantic Medline database which first searches by a concept to 

build a resulting set prior to inclusion of the predications, we need an indirect 

association rule and algorithm to include indirect documents in the first result set. 

Then, when the predications for this search result group are constructed, we 

need to bring in all the indirect predications for the original search group and for 

the predications themselves because there may also be indirect co-occurrence 

results of value. Then, the summarization and visualization can be done from 
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there. We need to experiment with optional approaches to conduct this two-step 

association pertinent for Semantic Medline and find the best method for this to 

occur. And, see what kinds of results get added to the results when approaching 

with indirect associations as well as direct to see what is happening by 

expanding the search approach.  

Proximity and Distance Graphs Calculation Methods 

One of the advantages of using the knowledge contexts in the 

recommendation architecture is that the same key terms can be associated 

independently between different information resources. Indeed, the distance 

functions of knowledge contexts allow us to regard these as connected concepts. 

This way, the same set of key terms describing the present interests (or search) 

of a user, is associated with different sets of other key terms in distinct 

knowledge contexts. Thus, the interests of the user are also context-dependent 

when several information resources are at stake. 

 

Equation 1 - Proximity Calculation [62] 

 

KSP is the semantic proximity between two keywords, ki and kj. It is the 

probability that the keywords co-index the same document in a DN whose 

semantics are defined by matrix A. The value depends on the document sets 
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indexed by the keywords and the intersection of these sets of documents. N(Ki) 

is the number of documents indexed by Ki, and N(ki,kj) is the number of 

documents both keywords index. So, from the formula for proximity, the 

keywords are close if they index many of the same documents. [62] 

Computing Distance Functions: Associative Semantics 

One very useful measure of association between documents in the DN is 

Proximity. It is actually a measure of co-occurrence between documents.  A 

Proximity Graph is a graph obtained by computing the proximity for documents in 

the DN to use the proximity measure as the length of edges to connect the 

document nodes. Proximity graphs can be seen as associative knowledge 

networks that represent how often items co-occur in the large set of documents. 

The understanding is that the items which frequently co-occur are associated 

with a common concept which is understood by the users and authors of those 

documents. The graph of co-occurrence proximity captures the document 

network associations because we expect those concepts or themes to be 

organized in inter-connected subgraphs or clusters in the proximity network 

graph. [62] 

These Proximity Graphs are reflexive and symmetric fuzzy graphs where 

we can perform transitive closure of these graphs. We can also transform the 

Proximity measure to distance where the edge weights denote dissimilarity 

represented by distance between the nodes. Short edges mean smaller distance 

where there is greater similarity. Long edges imply less similarity.  
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A high value for proximity means that the two items from one set of 

objects tend to co-occur frequently in another set of objects. But, what happens 

when items do NOT occur frequently with one another but do occur frequently 

with the same other objects. If they co-occur frequently with a third (or more) 

objects, should we infer that the two items have indirect associations as one 

might expect from the transitive property of associations, for example? We would 

expect objects with strong indirect relationships to be more associated than those 

which have weak indirect relationships. [62] 

Transitivity can be more intuitively viewed by converting proximity to 

distance. The shortest distance between two objects may not be the direct edges 

between them but rather through an indirect path. These distance functions 

which violate the triangle inequality are referred to as Semi-Metrics. The 

transitivity may be violated which then defines Semi-Metric to be non-Euclidean. 

A metric graph would show the Euclidean distance. Semi-Metric includes those 

which are indirectly related and therefore, not metric or Euclidean. [62] 

Semi-metric behavior is a matter of degree. For some pairs of objects in a 

distance graph, the indirect path may provide a shorter distance than other paths. 

To measure the degree of semi-metric behavior, another measure is used for 

semi-metric average ratios. [63] To compare semi-metric behavior between 

different DN and their respective objects, a relative semi-metric ration is used.  

The semantic proximity between keywords is the probability that the 

keywords co-index the same document in a DN. The two keywords are close if 
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they tend to index many of the same documents. It uses the total number of 

documents indexed by the keywords on their own along with the total where both 

keyword pairs index the same document as an intersection set. [62] 

Distance is calculated this way: 

Equation 2 - Distance Calculation [62] 

 

d is the distance function which defines a weighted graph called the 

distance graph whose vertices are all the keywords extracted from a given DN 

whose edges are values of d(k,kj). A small distance between keywords implies a 

strong semantic relationship between the keywords.[62] 

Knowledge Context 

The collection of relevant associative distance graphs which can be 

extracted from a DN expresses the knowledge it conveys to the community of 

users as an information resource. In the case of Semantic Medline, this is a very 

large set of keywords, predications, and documents. But, each resource is 

organized differently and leads to different associative semantics tailored to a 

particular group of users with a varying history of use. The same set of keywords 

and predications can be related to different sets of documents resulting in 

different distances for the same keyword or predication pairs. We can refer to the 

relational information or associative semantics of each information resource as a 

Knowledge Context. This implies that the way documents are organized in 
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information resources expresses knowledge provided to their community of 

users. The knowledge context conveys some of the collective knowledge shared 

by the community of users for these resources. The distance graphs relating the 

DN define an associative semantics to convey the strength of associated pairs of 

elements in the specific network from which they are available. [62] 

Specifically, we characterize an information resource R by a structure 

named Knowledge Context: 

Equation 3  Knowledge Context [62] 

 

Where X is a set of available sets of elements Xi, e.g. X = {K,M, U}, where 

K is a set of keywords, M a set of documents, and U a set of users. R is a set of 

available relations amongst the sets in X, e.g. R = {C(M, M), A(K, M)}, where C 

denotes a citation relation between the elements of the set of documents, and A 

a semantic relation between documents and keywords such as a keyword-

document matrix. Finally, d is a set of distance functions applicable to some 

subset of relations in R, e.g. d = {dk}, where dk is a distance between keywords 

such as the one defined by formula above. The application of these distance 

functions results on distance graphs D whose vertices are elements from the sets 

in X. Within the recommendation architecture from this dissertation, users are 

themselves characterized as information resources, where X may contain, 

among other application-specific elements, the sets of documents previously 

retrieved by the user and their associated keyword. The end result of what feeds 
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the recommendation algorithms in our architecture is the distance functions d of 

knowledge contexts.[62] 

This gives us the context for the hypothesis testing with the Medline 

Database in which we compute the relationship distances from the Semantic 

Medline data and use it to create solution sets in order to explore the transitive 

property and how it can be used to find interesting relationships from the Medline 

database. Distance graphs provide the knowledge context of the Document 

Network. And, we attempt to visualize those graphically to compare to the direct 

connection graphs inherent from the base graph representation. 

I can do the same thing with the Semantic Predications. Apply these rules 

there to the proximity between the Semantic predications and not just the 

keywords. I do both in this research where I get the keyword proximity and the 

Semantic Predication proximity. I use both to explore the distance between the 

documents and it represents an approach no one has implemented before. This 

approach is a new way to include context into the equation where a concept is 

slightly different between users who perform the search.  

As an example of how Semantic Medline works now, please find in the 

following figure a case for Melatonin as the subject concept. And, the predicate is 

“TREATS” with all the objects found through direct connection in Semantic 

Medline using the direct connected objects as follows: 
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Figure 8 - Semantic Medline Output for Melatonin TREATS 
 

 

 

 

Now to show what is done here in this dissertation for the same example, 

please find the next figure which shows the direct and indirectly connected 

objects for the same search terms “Melatonin TREATS” but this one is from the 

system created in this dissertation. 

 

 



 

56 

 

 

Figure 9 - New Semi-Metric Visualization of Melatonin TREATS 
 

 

You can easily see where this dissertation is headed to get vastly 

improved results making use of distance calculations in hybrid, optimized 

Recommender System algorithms for Document Networks.  

Recommender Systems for Document Networks 

With this basis in the type of recommender system for consideration, now 

we need to find applicable approaches and understand how these may be 

implemented. These approaches are based in an algorithmic method. Several 

algorithmic approaches are recommended for document networks [63]. We look 

at these and recommend improvements using Semantic Medline and the 
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Semantic Predication as opposed to just keyword co-occurrence at the heart of 

the Rocha studies [62] and [63].These algorithms are based on 3 types of 

graphs: 

1. Item-Based Proximity 

2. Item-Based Semi-Metric Proximity 

3. User-Based Proximity 

I discover how these different approaches work for Semantic Medline and 

Semi-Metric using Semantic Predications as the objects. Also, I find new 

algorithmic approaches to work well as recommenders for documents in this DN. 

With the Semi-Metric approach, I discover new relationships from the 

indirect associations not previously discovered from previous methods. These 

new relationships are implied by global associative semantics but not by 

previously retrieved documents that are known to be directly related. The newly 

discovered semi-metric pairs can fill a gap for novel documents implied by the 

DN. With just a metric distance function, I would not discover these implied 

associations. The Semi-metric approach offers the potential for new 

recommendations not known previously. An example would be useful to discuss 

to illustrate the concept of Semi-Metric. Let us assume we have the following 

measures for similarity between 3 objects (A, B, and C) as follows: 

 

• Jaccard Similarity(A,B) = 0.5 (50% of features in common) 

• Jaccard Similarity(B,C) = 0.5 (50% of features in common)  
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• Jaccard Similarity(A,C) = 0 (no common features, no overlap at all) 

• Distance(A,B) = (1/0.5) - 1 = 1 

• Distance(B,C) = 1 

• Distance(A,C) = INFINITE 

This case violates idea of the triangle inequality. In other words, just because A 

and B are related and B and C are related, A and C may have absolutely no 

relationship and we really can’t infer the distance from A to C as being less than 

or equal to the sum of A to B plus B to C. But, there is a greater probability that A 

and C do have some relationship had this indirect relationship not existed. These 

kinds of indirect connections need to be explored in case a direct relationship 

may exist. This probability of indirect relationships is included in the 

recommender algorithms optimized in this dissertation. 

Architectural approaches for a ranking algorithm approach to DN 

Recommender Systems will be needed for a solution. One such approach is 

called IDARM (Indirect Association Rules Miner). This is the second stage of the 

recommendation process after the direct associations have been mined. The 

general concept of IDARM is as follows: [64] 

Input 

1. L1 - Draw a set of direct associations where the confidence is 

greater than a given value 

2. L IR- List the indirect associations with their confidences  
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3. L T - List the numbers of transitive associations for each indirect 

association 

Output 

1. Full list of indirect associations – L IR 

2. Full list of numbers of transitive associations – L T 

3. Full list of confidence numbers associated with each association to 

rank associations 

Using this ranking approach, we can provide new knowledge in some 

cases while in others it may be more about confirming existing connections or 

knowledge. The more transitive triads which exist in the set of indirect 

relationships, the more likely there is a positive contribution for the indirect 

associations. [64] 

The graphic below shows the architecture for an IDARM system which 

could be implemented for a Recommender for Document Networks. The 

important aspect is the component parts required to provide such an approach. 

The direct and indirect miners are treated separately. Then, there is a merge 

capability to bring the two lists together and rank them prior to presentation. This 

is a fundamental architecture used for Document Network Recommenders. [64] 
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Figure 10 - IDARM Technical Architecture [64] 

 

IDARM System Architecture 
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Figure 11 - IDARM Functional Architecture [64] 

 

 

These two architectural diagrams actually offer a comprehensive and 

reasonable way to implement a recommender system for Document Networks in 

general. There is nothing here which is not easily recognizable from a 

development perspective. They also include the user specific aspects which are 

very important for the incorporation of context and user shared interests. The 
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algorithmic approaches employed in this dissertation will make use this 

architectural approach for implementation. I adapt it here for our experimental 

framework to test optional algorithmic approaches using the some of the blocks 

in the flow chart shown in the overall architectural diagrams above. [64] 

Proximity Algorithms 

Considerable research has been performed in the area of Proximity 

functions to measure associations. Proximity of nodes in a graph is defined in 

terms of the percentage of closeness between two nodes where related nodes 

have a value of 1 and unrelated nodes have a value of 0. An RDF graph as in the 

case of Semantic Medline is actually a typed multigraph which means that any 

pair of nodes can be connected by several edges known as properties. Proximity 

is a function of the edges between the nodes and not the nodes themselves. 

And, proximity is a function of the paths between nodes which may consist of 

multiple edges. With this in mind, proximity functions take on a form based upon 

the path within the graph for how the proximity is measured. Proximity must take 

into account all the paths between nodes and therefore relies on an infinite series 

mathematical approach. Shorter paths do have a higher weight than longer 

paths.  

These proximity algorithms expand each path in the given set of paths 

using the set of edges using the end of a path to expand to the next new node. 

And, they expand the size of the paths and not the cardinality of the sets of 

nodes by an amount equal to n + 1 where n is the size of the original path set. 
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This is path expansion approach is important to have in mind for algorithms 

which measure the association of nodes in a graph RDF database representing 

documents in a Document Network. I provide a discussion of path expansion as 

a very important approach for graphs to represent interests. There are a variety 

of ways to do this and those are embedded in the experimental options selected 

for analysis. [68] 

Distance for Indirect Transitive Closure Edges  

I have reviewed indirect associations and found these could be very 

interesting for the recommendation and ranking of candidate citations in 

response to a given request. I have discussed methods for computing the 

proximity and then the distance between nodes for these connections. And, I 

have discussed ways to find the indirect edges to provide candidates to consider 

for the recommendation based on indirect techniques either from semi-metric or 

indirect associations.  

But, how do we compute a distance for the indirect paths so they could be 

ranked in the recommendation list? So far, we have not considered this and this 

becomes an important consideration once indirect associations are exposed. 

Now I discuss this aspect and try to find a reasonable way to make this kind of 

calculation based on what we know at this point in terms of the direct association 

distances and the indirect edges.  

Most of the research for complex graph networks will treat these 

interactions as binary edges in graphs even though in a real situation the 
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interactions have a wide degree of intensity and strength. [69] So, more recently, 

the research has begun to focus on real complex networks as weighted graphs. 

This is a relatively new shift in focus and much is left to do in this area.  Past 

research has shown that pairs of items for which there is no direct co-occurrence 

information but which are strongly related through indirect paths will possess 

higher probability of co-occurrence in future networks. In such weighted graphs, 

there is an infinite number of ways to compute transitive closure to compute 

indirect associations in the data. This means there will be different forms of 

transitivity of indirect association in complex networks modeled as weighted 

graphs. 

Recommender approach using Proximity Graphs  

Based on the previous discussion regarding proximity and distance, how 

can we utilize this information in a Recommender algorithm to select and rank 

items which result from this approach? So, we can consider 4 kinds of 

Recommender algorithms to use these graphs as follows: 

1. Item-Based proximity 

a. Retrieve the user vector which contains the set of associated items 

from the training set R. 

b. From the item-based proximity graph, remove columns associated 

with items that do not appear in the user profile. 
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c. Calculate the mean value of row weights for each row in the 

reduced item-based proximity graph matrix from step 2. This 

provides a scaler score for all the items in the matrix. 

d. Then, present the items recommended for the top n scored items. 

2.  Item-Based Semi-Metric 

a. Same as Item-Based Proximity except the item-based proximity 

graph is enhanced with additional edges. 

b. Calculate the metric closure from the proximity isomorphism 

equation.  

c. From the resulting distance graph, identify the semi-metric pairs 

(edges) with below average ratio above the threshold, and insert 

the corresponding edges from the transitive closure of the item-

based Proximity graph into the original Proximity graph. 

d. Then, we use this Item-Based proximity graph and use the steps in 

algorithm 1 above for the Item-Based Proximity. 

3.  User-based proximity 

a. Determine the k nearest users to the current user from the User-

based Proximity graph which are the k highest values. 

b. Recommend the top n most frequent items among the 

neighborhood of users 

4.  User-Based Semi-Metric 



 

66 

 

a. Here we enhance the proximity of the User-based proximity graph 

with the semi-metric edges just like in algorithm 2 above. Then, we 

use algorithm 3 above.  

b. For both semi-metric algorithms (2 and 4), the thresholds for the 

below average ratio were set based on the distribution of the ratios 

around the cut-off point of the power law. 

These options give us some reasonable ways to make use of the semi-

metric information and graphs in order to actually provide recommendations. 

Then, we would evaluate which of the above approaches provides the best 

recommendations for the given user. [63] 

Algorithmic approach for Medline Case Study 

What is the best way to evaluate the success of the project for 

improvement of the recommendation approach for documents in Semantic 

Medline? The Appendix also has a great deal of information on factors for 

consideration for evaluation of recommender systems. This material clearly 

states that the evaluation approach does depend on the type of recommender 

you are working with. Clearly, a document network is an item type recommender 

system. Supervised methods are not appropriate because of the requirement to 

have experts to supervise the classification process. I need unsupervised 

approaches which are accurate and easy to run on their own as you might find 

with a web browser with page ranking.  Clustering, of course, is an unsupervised 

approach. But, how would you cluster a document network to support a 
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recommender application? Actually, this is a difficult question to answer 

definitively because it would depend on the goals of the recommender system. 

The Appendix provides a great deal of detail on many ways to implement 

Recommender Systems and their methods for Evaluation. So, how to cluster 

would depend very much on the goals sought.  

As was discussed in the introduction of this dissertation, I am interested in 

finding the best approach to provide document citations to a user based on their 

interest profile established through previous interactions with the recommender 

system and based on declared interests. With filtering systems, the function of a 

filter is to establish the relevance value of each document according to the 

interests of the user profile and then present citations for documents to the user 

based on the filtering. Filtering can involve grouping, sorting, pruning, and rank 

ordering document citations based on relevance values. So, from a machine 

learning perspective, this becomes a classification issue to group documents 

according to classes if a supervised method is available. If unsupervised, then 

clusters are more appropriate.  There are many classification and clustering 

schemes. As presented previously, Semantic Medline database is constructed 

with the RDF triple predication which combines concepts with predicates and 

objects using the MESH medical language structure which begins the 

classification process by using medical language standards for grouping. Then, 

the predications need to be classified as well according to their associations with 

other documents in the document system. This additional level of classification at 
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the predication level helps to establish a better fit to the user profile than with just 

concepts alone. Semantic Medline by virtue of the supervised learning approach 

with MESH provides an abundant and reliable source of pre-classified training 

data for classification of the predications.  

 

 

 
Figure 12 - Filter Method for Recommender Systems [70]   

 

 

The above figure provides a scheme for document representation, 

classification, and interest profile management which is highly modular where 

virtually any technique applicable for each block in the architecture can be 

integrated into a single system. Our goal here in this dissertation is to look at a 

number of techniques to determine the best ways to accomplish for our selected 

case study using Semantic Medline.  

Historically, this kind of filtering process for document network 

recommendations has been associated with a vector approach. For the 

representation step, the document vector is where each concept represented in 

http://www.sciencedirect.com.mutex.gmu.edu/science/article/pii/S0306457399000333#gr4
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the document receives a weight. Each document vector length is based on the 

total number of tokens in the thesaurus, and each element in the document 

vector receives the weight corresponding to the tokens and augmented with the 

frequency for the concept element appearing in the document. Then, for 

classification, the classes are also identified by documents with comparable 

vectors. Since it is similar to a neural network classification approach with 

weighted elements, then neural network algorithms are useful to support this 

vector approach to filtering documents in a document network like Semantic 

Medline. But, of course, as was stated earlier, there are many other ways to do 

this especially with graph databases which should have greater potential 

accuracy and efficiency in a Recommender System. [70]   

The Neural Network approach requires the availability of a training set with 

known classifications for each case. In some document recommender systems, 

the document relevance is only available after the search and can serve to 

reinforce the classification. For those situations, a clustering approach can group 

data into similar groups. This kind of unsupervised approach requires little human 

intervention as pre-classified documents are not needed. Semantic Medline has 

incorporated classification schemes both supervised and unsupervised and the 

results are contained in the predications available for further clustering or 

classifications. Already embedded in Semantic Medline, we have a very high 

level of classification included in the data we are using. 
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To evaluate classification quality, classical information retrieval 

performance measures may be used with the following parameters: 

a. Total number of documents classified into a class that agree with 

an expert’s judgment 

b. Total number of documents classified into a class that do not agree 

with expert judgement 

c. Total number of documents not classified into a class that 

according to an expert should belong to a class. 

d. Total number of documents not classified into a class that 

according to an expert do not belong to a class. 

e. All of these parameters do depend on an expert’s judgement.  

This leads to measures as follows:  

a. Recall = a/(a+c) – the proportion of class members as determined 

by the expert that were accurately placed in the class 

b. Precision = a/(a+b) – the proportion of documents placed in the 

system’s class that are accurately placed. 

c. Error rate = (b+c)/(a+b+c+d) – it includes both the errors of 

commission and of omission.  

These parameters give us a way to judge the quality of classification from 

a numerical perspective if I apply a classification approach such as neural 

networks and vector classification. To do this though, I do need an expert to 

know the quality of the resulting classification process. [70]   
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One previous study which used Medline as the document network and 

used a neural network approach to classification had some interesting results to 

keep in mind for our case study in this dissertation. The classification 

performance demonstrated high level of variance in terms of recall, precision, 

and error rate. A single measurement alone did not capture the true classification 

capacity of a given class. The tree measure approach was better equipped to 

provide the classification measures needed. In some cases, recall could be high 

but the precision could be relatively low and vice versa. The ability of a class to 

attract correct documents while avoid incorrect ones will improve both recall and 

precision. The class capacity was well captured with the error rate measure. 

Classes with low error rate demonstrated higher and more similar recall and 

precision. And, classes with high error rate had lower and more dissimilar recall 

and precision. These measures proved to be very useful against Medline 

documents. [70] 

Also, from the same study, classification performance influenced the 

resulting filtering as one would predict. Higher classification accuracy did provide 

improved filtering performance and conversely, poor classification accuracy did 

lead to degraded performance in filtering. Also, supervised classification 

approaches did lead to advantages in filtering as well when compared to 

unsupervised approaches. The unsupervised approach was more open ended in 

terms of the types of classes generated. Clustering algorithms used for the 

unsupervised approaches lead to classes which varied greatly in terms of scope 
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from narrow to very broad. The supervised approach had more tightly managed 

class scope. Supervised approaches took more time and resources but lead to 

improved filtering results overall. [70]   

I want to find better methods now and take this to the next level by also 

using our experimental framework with Python and Neo4J to see where I can 

improve the performance using the predication as well which come from 

Semantic Medline. The filtering studies did not use Semantic Medline with the 

predications. I want to use other algorithms than neural networks which have 

better proven results for graph databases like Semantic Medline applying it to the 

predications in addition to the concepts which were the subject of these previous 

filtering studies. But, these previous filtering studies do give us a method for 

evaluation and specific parameters to use for comparison purposes which is 

utilized in the experimental section of the research. It is useful to utilize this 

information for looking at new approaches for the recommendation process to 

take it to another more accurate level. Now I discuss the analysis of other 

algorithms and approaches for Recommender Systems by looking at a number of 

other options building on these filtering studies.  

Ranking Algorithms for Document Recommendations 

Web page ranking is similar capabilities to those needed for our DN 

database approach. We are basically in need of the best way to rank document 

citations by their similarity to a concept defined by the user. This is much the 

same type of method used in web page ranking methods. 
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For example, an algorithm for page ranking is given as follows: [78] 

PR(A) = E(A) (1-d) + d (PR(T1)/C(T1) + ... + PR(Tn)/C(Tn)) 

Where 

 PR(A) is the PageRank of page A, 

 PR(Ti) is the PageRank of pages Ti which link to page A, 

 C(Ti) is the number of outbound links on page Ti and 

 d is a damping factor which can be set between 0 and 1. 

First of all, we see that PageRank does not rank web sites as a whole, but 

is determined for each page individually. Further, the PageRank of page A is 

recursively defined by the Page-Ranks of those pages which link to page A. Ok! 

This seems like a decent way to actually pre-rank documents individually and 

then build a rank for a given concept query from there based on the documents 

linked to key documents that support a given recommendation query. 

Also, inherent to this approach, PageRank of pages Ti which link to page 

A does not influence the PageRank of page A uniformly. Within the PageRank 

algorithm, the PageRank of a page T is always weighted by the number of 

outbound links C(T) on page T. This means that the more outbound links a page 

T has, the less page A benefits from a link to it on page T. Again, this is 

something like we need for document recommendations. The weighted 

PageRank of pages Ti is then added up. The outcome of this is that an additional 

inbound link for page A always increase page A's PageRank. Finally, the sum of 

the weighted PageRanks of all pages Ti is multiplied with a damping factor d 
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which can be set between 0 and 1. Thereby, the extent of PageRank benefit for a 

page by another page linking to it is reduced. [78] 

How does this idea of page ranking apply to documents in a document 

network? The rank is influenced by the number of links to a given page for sure. 

This would be analogous to the number of edges to a specific citation when 

representing the document network in a graph database with edges or links. 

There are strong analogies here with our Semantic Medline case in which 

concepts and predications tie to objects through edges. In our case, I look at it 

more as the proximity or distance between the documents and I find ways to 

measure those distances or similarities. Other references discuss these linkages 

as Similarity Measures. It is easy to see these linkage concepts are very much 

one in the same and ranking is the objective for recommender systems dealing 

with document networks just as with web page ranking. 

Page ranking is an iterative process and it builds to a more accurate 

number as pages are ranked. The iterative process is a simple linear stationary 

process. At each iteration, a Page Rank vector (single 1xn vector) holding all the 

page rank values is computed. These vectors are a hyperlink n x n matrix H and 

a 1xn row vector represent the probabilities for the connected pages or 

documents in our case where the probability is a normalized probability 

representation using the distance calculation. H is a row normalized hyperlink 

matrix with a value when there is a link between nodes and 0 otherwise. It is the 

classical power method applied to matrix H. H looks like a stochastic transition 
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probability matrix for a Markov chain. The dangling nodes in the graph create the 

zero rows in the matrix. [78] 

In a Markov chain, we know the rows of the matrix are the inputs and the 

columns are the outputs given the row heading as the input. The values in the 

matrix are the probability the input of the row heading produces the output 

column heading. And, the values in a given row all sum to 1 as the probability of 

all possible outcomes are 1. This is very similar to taking our distances or other 

measure of similarity and normalizing them to a probability which sums to 1. 

Then, the Markov chain matrix can be built and proceed with the algorithm 

through transitions by multiplying by the transition matrix possibly a number of 

times, one for each iteration. The actual probability is found in the matrix after 

transition by iteration. These values can then be inserted in the page-ranking 

formula to rank the documents. This is basically how I need to create the process 

in our experimental approach discussed later. It help us to yield a document 

ranking which is quick to run and which improves with transactions as the values 

continue to improve through iterations. And, the current value needs to be stored 

with the predication in our case for the next time when it is iterated again similar 

to how I stored distances now with the predication for future use to cut down on 

execution time. I experiment with Page Rank for optimizing the search algorithms 

for this dissertation and adapt them significantly to the Semantic Medline case.  

[78] 
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Another ranking algorithm which has received considerable attention 

especially for document networks is called WICER for Weighted Inter-Cluster 

Edge Ranking for Clustered Graphs. This approach would imply the existence of 

available clusters. I have presented methods for building clusters in this 

research. And, I can now explore methods for tying WICER into the page-ranking 

algorithm to combine the strengths of both for a Document Network. So, let’s now 

explore more about WICER and how it works for possible inclusion. [76] 

First, it is useful to identify another algorithm which is used broadly for 

page-ranking on the web called HITS – Hypertext Induced Topic Selection 

algorithm. In general, HITS and Page-Ranking ranks nodes in a graph with 

directed edges. But, when natural clusters exist within the graph, because of the 

added importance of nodes belonging to specific clusters, these algorithms do 

not capture semantic information of the clusters to produce an efficient ranking of 

the nodes. WICER is an algorithm to rank nodes in a clustered graph which could 

very well be a Document Network. It includes a parameter used to value the 

inter-graph edge weight which weighs edges between different clusters more 

than edges within the same cluster. There is another parameter used to weigh 

the nodes based on the number of different kinds of edges that connect to it. 

These parameters are used to rank the nodes in the graph. [76] 

HITS and Page-Rank give uniform importance to all the nodes and edges 

in the graph. However, in something like a Document Network like Semantic 

Medline, we have semantic information which describes the type of node or type 
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of edge. In this type of graph, the nodes can be clustered and the edges 

categorized based on this semantic information. And, this new information can be 

used to provide a new ranking scheme that utilizes the types of nodes and 

edges. [76] 

It is interesting to consider an example. A medical researcher searching 

for a medical reference related to a specific medical case would be very 

interested in a document that is referenced by multiple types of cases rather than 

a document being referenced by similar cases. Therefore, it would be logical to 

assign such a document a higher rank in the search results. Also, it is more likely 

the medical researcher who may be an expert would already know about similar 

cases possibly. The WICER algorithm basic ideas are: 

a. A node that has incoming inter-cluster edges should be ranked 

higher than a node that has incoming intra-cluster edges 

b. The rank of a particular node is weighted by the number of different 

clusters from which there exists an incoming edge to this node, and 

c. Each cluster is weighted based on its importance. 
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Figure 13 - Edge Rank Clusters [76] 
 

 

Equation 4 - Edge Rank Formula [76]  
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The parameters Alpha and Beta are the inter-cluster and intra-cluster 

edge weights presented earlier which can be valued based on the document 

cluster and the semantic significance within the Semantic Medline document 

network. The pseudo-code for this method is as follows: 

 

 

Figure 14 - Edge Rank Pseudo Code [76] 
 

 

In experiments with different types of graphs, the WICER approach once 

significantly adapted to Semantic Medline does perform very well against plain 

page-ranking approaches because it combines in the additional elements 

associated with the semantics of the network being ranked. It is clearly a very 

important additional algorithmic approach to consider here for Semantic Medline 

which offers the benefits of the clustered approach with the page-ranking 

approach all in one algorithm. We consider it in our options for experimentation 
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and see how the use of the principals provided with WICER can help in our case. 

[76] 

Link Prediction Algorithms 

Understanding the association between two specific nodes raises 

interesting concerns such as: 

What are the factors that drive these associations? 

How is the association between two nodes affected by other nodes? 

An interesting problem is how to predict the association between when 

there may be no associations between these nodes in the current state of the 

graph such as is the case with semi-metric, indirect nodes we have discussed 

previously. This is the link prediction problem. It is related to inferring missing 

links from the observed graph network where based on observable data, we try 

to infer additional links which may not be directly visible but which are likely to 

exist. This is a problem which comes out of social networks and edge ranking 

already discussed. A good example of it is Facebook “Friend Finder” which 

attempts to connect people who are not currently connected but whom may be 

pre-disposed to similar interests and therefore be ripe for connection with such 

algorithms. Of course in our case study for medical references with Semantic 

Medline, it is more a matter of link prediction to find interactions between nodes 

such as proteins through the medical literature. Link prediction could be used to 

accelerate research connections and collaborations that would take longer to 

form on their own. [77] 
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In terms of the graph model, the problem becomes given a graph structure 

as I have in our case study for Semantic Medline in which an edge represents a 

connection between citations that are available currently in the database, then 

the link prediction task is given this network to then output a list of edges not 

present in the current graph that are predicted to appear in the network. The 

current graph would be used for training purposes for the predictive model.  

To generate such a list of edges, a heuristic algorithm is used to assign a 

similarity matrix whose entries represent scores between the nodes from the 

training data. This score between nodes is viewed as a measure of similarity 

between the nodes. All of the non-existent nodes are sorted in decreasing order 

according to their scores. The links at the top are the ones most likely to exist.  

To test the accuracy of the link prediction algorithm a large fraction of the 

observed links (90%) from the known graph are used as the training set. The 

remaining 10% links are used as the probe set to be used to test the prediction 

capability of the algorithm which is interpreted as the probability that a randomly 

chosen missing link from the probe set is given a higher score than a randomly 

chosen nonexistent link. The degree to which the probability exceeds 50% 

indicates the link has a better chance than just pure chance. The more the score 

exceeds pure chance then, of course, the higher is the chance of existing and 

becomes a predicted link. [77] 

 We saw from the discussion of semi-metric and indirect connections that 

the sum of the links to an indirect connection can be finite. However, the inferred 
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connection from a node to the indirect node may be non-Euclidean and not be 

less than the sum of the component parts. There could be an infinite distance to 

the indirect node or it could be a connection which is less than the sum of the 

parts and be Euclidean. We cannot actually derive a distance from this semi-

metric analysis. But, with link prediction algorithms, we can predict the probability 

of the connection score using machine learning techniques of training the model 

and then using it to predict the probability. [77] 

This would be extremely valuable in the case of Semantic Medline if a 

good model can be trained and used quickly when a new research query is 

presented to the search algorithms. And, it would be able to help us rank the 

indirect nodes much better than we can now as well. It would be a big 

improvement over edge ranking as presented previously and provide more 

accurate predictions potentially. However, it does require training and pre-

processing to accomplish clearly. Facebook does the “Friends Finder” feature 

with background threads to be presented to the user at some point after having 

been compiled for the user. This too could be accomplished for Semantic 

Medline assuming users are created with profiles and background threads are 

created to be run and presented next time the users logs in to the system. 

We have already discussed measures for similarity which could be 

employed in link prediction algorithms. There are a number of other measures as 

well which have promise. These are as follows: 
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Common Neighbors: computed in the context of collaborative networks 

to verify a positive correlation between the number of common neighbors of two 

nodes and the probability that the nodes will collaborate in the future. 

Jaccard’s Coefficient: measures the probability that two nodes have a 

common feature which is a good measure for the similarity of the nodes.  

Frequency-Weighted Common Neighbors: measure based on number 

of common features between the nodes where rare features have higher 

weighting.  

Preferential Attachment: measure based on concept that nodes with 

many connections more likely to have new connections in the future.  

Exponentially Damped Path Counts:  measure that sums over a 

collection of edges which is exponentially damped by the distance to count 

shorter edges more heavily. The more edges between two nodes the stronger 

the connection. 

Hitting Time: a random walk starts at one node and iteratively moves to a 

neighboring node chosen at random. The Hitting time is the number of steps to 

move from one node to another. 

Rooted PageRank: based on page rank described earlier here but 

adapted to link prediction. It is a ranking of overall importance which biases 

toward topically relevant and marked pages.  

Some of these approaches are more node based such as Common 

Neighbors, Jaccard’s Coefficient, Frequency-Weighted Common Neighbors, and 
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Preferential Attachment. The others listed above are more edge based. The node 

based algorithms have restricted scalability and are not as viable for user 

generated content networks. Computing features on a subgraph only of nodes is 

computationally intensive. However, edge based approaches are more scalable 

and are less computationally intensive. These approaches lend themselves 

better to document networks like Semantic Medline. [77] 

Building on these concepts, it would be important to find technical models 

for our platform with Semantic Medline to implement some of these kinds of 

approaches particularly as with the edge based approaches. Since we have 

already worked with PageRank and Edge Rank, these can be utilized to help 

predict links as well as help to build a ranking score I use in the actual ranking 

processes. And, it turns out there are a number of articles available for these 

algorithms being developed in Python which could be implemented in our 

technical environment for evaluation as threads running in the background to 

make predictions when a user is searching for specific relationships. But, the 

threads once launched may not actually finish during the session in process and 

may present results afterwards when the user logs in later since they can be time 

consuming to run completely. 

Concerns with Algorithmic Query Approach Options 

I have considered many approaches to this point for use in the Semantic 

Medline query for providing an improved Recommender System. There are more 

discussed in the Appendix. I have listed some ideas below which may have value 
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to select the best approach. A combination of these approaches is the best way 

to take the advantages of some and eliminate the disadvantages.   

1. Train a model of Medline searches by the choices made once 

inside of the search tool. Then, use that for next user to show the 

areas of greatest interest when combining in the indirect links. 

Store the sequence of entries as the user performs the searches. 

Then, when a new user starts with the same search, recommend 

based on the stored searches what other users have found most 

interesting. Problem – With the size of the Semantic Medline 

database and number of users, this could lead to a huge storage 

problem not to mention the execution time which would be required 

for this kind of approach. 

2. Experiment with different ways to branch out to more indirect cases 

with 4 entries for example – subject – predicate- object – Subject – 

predicate – object. Go 2 predications deep with the search 

program. Store the entries even if stop before enter 6 entries – Use 

those to build an interest model. Provide a selection to show the 

previous choices or default the next entry for the user. Show 

visualizations of the past searches from model. Problem – Again, 

execution time and storage when have such a large database with 

exponential connections. 
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3. Clustering algorithms use distance to build clusters with shortest 

distances such as K-means. Once build these clusters, then use 

them for the Recommender if a selection falls within a cluster. For 

this, can just build an algorithm to run through all the nodes to build 

the clusters. Problem – Clustering many relationships and training 

a model for new entries is a massive undertaking with a large and 

complex system like Semantic Medline.  

4. Select nodes to traverse down based on thresholds for the next 

node. The thresholds are determined by SVM techniques. Use a 

formula for the threshold as arbitrary and affected by the user 

model of the searches performed. It is based on the distance away 

from the target node. Problem – Vectorization of subgraphs can 

take on a difficult life of its own and again lead to very long 

execution times.  

The bottom line is that many of these approaches are nice in theory but for 

a Recommender System to be responsive to users, it has to act something like a 

search engine page ranking approach to be effective. Complex learning schemes 

are unwieldy for a very large graph database like Semantic Medline.  
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CHAPTER THREE 

Experimental Platform and Approach 

One of the main best recommendations from the research is computing 

the distances based on the frequency of predication occurrence in the Medline 

database. In order to do this, I set up an environment in which I could test the 

computational methods for best results. First, I have to add a distance or weight 

to every relationship in our network at least when the query is executed. Each 

distance is computed between two nodes and depends on the connectivity of 

each.  

Once the weight field is added to each edge's properties I can query the 

resulting Neo4J database with a search query that finds a concept node based 

on the search term. The graph is traversed from this node with a breadth first 

search to find the sub-graph with a max-level. This max-level should be at least 

2, more results and perhaps finer resolution can be achieved with a larger max 

level. This max level is the number of edges from the source node that is 

returned. If A -> B and B->C a max level of 2 returns all of the B and C nodes but 

not D if C->D.  
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Here I am interested in the outgoing relationships i.e. I return B if A->B but 

not C if A<-C. This limits the results and produces more meaningful behavior.  

Once I create a subgraph that has the results from the BFS, I can find the 

shortest path lengths based on all of the edges. I also get the paths on which 

these lengths occur for example: BRCA1 -> INHIBITS -> LAN61 -> AFFECTS -> 

Lung Cancer 

Distance Calculation and Algorithms 

The distance is computed using a sophisticated frequency calculation 

based on the connectivity of independent nodes. [62] 

Here I find the equation: 

KSP = N_i_j/(N_i + N_j - N_i_j) 

where 

N_i : Sum of "count" of all relationships of node i 

N_j : Sum of "count" of all relationships of node j 

N_i_j : "Count" of relationship of interest 

The KSP is a quantity that represents the strength of the edge of interest 

relative to the other connections of each node. For example a gene "BRCA1" is 

relatively well known but not as broad of a term as "Breast Cancer" which it is 

related to. Here the N_i_j quantity is large but N_j : the quantity of total 

predications including "Breast Cancer" is much larger just due to the amount of 

publications including the concepts. Thus, the distance is represented by: [62] 

d = 1/KSP - 1 
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This distance is much larger if separating these two terms and then 

running the distance calculation. This technique presents novel connections 

when compared with techniques that do not include relative frequency 

calculations. [62] 

However, this technique requires that these distances be calculated a 

priori so that searches can be conducted at web speed. The starting database is 

created based off of counts of each predication occurrence. This count field is 

stored in the edge properties. Thus, to transform the count into a distance we 

need the above pieces of information. The resulting distance is then added to the 

relationship as a property.  

In order to compute the distance of each edge, we must traverse the full 

graph network. This is accomplished by first querying all of the relationship ids in 

the database (neo4j). Then we loop over each relationship, querying the id for 

the full structure, and calculating the distance. To decrease traversal time I use a 

cache to store the N_i or "Sum of all counts" for each node in a dictionary. The 

compute distance function only executes a database query to determine this 

quantity if this node and quantity is not found in the hash table. Further speed-

ups could possibly be achieved here. This is important to further develop since 

new publications are added to MEDLINE frequently and the latest semantic 

information is important to analyze. Thus, I must improve the speed of our 

distance calculation to support some monthly update.  
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The algorithms to query the Neo4j graph once the distances have been 

pre-processed and stored inside of the database are then managed directly by 

the database itself. The experimental code supplies the cypher query structure to 

conduct the query and then handle the visualization.  

In order to make queries run quicker, I run a pre-processing step to 

calculate the N_i (counts of nodes) and N_i_j (count of predications) in advance 

so these are available to perform the distance calculations already without 

searching for all the locations where these occur. Those pre-processing steps to 

take a while to execute and could easily be done when new citations are 

provided to the Semantic Medline environment. This pre-processing aspect is 

critical to getting recommendations quickly for real time processing requirements.  

Technical Platform 

The experimental platform was created using Python and Neo4J on a 

Windows platform and Ruby on a Linux platform also using Neo4J. PyCharm 

contains a group of Python programs which can query the Medline Neo4J graph 

database. PyCharm is the Python IDE environment for code development and 

trial execution. The results are sent to Chrome for display after a query.  

Since there are so many records in the Medline database, it was important 

to narrow the scope of the database load to Neo to the predication or the triples 

where the relationship is not to the node itself. The predication must be to 

another node. In this case, the nodes are concepts. I loaded all the node 

concepts where there are relationships to other nodes. And, I dropped all the 
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nodes which do not have predications to other nodes in this narrowed database. I 

felt the predications contain the information of most interest and I needed to have 

fewer records to work with because of the response times with millions of records 

otherwise loaded in Neo4J.  

Several modules were developed to configure the environment, display 

the results in Chrome, query the NEO4J, build the distances, and to sort and 

rank the output once the query is executed. Github is used for versioning. Google 

Drive is used to share files between computers. Have several systems being 

used. One is with Quadcore I7, 16GB of memory, 256G SSD, 1TB hard disk, and 

NVIDIA GPU for high performance processing using Windows Server 2012. So, 

since have a few systems, to keep everything in sync using various open source 

software to keep everything in sync. The Python and Github screens look like 

this: 
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Figure 15 - Python Experimental Platform IDE 
 

 

Python with Chrome output screen appears as follows: 

 

 

Figure 16 - Python Search Screen Example 
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Shown in the Chrome output is a sample search with Schizophrenia as the 

concept and all of the associated predicates and objects are shown from Neo4J 

query, filter, and sorting by distance (smallest to largest ordering on distance). 

To show that I am running Neo4J here, the screen showing the database 

running is here with the Python and Chrome minimized: 

 

 

 
Figure 17 - Neo4J Running 

 

 

An example of the visualizations I got from NEO4J on Medline with the 

gene BRAC1 is here: 
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Figure 18 - BRCA1 Example Visualization 

 

 

This graph visualization is the associations of the concepts with self-

associations eliminated. Gives a quick look at the complexity of the concept 

relationships found in Medline.  

DN Recommender Solution Algorithm 

The architecture for this solution is as shown here: 
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Figure 19 - DN Recommender Solution Architecture 
 

 

 

The following steps are followed within the DN Algorithm to recommend 

citations to the user based on their entered search criteria: 

• From the search terms, cast a wide net using direct and indirect 

associations to build an initial selection set of links.  

• Read the persisted counts for use in distance calculations. 

• Calculate the association distance to the search terms as the principal 

measure to use for final ranking. 

• Read the Page Rank and Edge rank stored values to adjust the ranking of 

the selection set of links when the values have significance based on past 

activity.   

• Filter the selection set with the user profile of preferences to cull items 

from the final listing when the items are not of interest. 
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• Build a final ranked selection set for display using the previous 

calculations and combine them in such a way to optimize their 

performance based on test results. 

• Display the final ranked selection set in both graph visualized and table 

format available for further analysis and filtering. 

• Update the Page and Edge ranking persisted values using the appropriate 

formulas based on final selection set in order to capture the new activity.  

This is how the solution algorithm works to find citations after being 

optimized. 

I also built another infra-structure which was more Ruby on Rails running 

in Ubuntu Linux oriented to make use of existing Gem algorithms which are 

available for Neo4J to see how that would respond as well. This architecture is 

more in the direction of the previously referenced IDARM (Indirect Association 

Rules Miner) approach which enables the entire system to be easily made 

available through internet access to a web server. The algorithms between the 2 

environments are very similar but implemented in two different infra-structures to 

evaluate the differences for scaled implementation. This environment enables the 

use of pre-established and optimized Neo4J query tools which actually made the 

construction much quicker and had the mining runs execute much quicker than 

with the python approach. But, python is more flexible and provides an ability to 

build your own algorithms a bit easier to test custom enhancements. Ruby on the 

other hand allows us to use Neo4J optimized queries which make this whole 
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thing run a great deal quicker however. And, with this huge database, Ruby is 

really the preferred way to go for that reason mostly. Everything takes so long to 

run, that it makes Ruby the preferred environment. So, both environments have 

strengths and weaknesses. I wanted to see how they responded for this research 

as part of the experimental process.  A screen shot from the Ruby environment 

on Linux is shown here: 

 

 

 

Figure 20 - Ruby Search Execution Environment 
 

 

 

 

 

I run through an example user scenario to present the idea of the query 

approach with the Semantic Medline database in Neo4J using our Ruby query 

infra-structure. Once started, the system prompts the user as follows: 
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Figure 21 - Ruby Search Inputs 
 

 

When I enter BRCA1 for Subject only, I get this result: 

 

 

Figure 22 - Ruby Sample Listing 
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Figure 23 - Ruby Sample Subgraph Visualization 
 

 

With the first entry being the opening predication to see what the gene 

BRACA1 may have predications with in the Semantic Medline database. And, I 

get these several relationships with the predications and objects. The semi-

metric distance is calculated and the results are rank ordered by the distance as 

shown above in the response table.  

Next, I may want to find out more about the “Associated_With” -> Sporadic 

Breast Carcinoma. I enter this full predication into the search screen to get the 

following result. 
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Figure 24 - Ruby Sample List Result 
 

 

With this listing, we see in close proximity with smaller distance the 

relationship with C11orf30 gene. Next I look more closely at these associations 

since they are relatively close in distance. Searching now for just gene C11orf30, 

I see the following result: 
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Figure 25 - c11orf30 Sample Ruby Visualization 
 

 

We do not see here BRAC1 which is interesting. But, we do see close 

association through Sporadic Breast Carcinoma however. This is an excellent 

example of an indirect association which has become apparent with this type of 

mining approach. It seems like a reasonable conclusion from this search 

scenario presented by the screens shown above. Looking them up together in 

Google, we do find that C11orf30 is an amplifier for BRAC1. There is a 

reasonable validation then that they are strongly associated which would offer 

more research citations to recommend here. 
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Take a more complex concept like diabetes and we have to limit the 

number of predications to show in the graph to 1000 for this resulting subgraph: 

 

 

 

Figure 26 - Metabolic Diseases Sample Visualization 
 

 

This shows the vast number of connections for something like diabetes 

and the huge base of documents which pertain. Again, the distance calculation is 

very useful to show which ones may be more closely associated here.  

Now, let’s take it to next level with a more refined approach to searching 

and displaying results for BRCA1. Instead of showing all the connections at just 
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the first level of connection, what would happen if we base the connections on 

the total distance from the core predication and build the resulting graph and 

table by the distance where additional connections when summed together could 

still be the next ranked recommendation to present. When I do this with any of 

our queries, I get many more lines in the resulting data set to sort and I do need 

to limit the number of lines in order to be able to present them in a reasonable 

length of time and within the memory available to the system. Now I do this for 

BRCA1 and get this resulting graph: 

 

 

 

Figure 27 - BRCA1 Sample Ruby Visualization 
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I see now new lines in the resulting output which build off a connection to 

a 2nd degree connection which has a shorter distance than some in the 1st 

degree. One of those is BRCA1 “Interacts_With” Deoxycholate and Deoxycholate 

ISA Detergents and cholate further down in the list ranked by distance. This now 

is putting 2nd degree connections ahead of 1st degree if the distance is shorter 

which is exactly what I want to show for an accurate ranking. And, I now get a 

different level of indirect connections which are very novel for the BRCA1 gene 

which can now be explored by the user. These would not have been shown by 

existing Semantic Medline search approaches. I have a novel approach which 

brings to the fore potential new connections for analysis. However, I do run into 

severe memory issues with this approach and I do have to limit the list 

considerably as we get to these higher degree connections from a technical 

perspective.  

It would be excellent now to produce this graph as a graph distance 

visualization to see the distances involved and understand the potential 

associations better with the predications included in the graph. And, it would be 

interesting to build the clusters for these concepts and see how the members of 

the clusters are related as well. This is just a glimpse as to what we can achieve 

with this kind of search capability. And, I am doing some of these suggested 

additional aspects here. 
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Validation Testing Methodology and Results 

The testing is divided into validation testing and performance testing. 

Validation testing is performed to make sure the graph database was constructed 

properly and all the correct results are being realized prior to iterating the solution 

to get the best results with different optional solutions. Validation took the test 

cases prepared for the evaluation and first compares the direct connected items 

to the Semantic Medline results to make sure all these directly connected 

connections are appearing in the graph list results. Since the graph lists are 

easily exported to Excel as are the MySQL query lists prior to move to Neo4J, I 

was able to easily export the two lists for each test case and compare the results 

to make sure the new graph search results had all the same connections as did 

the MySQL searches. It took a few days to do all of them but I was able to make 

sure they were all there in the graph search without exception. With this 

information, we know the graph database search is doing at least as well as the 

current MySQL approach with Semantic Medline. Then, it becomes a matter of 

trying different algorithmic approaches to find a better approach beyond the 

search without enhancement to include 2nd degree connected indirect 

associations with their ranking. A baseline is established and the research knows 

concretely that the graph database is getting good results. Next, we prepare 

Performance tests to improve the process and iterate to a better solution. 
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Performance Evaluation Methodology 

How do we evaluate our results using the Performance Evaluation 

analysis provided in the Appendix? We have a variety of choices and we need to 

pick the one approach which fits best for the graph type we are using and the 

optional approaches we are attempting with this research. Let’s go back to our 

evaluation measures presented previously for this kind of graph database. Again, 

the measures are represented with the following parameters all based on being 

members of the query filter list resulting from the document query: 

a. Total number of documents classified into a list that agree with an 

expert’s judgment 

b. Total number of documents classified into a list that do not agree 

with expert judgement 

c. Total number of documents not classified into a list that according 

to an expert should belong to a list. 

d. Total number of documents not classified into a list that according 

to an expert do not belong to a list. 

All of these parameters do depend on an expert’s judgement. This leads 

to measures as follows:  

1. Recall = a/(a+c) – the proportion of list members as determined by the 

expert that were accurately placed in the list 

2. Precision = a/(a+b) – the proportion of documents placed in the system’s 

list that are accurately placed. 
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3. Error rate = (b+c)/(a+b+c+d) – it includes both the errors of commission 

and of omission. 

An assessment of the experimental error was conducted to make sure the 

final results will be meaningful. The individual components or error were 

estimated and an overall calculation of system error was estimated. After the 

results were obtained, this inherent systematic error was compared with the error 

rate of the transactions to make sure results had substantial validity.  

Next, I found the best ranking of subgraphs for example searches which 

represent the expert’s best guess of the proper ranking and then measure how 

our optional approaches do with these measures. Then, I can compare the 

results from quantitative measures and find a best approach based on this 

evaluation method.   

For this, I found several key medical concepts which were well known to 

some medical experts for whom I had access as family members. I used some 

key concepts they knew extremely well from experience and past research to 

prepare the best version of recommended document citation rankings using 

Semantic Medline with our technical platform since I have the entire database 

loaded and available for analysis. Then, I try various approaches covered in the 

preceding research to measure outcomes and compare results. From that 

experimental approach, I can pick the best approaches to recommend new 

methods for extending Semantic Medline search capabilities.  
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I also want to tie in the previous discussion for various algorithmic 

approaches now referring back to these 4 methods: 

1. Item-Based proximity 

2. Item-Based Semi-Metric 

3. User-based proximity 

4. User-Based Semi-Metric 

The difference is that these approaches need to be modified to support a 

Recommender System environment supported mostly by ranking algorithms and 

less by trained machine learning trained sets of subgraphs stored for use with the 

recommender. The options I use are drawn from these 4 Recommender 

algorithmic approaches and I utilize optional methods for the creation of 

document ranking using our technical platform in which the code itself 

implements the optional approach. The combination of these optional 

approaches is measured with respect to their recall, precision and error rate. 

Then, put into a chart to yield a quantitative measure for overall comparison of 

results between the various options. This is the experimental part supported by 

months of research and construction of a technical platform for analysis of 

optional approaches using the full Semantic Medline database scaled down to 

just the predication aggregates but without the specific sentences which 

reference the document citations. There is a one-to-one relationship between 

sentences and the document citations. I am focused on the RDF which models 

the sentence knowledge. And, then, I infer the connection to the citation itself is 



 

109 

 

one-to-one and is a simple lookup. But, I am not going to actually provide the 

lookup in our experimental platform. It isn’t necessary and it doesn’t change the 

results at all. 

The optional algorithmic approaches I use for testing are as follows: 

• Option 1 – Modified Item-based Proximity – Since we are focused more 

on a ranking algorithm approach for a Recommender System 

environment, the use of training sets is not appropriate. But, this option is 

based on item direct connections by Proximity or Distance as presented in 

previous research discussion.  

• Option 2 – Modified Item-based Semi-Metric – This is very similar to 

Option 1 but with the inclusion of the Semi-Metric indirect relationships as 

well.  

• Option 3 – Modified User-based Proximity – Again, since we are doing 

a Recommender System, it is more appropriate to have a user profile to 

support the user oriented filtering needed. And this combined with Option 

1 should provide a better fit to the interests of the user. 

• Option 4 – Modified User-based Semi-Metric – Same as Option 3 but 

include the Semi-Metric indirect connections like in Option 2.  

• Option 5 – 8 - Page Rank and WICER Edge Rank features to create 4 

more Optional approaches for each type of rank method. The essence of 

these ranking approaches were utilized but adapted to use for Semantic 

Medline with the graph database we had here. They remain self-adjusting 
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to continue to improve as the system is used to provide rankings which 

reflect user interests.    

And, since the results could depend on the medical query chosen, I obtain 

results for a number of these queries and compare their results altogether for an 

analysis of how results may change with the query chosen. Hopefully, I find some 

commonality between the medical queries in terms of results.  

User Profile for User-Based Options 

In order to include user interests which extend beyond just the specific 

query being evaluated, I store a user based profile to include more details as to 

the specific interests of the medical research user. As I have found in our 

Appendix information for Recommender Systems, having such profiles is quite 

often needed in order to tie in additional user information. And, with this profile, 

the user can further define their specific interests to use those to help with the 

filtering and ranking of the resulting ranked list of citations being recommended. 

But, of course, it is much easier to use the user profile more on the filtering side 

of the recommendation approach since it is more a matter of just deleting rows 

which do not seem to correspond with interests. But, a combined approach 

should include the filtering too in order to be most useful.  

Experimental Results 

I first prepared all the background research and discussed many different 

approaches to building a better way to search and make recommendations for 

Semantic Medline. At the same time, I spent countless hours building the 
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technical infrastructure to provide access to Semantic Medline database and to 

be able to search it effectively and quickly in an environment outside of a huge 

clustered high performance system. This alone was a huge challenge and took 

many weeks and months to achieve. And, that didn’t happen without a great deal 

of trial and error during this time frame. Then, with the research background and 

technical infrastructure developed, I set out to build an experimental environment 

which gets to the essence of the problem here for improving the Recommender 

capabilities for the Semantic Medline data base by advancing critical factors such 

as have been discussed. Novelty, diversity, and serendipity are all key goals for 

advancing the search capabilities. I have in fact realized many novel and 

interesting results after running the queries with the system now after many 

weeks of trials and experimentation.   

Results of analysis of Semi-metric and Indirect associations 

Proximity, distance, and similarity are the terms I have researched which 

measure the connections between concepts and predications as I have 

discussed in the preceding research. I have chosen from those approaches to be 

more in the distance category and I express the associations more by ranking 

they response by distance which as you may recall is basically the inverse of 

proximity or similarity of prefer that word. And, the distance is very similar to a 

page rank in many ways because they both do measure the probability of the 

occurrence in the database. I can use distance then as a measure for document 

ranking and equate that conceptually to page ranking in web searches. Really 



 

112 

 

very analogous concepts and fits well our Recommender Systems thesis here to 

help us support providing method recommender listings for medical researchers 

from Semantic Medline in this case.  

Those connections can be direct or indirect connections. Or in other 

words, the direct edges in the graph database may not tell the whole story 

regarding a given concept or predication. I may also need to look beyond those 

to indirect connections through other objects to measure the total distance which 

I have just summed to get a final result in those cases and use that in our final 

ranking by distance. I have a method embedded in our code to do just this and it 

is very analogous to page ranking as have stated. But, the page ranking uses 

total distance and I can factor in the indirect connections as well. However, with 

such a huge database as Semantic Medline, we can quickly get beyond our 

capability with the technical infrastructure if we go too far in the indirect chain. 

So, we use measures like mean distance to cut it off and take all the ones whose 

distance is less than a mean value in the final results. And, this is all 

implemented with counters and code to make the accumulation of the results 

automatic for analysis. All this takes huge amount of time to code, text, and 

demonstrate. But, we have it in place and we can use it to get the results as 

posted in the Appendix for a few sample searches.  

Comparison or Results 

After many trials and adjustments to the technical framework to carry out 

the experimental approach, I prepared data tables for comparison of the results 
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for each Semantic Medline query. There are five such queries being used for the 

analysis. These range from a gene which was used in several examples shown 

already called BRCA1 to several diseases including the other examples which is 

diabetes.  Each output table is labeled with the specific query for which the 

results pertain. 

1. BRCA1 

2. Metabolic Diseases 

3. Malignant Neoplasms of Breast 

4. Sporadic Breast Carcinoma 

5. C11orf30 

As stated previously, for validation testing to compare the results from the 

experimental platform with those from the MySQL database of Semantic Medline, 

I first ran queries in MySQL which created a table of the direct connected 

predications to the subject concept. Then, from the experimental platform, I ran 

queries against the Neo4J database to get results for direct and indirect 

connections and created tables with those resulting predications. Then, I was 

able to make sure all the predications found in the original MySQL tables were 

also in the new Neo4J output tables. And, we did find a 100% validation they 

were in the Neo4J query as expected. This test served to validate the data to the 

MySQL database. 

And, as stated previously for performance testing, I prepared the best list 

of expected output predications possible with the experts available. I researched 
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the connections thoroughly to prepare the expert filtered list of predications which 

track to citations only using predications contained in Semantic Medline. Then, 

these were ranked ordered by the expert to create a list of predications which 

best matched the concepts. This was double checked with another expert to 

arrive at a consensus final list. Since all the queries are tested against the same 

final list, the relative difference is valid to show relative comparison between 

methods. Also, in order to collect the data quickly, I built code to compute the 

entries in the matrix automatically. This enables the analysis to be repeated with 

new queries much quicker with greater automation of the process. 

So, the combined results from these tests are as follows: 
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Figure 28 - Page Rank Comparison Results Bar Chart 
 

 

 

 

 

Figure 29 - WICE Rank Comparison Results Bar Chart 
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Figure 30 - Overall Comparison Results Bar Chart 
 

 

Combined Results all Medical Queries – BOTH Rankings 

 
In the final comparison chart it is the Item-Based Semi-Metric Ranked 

method which yields the highest recall, and precision with the lowest error rate 

overall. This is true whether the ranking approach was WICE or Page. WICE 

Ranking was actually better overall as can be seen very clearly. It is bit higher 

than Page Rank in each case. This probably makes sense because the User-

based approaches are filtering by the User Profile and the reference list doesn’t 

address the recommendations based on any particular user preference. The 

ranked methods are consistently better than the list methods. And, Semi-Metric is 

better than non-Semi-Metric because it finds novel new connections not found 

0 0.5 1

Item-Based Proximity List

Item-Based Proximity Page-Rank

Item-Based Proximity WICE-Rank

Item-Based Semi-Metric List

Item-Based Semi-Metric Page-Rank

Item-Based Semi-Metric WICE-Rank

User-Based Proximity List

User-Based Proximity Page-Rank

User-Based Proximity WICE-Rank

User-Based Semi-Metric List

User-Based Semi-Metric Page-Rank

User-Based Semi-Metric WICE-Rank

Error Rate

Precision

Recall



 

117 

 

without the Semi-metric additional links. So, generally, the results make sense 

intuitively.  

And, overall, it is encouraging to see that the hit rate was very good with 

these approaches. Getting up to 90% precision is actually very good. The error 

rates are somewhat high but that figures too really. I am basically using our own 

reference list for comparison. I would expect a high error rate actually. An 

increase in the number of trials would lower the error rate. And, of course, the 

ranking methods do improve with time as more users do trials since the rank is 

stored and improves for subsequent iterations. Clustering with machine learning 

tools before the trials would have improved accuracy as well. But, with the 

resources available and the time required to achieve clustering while still 

maintaining an interactive user environment, clustering with such a large graph 

database was not practical in reality. Providing a basic clustering approach from 

the considerable research provided here would have been quite a lengthy 

process with the technical infra-structure available. And, such clustering needs to 

be accomplished as the data accumulates in Semantic Medline due to the 

increased processing power required to cluster after loaded to the database. So, 

I would advocate for providing an improved clustering approach as data is 

loaded. And, of course, pre-processing of the data is accomplished in a semantic 

manner now as discussed previously.  I would advocate for providing an 

improved clustering approach as data is loaded. And, of course, pre-processing 

of the data is accomplished in a semantic manner now as discussed previously. 
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However, more clustering is called for as well using some of the methods 

discussed in this research. Just loading Neo4J from the .sql files took literally 

weeks to accomplish the database load. You can imagine what it would take to 

cluster this graph to a sub-graph level. I limited the graph environment to the 

predications alone to accomplish the Semantic Medline optimized algorithms. 

Further clustering would have greatly increased the load on the system to a level 

making it difficult to test.  

The technical environment established was sufficient but of course, any 

time you are running with such large graphs, more is always better. And, that is 

also the case here. I was limited by run time all through this project. But, I was 

still able to get conclusive results with what the available environment. And, now, 

the Ruby approach could be easily implemented online since it is made for an 

internet environment using the architecture shown in previous diagrams. And, 

Python is good as a development environment because of its flexibility. Python 

was our development system where we optimized and proved the new combined 

algorithms were functioning well to achieve improved accuracy and novelty. 

Then, once perfected, the code was translated to the Ruby environment for 

implementation with visualization tools and for final testing.  

Regarding some of the other important areas for evaluation with 

Recommender Systems such as Diversity, and Novelty discussed in the 

Appendix, I did find the indirect methods utilized here to be very useful in finding 

new associations which would not be picked up today with current Semantic 
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Medline search approaches because of the graph database and because of the 

algorithm’s use of indirect association methods. I did not try to measure this but 

after looking at a number of novel indirect connections not directly tied to concept 

or predications, there were a many unique references provided which were in 

some cases with a shorter proximity distance than direct connections. I have 

attempted to quantify these to show a measure of the number of additional Novel 

citations found. And of course, there are many more with the Semi-Metric 

approaches. The numbers are actually found in the data collected. And, although 

the improvement is not huge, there are clearly more in the Semi-Metric as can be 

seen with the graphs provided. Clearly, our search algorithm did pick up a large 

number of important new connections which would not be found through other 

means. This too lends considerable credence to the methods tested here based 

on the research. 

Building on these results, I have subsequently moved to implement 

features built on top of the edge ranking approach which begins to incorporate 

link prediction such as found in the “Friends Finder” capability in Facebook. It 

runs on the existing graph and uses existing connections to train a model for 

predicting new links similar to existing links especially in cases where I have 

indirect connections between nodes without defined connections. Since 

Semantic Medline is a very large graph, it is important to use scalable 

approaches like edge link prediction algorithms of which an adoption of 

PageRank is one of the methods. Since I have found some limited success here 
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with edge and page rank, it makes sense to extend these for link prediction. 

Google searches have exposed a number of Python references which could be 

used for experimental exploration. Some of these are being implemented and 

new experiments being created beyond those already conducted here.  

Throughout the process of experimentation, algorithm iteration, it is 

important to list some of the many trade-offs encountered in the process. These 

are listed as follows: 

 Size of the database and time to run processes increase quickly when 

going beyond 1st degree of separation from a given node. Therefore, steps 

need to be taken to limit some searches while still finding useful 

candidates for final lists. 

 New users need results quickly at time of use. With a large graph 

database, this becomes a major design concern. Every process needs to 

be evaluated for response time before development.  

 Longer term users can build profiles and accounts for use later with results 

from longer term threads. Design of a good solution for Link Prediction 

must assume processing in the background to achieve needs here with 

results on next login. 

 The Semantic Medline database is preprocessed to use common 

concepts and connections. With such a large database, additional 

preprocessing is very time consuming in any environment.  
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 As with all such Information processing projects, the scale of the infra-

structure has a major impact on performance. Although very substantial, 

the hardware available to me for fast access and iteration of trials was 

somewhat limited.  

 Because of somewhat limited infra-structure, every process design was 

optimized to requirements. This is a positive result for our solution in terms 

of implementation for a production solution. The design is highly 

optimized. 

 No good solution was discarded based on performance in the test system. 

Any solution discarded was based primarily on suitability to Semantic 

Medline.  

By trading-off constraints and iterating solutions, I did find optimized 

algorithms which do improve the accuracy and novelty of searches in Semantic 

Medline based on test results. However, because the algorithms utilize ranking 

approaches with iterate and improve over time, a fully implemented system which 

contains these innovative algorithms would adapt to the usage which was 

encountered by groups of users making use of the recommendations provided. 

So, the result becomes more important from the perspective of being a self-

adjusting system which dynamically adjusts to user interests over time. And, 

although it is important to have experimental results which show improvement in 

recommendation accuracy, this accuracy will improve with usage which reduces 

the important of experimental validation.  
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Summary of Results 

1. Validation testing proved that all of the optional solutions developed fully 

include resulting citations of the existing Semantic Medline MySQL system 

as a baseline. 

2. Performance testing found:  

         a. Rank algorithms perform better than options without Rank. 

         b. WICE rank performs better than Page Rank. 

         c. Item-based queries perform better than user-based queries.  

         d. Semi-metric based queries performed better than the Proximity 

queries overall.  

         e. Item-based Semi-Metric with WICE rank exceeds all the other 

options across samples. 

         f. Rank algorithms improve accuracy with usage as rank values 

iterate to conform to user interests. 

         g. All of the performance tests provided responses within reasonable 

time frames normally associated with interactive user expectations.  

         h. All results were validated when considering inherent testing 

errors. Since ranking algorithms adapt to the user interests, inherent error also 

reduces with usage as the ranks conform to fit the user interests.  

3.     Novel recommendations were common with the Semi-Metric options. 
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Conclusions 

This research has found the best methods for filling many of the gaps 

found with document network systems available today for medical research using 

Semantic Medline. A summary of the major advances from this research is as 

follows: 

1. A Graph DN implementation with algorithms optimized for the DN 

does improve recommendation accuracy and novelty by casting a 

wider selection set and ranking in order of predicted preference.   

2. Big Data migration from SQL to Neo4J graph database provided 

many search benefits efficiently. With big data, multiple joins will 

not function efficiently, if at all.  

3. Indirect Semi-Metric recommender methods do yield novel and 

accurate results.   

4. Proximity and similarity measures do yield novel relationships with 

greater accuracy.  

5. Recommender systems methods do greatly improved the accuracy 

for DN. 

6. Ranking algorithms do improve recommendation accuracy for a 

DN. And, the accuracy they bring improves with user interaction. 

7. Link predictions algorithms using ranking do predict links with 

improved results.  
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8. User profiles do improve results for a user when measured from the 

user perspective. 

9. Gaps identified initially are filled by this unique solution adapted to 

DN.  

10. A well formulated blend of the combination of these tools adapted 

to the specific Document Network does improve the overall 

accuracy of predicting the 'rating' or 'preference' that a user would 

give to an item of information from the document network over 

conventional approaches without these improvements. 

11. Methodology used here is generalizable to make use of 

Recommender Systems and graph database tools to improve 

recommendation accuracy.  

For this case study for Semantic Medline, with the technical infrastructure I 

had available, I found an innovative approach to providing much improved 

research tools for researchers to find pertinent medical research citations for 

specific research topics. I looked at all the important aspects of this kind of 

Recommender System requirements, I reviewed literature for ideas of how to 

proceed, and I built a system which loaded the database and made it available in 

a graph database format to run experimental approaches to find the best solution 

for Semantic Medline, the largest and most important document network for 

medical researchers available. The processes used in this research include all 

the important aspects necessary for such a system to fully cover the 
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requirements. And, I found ways to innovate our own approaches for the 

solutions based on past research. Working with the trade-offs in my system 

environment, found a reasonable approach to balance the methods employed. 

This research can be used to actually build a platform which could be used online 

for the medical research community using the approaches innovated here. And, 

this can add to the value of the database as it exists today.  

This Dissertation is meant to be an initial research in the pursuit of better 

approaches for making recommendations for documents in document networks. I 

have reviewed a number of approaches and have focused on those with the best 

possibilities. Within those versions of the optimized DN algorithms, there are 

many additional sub-options which can be considered as well considering the 

many ways algorithms can be developed for Page Ranking and Edge Ranking 

for example. And, there are methods which can be employed to improve what 

has been started here. I would encourage additional research to further explore 

those possibilities and grow the knowledge available for this subject area.  

The principal achievement I have in this research is bringing forward 

several optimized versions of the DN algorithms to address the research 

objectives considered here. And, working through those versions to find the best 

practical approaches and conducting experimental research on the most 

promising algorithmic approaches. Clearly, a well-orchestrated combination of 

Ranking algorithms and Semi-Metric item based approaches are very capable in 

this regard for very large databases which have been pre-processed like the 
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Semantic Medline database. Just to accomplish our objectives to this level with 

big data has required many months to identify all the relevant research, build an 

experimental platform for testing many of the optional approaches, learn the best 

technology to fit the problem with Neo4J, Python, and Ruby on Rails Framework, 

and coming to an understanding of best methods to solve the problems as they 

presented and work out the many trade-offs.  

And, beyond these achievements, I have started here a major new 

initiative to explore methods for link prediction based on these results which have 

already appeared to offer considerable potential with trials already conducted. 

This moves the capabilities in the direction of the Facebook capability for 

“Friends Finder” which is a powerful predictive technique for identifying possible 

new connections based on training a graph model using similarity measures to 

predict new connections and then, giving the user a chance to look into those 

possible predictions to ascertain relevance to their research focus. This is an 

important add-on capability to those already developed and tested here which 

can be implemented to surpass presently proven approaches through this 

research.  

Also, I have reviewed many different approaches to the general objective 

of using context to support the processes inherent to Recommender Systems. 

Again, we are considering Recommender Systems from a very broad perspective 

which includes information systems which support search, decision making, 

social networks, and commercial advertising systems. Nearly all of these 
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approaches do offer evidence that the use of semantic technologies to include 

user context would be beneficial to the process and make the results more 

accurate, scalable, and provide an overall improvement if it can be done through 

more implicit or inferred methods.  

However, the case studied in this research has not actually provided an 

approach for user context which fully achieves the objective for more generalized 

model. The approach used here is oriented to building a user profile to help filter 

documents not of interest to the user which is a limited approach. Clearly, this 

area is ripe for much more innovation and considerable additional research. And, 

the goal of creating a user model which includes context that could be utilized by 

generalized content for recommendations is clearly where the additional research 

needs to go. There must be considerably more research going on in these areas 

but it is not found in recently published articles at least so far. And, clearly, the 

benefits of advancing such research would be considerable for the economic 

goals of entities which may pursue the research to implement improved 

recommender systems.  

If we are pursuing a semantic approach to the inclusion of context in the 

process, then how can this be done implicitly or inferred behind the scenes 

without asking the user questions on an explicit basis to populate a user profile? 

For the semantic approach to function well, the user model needs to be an 

ontology which can populate itself because a manual approach would be too time 
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consuming to be effective. [29] So, the research needs to continue to experiment 

with semantic user context models which are self-populating. 

Additional future work which would be beneficial are as follows: 

• Continue to implement link prediction algorithms as threads in 

background to recommend new links to users. Initial tests prove to be very 

promising using the ranking algorithms perfected in this dissertation.  

• Test the code in an AWS environment so can make available for broader 

testing and refining the optimization of the system with more trials. 

• Perform trials with more users while improving the user experience and 

expanding their profiles. 

• Broaden the number of test cases and get more expert validation of the 

reference evaluation data sets.  

• Scale the technical platform to enterprise level capability so can 

implement full user functionality. 

• Build in connection to groups of users who share similar research interests 

to expand on the “Shared” Interest graph concept. 

• Further explore the use of SPARQL to provide additional features. 

• Extend the graph database to include predications from the full text of 

the documents referenced with Semantic Medline 

. 
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This dissertation has focused on improved recommender accuracy and 

precision for Document Networks using Semantic Medline as the case study 

within the Dissertation. And, greatly improved results were obtained. These 

additional activities would continue the progress for Recommender Systems in 

Document Networks. My novel optimized algorithms can serve as the basis for 

these additional research activities.   
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APPENDIX 

Background and Papers for Technological Basis 

A broader background elaboration on Recommender Systems and how 

they are Evaluated for specific cases is provided here in order to include broaden 

the Dissertation to other cases beyond DN and Semantic Medline which are a 

unique case. I also include information on algorithmic research which could be 

useful for other cases as well for the same purpose. This information was useful 

to narrow down the best approaches for the case study presented. But, since it 

did not directly apply to the case study, it was put here in the Appendix since it 

was integral to the Dissertation process.  

Further along in the Appendix, I have included the actual data collected for 

the experimental research to reference how the tests were conducted in detail. 

The results discussed in the body of the Dissertation makes use of the data 

provided here.  

Recommender Systems – 

The general subject for discussion addressed in this paper is 

Recommender Systems. The term ‘Recommender System’ is a broad area within 

automated information systems which refers to systems which provide a service 
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based on an explicit, implicit, or inferred knowledge regarding the user of the 

service to offer recommendations which help the user to obtain the information 

desired. These recommendations can be offered by the Recommender System 

when searching for information through a search engine, interacting with an e-

Commerce site to find products and services to fulfill the needs of the user, 

through interacting with other users in a social networking environment, or 

generally browsing sites to obtain information pertinent to the interests and 

decision making needs of the user. The marketing arms of enterprises wish to 

offer products to users which can meet the needs and preferences of the user 

while they interact with information systems.   Users wish to efficiently utilize 

information systems to find the information and knowledge they need. So, 

Recommender Systems can provide a very useful service to all involved. And, 

the context of those interactions has a very important role to play in the outcome 

realized. 

To understand how we need to focus our research into Recommender 

Systems for Document Networks, it is a good idea to explore the types of 

Recommender Systems in order to determine the characteristics of importance 

for this research. There are a number of approaches for providing Recommender 

Systems which divide the universe into these types: [79] 

Traditional Methods [79] 

1. Collaborative Filtering based on making recommendations based on 

historical usage behavior from: 
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a. User based: Find similar users and recommend what they liked. 

Users have list of m Users and n Items to measure similarity between 

users. Then, select a subset of neighbors similar to the user doing search. [79] 

b. Item based: Each user has a list of items with both explicit (rating 

score) and implicit opinions (purchase history) with a method to predict 

a rating by user.  

c. Model based:  Uses the entire user-item database to generate 

predictions and uses statistical techniques to find the neighbors 

(nearest neighbor). First a model of the user is prepared using 

clustering, rule-based approaches, classification and other 

computational methods. 

- Clustering: Cluster is assigned preferences based on users in the 

cluster. Users in a given cluster receive recommendations for the cluster  

- Locality-sensitive Hashing: grouping similar items in dimensional 

spaces. Main application is nearest-neighbor algorithms using hashing and high 

performance.  

- Association Rules: Past purchases are transformed to relationships of 

common purchases. Then, these rules used to make recommendations. 

- Classifiers: Models trained using positive and negative training 

examples which can include vector item features, user preferences, and relations 

between inputs.  

Basic Steps for Collaborative Filtering process: [79] 
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- Identify set of ratings for user making requests. 

- Identify set of users most similar to user using similarity function 

- Identify the products these users like. 

- Generate a prediction based on these factors for each item 

- Based on predicted rating, commend top candidates 

2. Content based which makes recommendations from item features to 

match the profile of the request with following elements: (Document 

Network recommender systems such as Semantic Medline fall into this 

type of Recommender System) [79] 

a. Based on content of items and not on user opinions or prior 

interactions 

b. Use machine learning algorithms to induce a model of user 

preferences 

c. Based on similar items a user liked in the past. 

d. Content based only by analyzing content of the items requested. 

e. Content is usually described with keywords where preferences for an 

item are achieved by analyzing the content of previous items and by 

keyword analysis. 

f. The importance of a keyword is determined by a weighting measure 

such as computing the distance between documents using that to 

recommend closest items in the list. 
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g. Other techniques are feasible such as using classifiers and machine 

learning techniques such as clustering, decision trees, and Artificial 

Neural Networks. 

Novel Methods [79] 

3. Rank Learning based which treats the recommendation as a ranking 

problem. [79] 

a. Most recommendations are provided from a sorted list 

b. Recommendations are understood as ranking problem typically using 

machine learning tools.  

c. The item popularity is a typical baseline 

d. Personalized ratings can be a secondary input 

e. Many other features can be added to the ranking criteria. 

f. Resulting order of items typically computed as a numerical score. 

g. Can be treated as a standard supervised machine learning 

classification problem which is somewhat difficult to optimize.   

4. Context-Aware based recommendations are generally implemented with 

these types of architecture: Context Pre-Filtering, Contextual Post-

Filtering, Contextual Modelling. Combinations of these types are possible.  

a. Pre-Filtering: uses context to select the most relevant data for 

generation of recommendations. 

b. Context Over-Specification: Exact context may be too narrow for the 

recommendation. So, the important aspect of the context is prioritized. 
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c. Pre-Filter Generation: There are a variety of approaches but they can 

“roll-up” to higher level concepts into context hierarchies.  

d. Ignore context in the data selection and modeling but do filtering and 

re-ranking based on context information. 

e. Post-Filtering: treats context as another constraint and have many 

approaches. 

f. Can also use context directly in the modeling or learning phase and 

even be added to the dimensions of the data. 

g. Tensor Factorization: A pre-filtering approach which computes 

recommendations using only the ratings in the same context as the 

target and splits items where there are significant differences in their 

rating under different context situations. 

h. Factorization Machines: Factorization is combined with linear 

regression and requires new learning algorithms where the input is 

treated as real-valued feature vectors. [79] 

5. Deep Learning methodology to perform predictions from ANN training 

sets using GPU’s with CUDA code and AWS for big data access. 

6. Similarity based on different dimensions which can refer to 

metadata/tags, user behavior, or rating behavior such as SimRank. A 

score is derived for the various dimensions which are combined into a 

weighting approach using regression.  
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7. User Demographic based recommendations on user profile features by 

categorizing user based attributes and is based on demographic classes. 

The demographic groups can have research associated with the group 

and form techniques for user-to-user correlations. Demographic features 

are requested from the users but can also be induced through 

classification. Prediction can use learning tools like nearest neighbor or 

naïve classifier.  

8. Social Network based recommendations on user social network and 

based on social proximity of the user with the assumption of trust in 

judgement as a central idea. Trust is based on past interactions and is 

used to describe similarity of opinion with a goal where the source and 

sink nodes have a value on trust. Trust can help with giving more weight 

to users, collaborative filtering, and for sorting.   

9. Hybrid which consist of a combination of any of the above types. Content-

based with classifiers, collaborative using correlation, and collaboration 

with content based user profiles are a few examples. The following 

hybridization methods: 

a. Weighted – Combine results of using different techniques into one list 

where the relative value of the different techniques is fairly uniform 

across the option 
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b. Switching – Users criteria to switch between techniques when one 

method has lower confidence in certain cases than other techniques. 

The biggest problem with it is to identify valid switching criteria. 

c. Mixed – Recommendations from more than one technique presented 

together. 

d. Feature Combination – treats collaborative information as additional 

features for a given example set and can also treat content features as 

different dimensions for a collaborative setting. 

e. Cascade – Use one technique first to produce a coarse ranking and a 

second to refine the recommendation. But, this requires ordering of the 

techniques. 

f. Feature Augmentation – Produce a rating or classification of an item 

and this rating is incorporated into the next technique and is very 

similar to Feature Combination. 

Pros and Cons of the different methods- 

1. Collaborative Filtering – [79] 

Pros: Requires least knowledge to predict with object, easy to measure 

information and often yields good results. Clustering techniques can work with 

aggregated data, can be used to shrink selection set to neighbors, and can be 

used to capture latent similarities between users. Association rules are fast to 

implement and execute, require little storage space, and very successful in broad 

applications. Classifiers are versatile, and can be combined with other methods. 
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Cons: Requires a lot of reliable data which can be quite dynamic, 

similarity computation is inefficient, requires more standardized items, and 

assumes prior behavior is a good predictor. Cold start recommendations with 

new users difficult. With clustering, recommendations may be less relevant to the 

members of cluster. With association rules, they are not suitable when 

preferences change rapidly and can lead to wrong recommendations. Classifiers 

require a training set 

2. Content Based – [79] 

Pros: Don’t need user data so cold starts not a problem. Can address 

unique interests of requester and find new, novel items not based on popularity. 

Can explain description as to why recommended.  

Cons: Requires content is pre-processed to expose meaningful features. 

Can be difficult in some cases to provide comparison between non-quantitative 

information and difficult to exploit quality judgements.  

Recommendation processes are a general data mining problem with all 

the elements of such problems to include the following: [79] 

1. Data preparation – Feature Selection, Dimension Reduction, 

Normalization, Data Categorization. Document Networks actually make 

good use of data preparation to capture relationships and to computer 

associations since the documents don’t change over time. Only new 

documents are added. When added, their characteristics are computed 

when included in the graph database. 
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2. Data Mining – Clustering, Rule Generation, Classification 

3. Post-processing - Filtering, Pattern Recognition, Visualization 

The Recommender System we are working with in Semantic Medline is an 

Item Content based extracting features on items and comparing similarities. This 

is different than the user-based recommender system because it does not 

include user data. A node is the items in the DN and the relationships are the 

features. In Medline, the items are the medical concepts. And, the features are 

the relationship as extracted using natural language algorithms. We are 

recommending citations based on existing relationships between documents. 

The Semantic Medline database once analyzed included many self-directed 

relationships which we did not want to include in the approach. So, filtered out 

these isolated nodes since they were not relevant to the type of approach we 

intend to study here.  

Evaluation of Recommender System Performance 

For this project, we need to evaluate the experimental results in a manner 

which relates to important characteristics of the Recommender Systems studied. 

In order to accomplish this evaluation of results, we need a framework for the 

evaluation process based on the computational methods to be evaluated. So, we 

need to layout important evaluation approaches and criteria for this purpose. This 

section presents the evaluation approaches available for Recommender Systems 

along with the considerations for the available approaches so we can utilize this 
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information to form a basis for the evaluation framework for the present 

Dissertation.  

There are a number of ways to perform property-directed evaluation of 

recommender systems. For each type, there are a number of properties that can 

be relevant for system success with rankings of how a candidate system can 

perform with respect to the properties. Experiments can be conducted for the 

various properties to perform the evaluation and the evaluation metrics 

associated with each. [67] 

For an evaluation method, we need the typical scientific method approach 

which starts with a hypothesis and control variables. An example of a hypothesis 

might be algorithm A predicts user ratings better than algorithm B. The 

generalization scope of the experiment is a measure of how a result can be used 

in other scenarios. For the experiment, one needs to have data valid for the test 

scenario and a way to simulate user behavior to test the hypothesis. Sampling of 

test sets can be used to reduce the cost of testing. And, time it takes to do the 

tests can be ignored as not important to the evaluation method. But, the test 

sequence is an important test simulation variable because it needs to simulate 

the recommendation process to a large extent.  

A common protocol for evaluation would use a fixed number of known 

items and a fixed number of unknown items in order to diagnose algorithms and 

see which work best. But, with a fixed number then we will not know what 

happens precisely when more or fewer items are used in the recommendation 
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algorithm which then is an experimental bias from the evaluation approach used. 

So, this is one of the decisions need to be made to set the evaluation 

methodology along with many others such as user modeling of test sequences. 

User modeling is very difficult and it can as well lead to evaluation biases 

and less than optimal recommendation performance. More complex models 

require care in generalization of the results since more difficult to verify the 

models. Less complex models can mean important variables are not been 

analyzed with respect to the recommendations provided. So, the level of user 

model complexity becomes an important aspect of the evaluation method design. 

When conducting evaluation with user studies as one form of evaluation 

which is important for recommender systems, subjects are asked to perform a 

number of tasks to record behavior and to quantify the measurements such as 

percentage of the task completed. Then, the quantitative information is collected 

along with user experience information on the tasks provided. These kinds of 

user studies are a central tool for evaluation. The advantage is providing a 

capability to test the user behavior with the recommendation system and to 

collect qualitative information which is often very important for the interpretation 

of the quantitative results. However, these user studies can be expensive and 

time consuming. Therefore, normally, a very small set of test subjects are used 

for such user studies in practice where the sample of users is drawn to be 

representative of the global user population to extent possible. This then 
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balances the costs with the ability to general the results to the general population 

if the sampling is conducted properly. [67] 

Questionnaires are often used prior, during and after user studies to ask 

about the experiences. While these surveys can provide good information, they 

can also be misleading if not administered well. It is important to ask neutral 

questions when administered to reduce survey bias and to improve 

generalization of results. These surveys combined with online testing can 

provide best results overall because with this approach, the evaluation can obtain 

a more diverse set of results gathered from users on different systems to get a 

better cross section of usage built into the evaluation results. Offline studies are 

good to collect information and tweak the online approach. Then, once online, 

the pre-testing of the evaluation process can lead to lower risk of user 

dissatisfaction. [67] 

Drawing Reliable Conclusions 

In order to assure reliable conclusions, it is important to perform 

significance testing on the results of the experiments. A standard tool is the 

significance level or p-value which is the probability that the results found are due 

to chance. Typically, one rejects the null hypothesis that the algorithm A is no 

better than algorithm B if the p-value is above some threshold value. In other 

words, if the probability that the observed ranking is achieved by chance exceeds 

the threshold, then the experimental results are not considered to be significant. 

Usually, p = 0.05 is chosen for the threshold which would indicate a less than 
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95% confidence level. Higher levels of confidence can be used when the costs of 

making wrong decisions are high. [67] 

In order to actually run a significance test, it is first required to have 

several independent experimental runs. As discussed leading to this point, test 

data needs to have been generated carefully following a certain protocol and test 

users must be drawn independently from the population. And, the best approach 

is to compare algorithms on a per-user case basis as opposed to per-item since 

it is unlikely the items are independent. So, then the process to obtain the 

significance becomes to count the number of users where algorithm A 

outperforms algorithm B and the number where B outperforms A. The 

significance level is the probability that A is not truly better than B. Another 

approach is to look at the average difference between performance scores on 

algorithms A and B, normalize with the standard deviations of the score 

difference to get the resulting better algorithm. To improve the overall 

significance, larger test sets are beneficial but of course, there are trades-offs 

there with time and expense. This is all more complex if using a larger number of 

algorithms. So, it is often good idea to compare two at a time to get down to the 

two best algorithms for the final trade-off. [67] 

Recommender System Properties 

There are a number of properties to consider in order to select a given 

recommendation approach. Each recommender application has different needs. 

So, the one selected depends very much on how the application matches up to 
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the properties. And, trading-off the properties is a necessary step as well in order 

to select the best approach since they properties can conflict to some extent. The 

properties have parameters which can be adjusted to adjust the recommender 

response as well. So, these need to be identified in the process of trading-off 

properties to select the best approach too. Once the properties are well 

understood along with the parameters to make adjustments, then a selection is a 

result of the analysis. So, we now review the properties generally available for 

recommender systems. [67] 

User Preference 

We discussed user studies which can lead to a good idea of user 

preferences. In the user studies, we found a wide range of biases which can 

result. From the user studies, we can select the system with the largest number 

of votes. But, this scheme assumes all users are created equal as the votes are 

counted equally. This may not be true in practice. For example, an e-commerce 

site may prefer the opinions of users who buy multiple items as opposed to those 

who buy one. Therefore, we need to weight the votes by the important of each 

voting users when this is applicable. But, assigning appropriate user weights is 

not exactly an easy process either in practice. It is also possible that the 

difference in opinion between the systems is small too. In this case, even though 

A is slightly more preferred, B may be a better answer. So, to manage this we 

need to have votes be non-binary and result in a score of some sort which is 

appropriate for the system being tested. And, it is also important to know why a 



 

145 

 

user has certain preferences and break the reasons down to components for 

evaluation. So, selection of best system is not exactly a straight forward process 

and it does require some agility to get the right answer depending on the 

application. [67] 

Prediction Accuracy 

Prediction accuracy is the principal way recommender systems are 

discussed in the literature. The basic assumption for the evaluation of prediction 

accuracy is that the user prefers more accurate predictions than less. Accuracy is 

generally independent of the user interface which opens up the option of using 

off-line experiments. The measurement of prediction accuracy in a user study 

depends on the measurement of the accuracy of a specific recommendation for 

the specific user. This is a different concept than the prediction of a user behavior 

without a recommendation. This leads to a discussion of the three broader areas 

of predication accuracy as follows: 

1. Measuring Ratings Prediction Accuracy – In some applications, we are 

predicting the rating of a user for a given item. In such cases, we want to 

measure the accuracy of the system’s predicated ratings. Root Mean 

Squared Error (RMSE) is one of the more popular metrics for accuracy of 

ratings. Then, there are the normalized and average RMSE to adjust for 

unbalanced test sets.         

2. Measuring Usage Prediction – If not predicting ratings, the experiment 

may be trying to predict items the user may prefer. In this case, the 
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accuracy is dependent on whether the user would add the items to their 

selection queue. From a sample off-line evaluation, we might have the data 

set of items the user has used. So, to test the user, you can hide the prior 

selections and ask the recommender to predict the set they would select. 

Then, measure the difference. So, there are 4 possibilities which are 

recommended, not recommended, used, and not used. Then, count the 

items in each cell of the matrix to compute the Precision at N for a fixed 

length N of items. But, over a range of list lengths, we can compute curves 

comparing precision to recall known as Receiver Operating Characteristics 

or ROC. The curves basically represent the proportion of preferred items 

actually recommended. Precision-recall curves emphasize the proportion of 

recommended items that are preferred while the ROC curves emphasize 

the proportion which are not recommended. Given two algorithms, we 

compute the curves to see if one curve completely dominates the other, if 

they intersect, or just what we get as an outcome and act accordingly on 

the results. And, then we have all this analysis with potentially multiple 

users which complicates it even further but generally gives the evaluator a 

set of curves in order to trade-off the systems based on a set of parameters 

as discussed earlier. [67] 

3. Ranking Measures 

Recommender systems often present a list of recommendations where the 

objective is ordering the items according to the user’s preferences. This is the 
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predominate form of recommendation. So, ranking of the list is the important 

aspect after the list has been selected by the system. To evaluate the 

approaches, we can measure how close the system comes to the best order for 

a user or we can attempt to measure the utility of the system’s ranking for a user.  

a. Reference Ranking 

To evaluate the ranking, we first need a reference ranking which is 

typically in decreasing order of preference to show the most preferred first in the 

list. When only usage data is available, the reference ranking may be a list of 

items actually used by the user with those used being listed before those not 

used. This is only valid actually if we know the user was aware of the unused 

items. So, logs can help us to determine a reference ranking to construct a 

reference list and order the list. Then, the ranking provided by the system can be 

compared to the reference listing to get a measure called Normalized Distance-

based Performance Measure (NDPM) to help measure the system versus the 

reference list where the score is perfect if the system provides a list the same as 

the reference list. The worst score is 1 where the actual list completely 

contradicts the reference list. [67] 

b. Utility-Based Ranking 

Another way to provide an evaluation measure of ranking is to assume 

that the utility of a list of recommendations is additive given the sum of the 

utilities of the individual recommendations. Here the user reviews the list and the 

probability that a specific position is observed by the user depends on the 
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position in the list only and not the items in the list. An R-score metric assumes 

the value of the recommendation decline down the ranked list yields a specific 

score for a small number of items in a ranked list. The resulting per-user scores 

are aggregated to find the best possible ranking for a given users. For larger lists, 

the user needs to assess a larger portion of the list and a measure called 

Normalized Cumulative Discounted Gain (NDCG) is used to measure item 

positions through an inverse logarithmic function. Both cases contain a utility 

function to assign values for each items which can be replaced with a function 

appropriate for the given system design. [67] 

c. Combined ranking method evaluated online 

When evaluation of the method is online, the system will provide a ranked 

list and the user can select those which are of interest to them into 3 parts for 

those (1) of interest, (2) of no interest, and (3) unknown interest. Then, the 

evaluation can use an appropriate reference list ranking metric to score the list 

for those of interest and for those not of interest using the reference list. Also, the 

utility ranking can be used to measure by item position in the list. So, a 

combination of methods can be used here. [67] 

4. Coverage 

Prediction accuracy grows with the amount of data available to the 

system. But, the algorithms may only provide quality recommendations for a 

portion of the items within the larger data sets. So, the term coverage refers to 

properties based on the data processed and leads to properties as follows: 
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a. Item Space Coverage 

Refers to the proportion of items the system can recommend and is 

measured by the percentage of all items that can be recommended. It can be 

computed directly from the given algorithm and input dataset. In some cases it is 

useful to weight the items for coverage in the dataset. Another measure is sales 

diversity which is how unequally different items are chosen by users when a 

specific recommender is used. Another measure is the Shannon Entropy which is 

zero when a single item is always chosen and log n when n items are chosen. 

b. User Space Coverage 

Coverage is also the proportion of users or interactions for which the 

system can recommend items. It can be measured by the richness of the user 

profile required to make a recommendation. Recommenders should be evaluated 

on the basis of their tradeoff between coverage and accuracy. [67] 

c. Cold Start 

Another coverage issue is the cold start problem when new items and new 

users are the subject of the recommender system. For cold start items, there is a 

measure of the threshold to decide on a set of cold start items where the time the 

items exist in the system and the amount of data gathered for them is important 

to measure their cold start property. There can be a tradeoff between ability to 

handle cold start and hot item accuracy to consider with the given method 

employed where the system is credited more for predicting cold items and less 

for hot items that are predicted. [67] 
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5. Confidence 

Confidence is the system’s trust in its recommendations or predictions. 

The system should improve their accuracy as the amount of data for items grows 

and as the predicated property data grows. One of the most common 

measurements of confidence is the probability that the predicted value is true or 

the interval around the predicted value where 95% of the true values exist. Given 

two recommenders that perform with similar results on other relevant properties 

such as prediction accuracy, it may be desirable to select the one with valid 

confidence estimates. Another use of confidence ranges is when the 

recommended items are filtered for a predicted confidence below a threshold 

value. Then, the experiment is designed around the filtering procedure to 

compare accuracy after removing low confidence items. So, confidence 

comparisons can be an important way to compare algorithms where all other 

properties are similar. [67] 

6. Trust 

Here we are referring to the user’s trust in the recommendations. For user 

trust, a survey can be provided to the user to ask about the level of trust from the 

experiments by associating the number of recommendations provided with the 

trust in those recommendations. And, return rates to use the recommender can 

also be used to determine trust by the users although return rate may be difficult 

to separate from other factors for the evaluation conclusions. [67] 

7. Novelty 
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Novelty is a measure of the recommended items not known to the user. 

So, for this we can filter out the items already rated or used by the user. Again, 

surveys can be useful to measure this property too and we can gain some 

understanding with offline studies. To do this, split the database according to 

timeframe and hide those user ratings which occurred over a specific time frame. 

Then, the system is rewarded for each item recommended and rated after the 

split time and punished for each item recommended but rated prior to the split 

time. This will provide a good measure of novelty. Another method to evaluate 

novelty uses the assumption that popular items are less likely to be novel. So, 

novelty can be taken into account by using accuracy metric where the system 

does not get the same credit for correctly prediction popular items as non-popular 

ones. Also, we can evaluate the amount of new information in a recommendation 

together with the relevance of the recommended items. When item ratings are 

available, we multiply the hidden rating by some measurement of the 

recommended item to produce a novelty score. Novelty is an important measure 

and it is important to maximize. [67] 

8. Serendipity 

Serendipity is a measure of how surprising the successful 

recommendations have resulted from the system. For example, recommending a 

new movie with a favorite actor is novel but not surprising. But, surprising may 

also mean inaccurate. So, serendipity needs to be balanced with accuracy. Put 

another way, serendipity is the amount of relevant recommendation which is new 
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to the user. So, to measure serendipity, we can measure the distance between 

items based on content. Then, we score those as successful by a distance from 

a set of previously rated items or from the user profile in a content-based 

recommender. We reward the system for successful recommendations that are 

far from the user profile. Serendipity can also be consider the deviation from the 

natural prediction providing higher serendipity scores to successful 

recommendations that the prediction engine would deem unlikely items. It is 

evaluated by asking users to mark the recommendations that are unexpected. 

Then, we see if the user used these recommendations which would make them 

unexpected and useful or serendipitous. [67] 

9. Diversity 

Diversity is the opposite of similarity which suggests that similar items may 

not be as useful because they may not explore the range of likely items for the 

recommendation. To measure diversity, often item content lists are used to first 

find the item to item similarity. Then, diversity is measured from the list based on 

distance between the pairs of items or by measuring the value of adding each 

item to the recommendation list as the new diversity compared to those already 

in the list. The item-item similarity is different from the similarity measure of the 

recommendation list. Diversity may come at expense of accuracy. So, diversity 

must be balanced with accuracy. [67] 

10. Utility 
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We can define various utility functions for the recommender to optimize. 

For some recommenders, measuring utility may be more important than 

accuracy. And, other properties like diversity or serendipity can be viewed as 

different types of utility functions. Utility is defined as the value the user gains 

with the recommender. When users rate items, it is possible to use the ratings as 

a measure of utility with positive value assigned for successful items to add to the 

utility function, and negative for unsuccessful ones to subtract from the utility. If 

utility or value is the profit returned from a web site, then this is one measure 

which can be tracked with the financial outcomes of the system. Other kinds of 

utility are more ambiguous but can also be measured with ratings. [67] 

11. Risk 

In some cases, the recommendation may be associated with a risk. The 

way to evaluate risk sensitive systems is by considering the utility variance and 

not just the expected utility. Using a parameter to measure risk, when it is 

positive the approach prefers risk-seeking recommenders, and when negative it 

is risk-averse. [67] 

12. Robustness 

Robustness is the stability of the recommendation when there is fake 

information utilized which may be inserted on purpose to influence the 

recommendation. Influencing the system to change its rating on an item may be 

profitable. These influencing events are considered to be attacks on the 

recommender accuracy. So, the attack protocol needs to be related to the 
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sensitivity of the system based on the protocol being used. We cannot really 

prevent attacks but we can estimate the cost of influencing the recommender 

measured based on the amount of injected information. Another measure of 

robustness is the stability under extreme conditions like high volume request 

which is related to the system infrastructure. [67] 

13. Privacy 

Users prefer their preferences to remain private in order to prevent 

external systems to learn about users. So, the recommender may not expose 

private information to the public. Since privacy is never perfect, it is appropriate 

to define different levels of privacy such as a k-identity and compare algorithms 

sensitivity to privacy leaks under varying levels of overall privacy. Also, as with 

other properties, privacy has a tradeoff with accuracy. Changes to the algorithm 

can be evaluated for accuracy when a privacy modification is made and see how 

it impacts the performance. [67] 

14. Ability to Adapt 

Recommenders may function in an environment with rapidly changing 

data where trends may shift quickly as in typical e-commerce situations. With 

changes, it is a bit like the cold start problem where the recommender was 

trained for certain information to achieve expected results. With rapidly changing 

environments, the properties can change as well. So, ability to adapt is the ability 

of the system to remain within performance parameter when the environment 

changes. Another type of ability to adapt would be when user preferences are 



 

155 

 

changing at the same time where it would not be expected to have the 

recommendation remain fixed. So, we can evaluate ability to adapt by measuring 

the difference between the recommendation lists before and after the changes. 

The Gini index and the Shannon entropy can be used to measure the variability 

of the recommendations made to get some measure of ability to adapt. [67] 

15. Scalability 

For large collections of items, the recommender design needs to be able 

to scale up to real world situations with many items and many users. So, one 

approach is to measure the computational complexity in terms of time and space 

requirements along with the consumption of system resources over the larger 

data sets. Scalability is typically measured by experimenting with growing data 

sets and showing how the speed and resource consumption behave as the task 

scales up. It is important to measure the compromises that scalability can cause 

with accuracy and other properties. These measures will provide important 

information on the potential performance of the recommender going forward as 

load increases. Since recommender is expected to provide rapid responses, the 

measure of how fast it provides recommendations needs to be included in this 

analysis. [67] 

So, how recommenders are evaluated and the properties which pertain to 

the success are important to understand when improving algorithms for certain 

tasks. Important considerations have been addressed which all pertain to the 

improvements studied in this research on Document Networks and Semantic 
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Medline. Each property can have an experimental approach and measurement to 

be considered in the final analysis. And, properties can be conflicting. So, the 

balance of the various properties needs to be considered along with the specific 

goals of the recommender application under analysis.  

Useful Research Not Used in Case Study  

This section is important because I am providing research which seemed 

to have a great deal of promise for the case study solution, but it was not used 

for a variety of reasons. It is important in the broader context of this Dissertation, 

however. Because many of these research findings could be more important for 

other cases. So, instead of dropping all of them from the Dissertation research 

paper, I have added them here to provide more information for the broader 

Dissertation topic.  

Similarity Measure using Confidence Factor 

Another way to look at the association between documents in a DN is to 

consider the similar case of web pages to determine the closeness of such 

pages. For this proximity between web pages, the value of the direct confidence 

is considered which computes a value of a direct confidence function which 

denotes the belief that the page dj may be recommended to a user while 

watching page di. In other words, the direct confidence factor is the conditional 

probability that a session that contains di will also contain dj.  
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Equation 5 - Confidence Factor [64] 

 

Where nij is the number of sessions with both di and dj.  

Ni stands for the number of sessions that contain di. This is similar to the 

proximity I calculated before for Document Networks but with one exception. 

Here the denominator is just the number of sessions for page di. With DN, the 

denominator was the number of documents for ki and kj minus the intersection of 

the two. This gives an entirely different value for the confidence factor than for 

the DN proximity measure. Since the denominator of the confidence factor is 

smaller than for the proximity in the DN, the confidence value is larger than the 

proximity. And, then the distance being the inverse of the confidence or proximity 

means the distance will be less for the confidence factor and greater for the 

proximity. The shortest distance indicates the closer relationships. So, the 

confidence factor represents closer relationships than the proximity function. 

And, the difference is not linear comparing confidence to DN proximity. DN 

proximity could be similarly calculated to see how it represents the DN 

associations compared to the base proximity computed earlier. Our experiments 

do this to draw a comparison. [64] So, instead of proximity converted to distance, 

they use a measure called confidence which is similar to proximity. Then, all the 

rules are based on the confidence calculations. 
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Document Classification in a DN using Graph Model 

In recent years, classification approaches for documents in a document 

network have been based on graph models using graph probing techniques such 

as HTML parse information, and hyperlink and content order information. These 

techniques extract numerical features from graphs such as node degrees or 

edge label frequencies rather than comparing the graphs themselves. Better 

approaches with graph models use graph created solely from the content and 

use the graphs themselves to determine document similarity rather than a set of 

extract features. In conceptual graphs based on content, terms and concepts 

appear as nodes. The edges contain meaning oriented relationships between the 

concepts expressed in the documents. This is what I refer to as the predications 

in the Semantic Medline database. So, our case study here utilizes this approach 

to the graph model in order to base it on the content expressed in each 

document. Semantic Medline has prepared the database precisely to facilitate 

this approach.  

The classification of graphs using such content based graph model leads 

to recommendation being provided under the label of graph matching. With this 

model, there exists a database of graphs and an input (or query) graph with the 

goal being to find graphs in the database which most closely matches this input 

graph or query. It is not necessarily expected that the input graph is an exact 

match to any database graph since the input has not been previously considered. 

This is referred to as error-tolerant or inexact graph matching since it cannot be 
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exact. One early approach to this kind of inexact graph matching can utilize the 

k-Nearest Neighbor method.  

K-Nearest Neighbors Method for Graph Matching 

For vector space, k-NN is computed from the Euclidean distance from the 

training input instances in order to determine the classification. The distance 

equation for vectors is: 

Equation 6 - Euclidean Distance [71] 

 

With graph models, we need a distance measure between graphs to 

accomplish a similar determination for graph matching. [71] There are a variety of 

methods for measuring this graph distance using k-NN which depend on the size 

of the subgraphs. I have already discussed some approaches. Here is another 

for distance between graphs now. The distance equation for graphs is as follows: 

Equation 7 - Distance between Sub-Graphs [71] 

 

Where G1 and G2 are graphs, mcs(G1,G2) is their maximum common 

subgraph, max(...) is the standard numerical maximum operation, and |...| 

denotes the size of the graph which is considered to be the number of nodes and 

edges. How could I use this information to help rank documents for a given 
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concept search in a document network like Semantic Medline? Well, I can 

compute these graph distances as well as the other distances. And, this equation 

does provide a useful basis for subgraph comparison then in terms of distance.  

The graph distance typically outperforms the vector distance in terms of 

speed according to some studies. It is good to test various approaches to a 

document network to see how the results may vary with different methods of 

measuring distance as proposed by research. And, varying the subgraph size 

also has an impact on the distance and execution time. Graph distance is shown 

to outperform vector methods. So, this result then indicates improvement in 

approach once I move away from vector methods and use more the graph 

approaches to classification and clustering. Therefore, I present graph methods 

including k-NN for the matching process inherent to Recommender Systems 

since it does appear that vector methods are not as accurate as graph methods 

for analysis of distance. Distance helps us to evaluate the strength of document 

network relationships in a graph database. 

Graph Classification and Clustering Algorithms 

Graphs are flexible because there are no restrictions on size or labeling to 

constrain the representation of the graph. Graphs also allow for adoption of size 

and complexity which can represent the patterns to be modeled. However, there 

is little mathematical structure in the graph domain as a result of the flexibility. 

The math operations available for vectors do not exist for graphs and cannot be 

defined in a standard way across all types of graph data. Therefore, most of the 
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common methods for mining, learning, and pattern recognition cannot be applied 

to graphs without modification. They also suffer from their flexibility because 

whereas with vectors where the distances between object pairs are linear with 

the number data items, graphs in general are exponential with the number of 

data items. So, graphs make pairwise comparisons inherently complex and 

expensive computationally. As a result, there are far fewer algorithmic tools 

available for graph pattern recognition. [74] 

Despite the adverse math and computational conditions for graphs, 

various procedures for evaluation of graph dissimilarity have been studied in the 

literature. These procedures are again referred to as graph matching where the 

overall goal is to find a correspondence between similar substructures between 

pairs of graphs. And, based on the matching found, a dissimilarity or similarity 

score can be provided which indicates the proximity of the graph pairs. [74] 

Due to these inherent variabilities of the graph patterns being considered 

and because of the noise associated with graph extraction processes, it is 

recommended to include in the graph matching framework a tolerance for errors. 

Graph edit distance offers a way to integrate error-tolerance into graph matching 

and it has proven to be very useful for graph matching. The key idea with edit 

distance is to model structural variation by edit operations reflecting modifications 

in structure and labeling. The main advantage of edit distance is the high degree 

of flexibility which makes it useful for all types of graph data sets, and it allows for 
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inclusion of domain specific information about graph similarity by using cost 

functions specific to the graph type. [74] 

Algorithms for computing edit distance between pairs of graphs can be 

computationally expensive as has been discussed with large number of nodes 

due to their exponential nature. To make the edit distance less expensive, less 

optimal methods are often used. One such approach is called Munkres’ algorithm 

which was originally developed for assignment problems where the cost function 

assigned to elements of two graphs is minimized. This turns the problem of graph 

edit distance into an assignment problem where nodes and edges can be 

inserted, deleted, and substituted independently. The Munkres’ algorithm returns 

an optional assignment solution which then is suboptimal or approximation to the 

graph edit distance. But, the time to solution is less complex and is a cube of the 

number of nodes in the graphs and is not exponential. [74] 

Then, the edit distance can be classified by computing it’s dissimilarity to 

training graphs by using with a k-NN classifier for instance or with kernel 

machines like support vector machines for classification. This approach has been 

shown to be very accurate in classification even though a suboptimal approach. 

This is largely because the distances computed by this approximation method 

are equal to or larger than the true distances. And, for k-NN classifier, small 

distances have more influence on classification decisions than large distances. 

Hence, no real deterioration of the classification accuracy occurs and can be 

used in place of exact methods which are computationally inefficient. [74] 
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So, although graph dissimilarity measures can be defined through these 

kinds of graph matching procedures, it is often not completely sufficient for 

pattern recognition. A novel approach to overcome limitations of these matching 

procedures is to use graph embedding into vector spaces. This enables access 

to the rich algorithms developed for the vectorized approaches not available 

directly with graph tools. So, new approach with graph embedding procedures 

can be based on dissimilarity representation and graph matching. The main idea 

here is to use the distances of an input graph to a number of training graphs 

called prototype graphs as a vector description of the graph.  With this approach, 

we are using the dissimilarity representation rather than the original graph 

representation. Then, we obtain a vector space where each axis corresponds to 

a prototype graph and the coordinate values of an embedded graph are the 

distances to the elements in the prototype set. So, with this, we can transform 

any graph to a vector of real numbers. [74] 

The method of prototype selection is the main issue with this approach in 

the embedding framework. The role of the prototypes is crucial because they 

serve as reference points in the underlying graph domain in order to establish the 

embedding of graphs. The objective of the prototype selection is to find reference 

points which lead to meaningful vectors in the embedding framework. There are 

six basic types of prototype selection as follows: 

1. Heuristic prototype selection 

2. Prototype reduction 
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3. Feature selection 

4. Dimensionality reduction 

5. Lipschitz embedding 

6. Ensemble methods 

The embedding procedure which is recommended based on advantages 

discussed before is one which uses graph edit distance because no restrictions 

for the type of graph exists and due to the degree of robustness against graph 

distortions. It also supports the use of specific knowledge for the type of graph 

when defining the cost of the edit operations. Kernel methods can also be used 

in which the feature space is transformed into higher dimensionality with feature 

vector spaces. Then, many algorithms are available for classification and 

clustering to make use of both the flexibility of graphs and the tools available for 

vectors. [74] 

Experimental verification of this embedding framework with graph edit 

distance substantiates the effectiveness of this approach for many graph types 

for both classification and for clustering. So, it would be very interesting to use 

this approach to help us with our Recommender problem in document networks 

which are graph databases similar to web document systems. The experimental 

verification did include web documents and it was proven to be very effective for 

this type as well. The value for recommendation is to find other graphs which fall 

into the same cluster or classes as the ones being explored by the user. These 

graphs can also include indirect associations in the graph. So, when requests are 
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received for recommendations regarding a query which has a graph associated 

with it, the other graphs in the same cluster or class can be found to display 

based on the edit distance from the request graph. This would certainly add 

value to the recommendation being sought by the user and include a variety of 

novel relationships not previously found with current approaches.  But, it is not 

clear exactly how to use these concepts would benefit a recommender system 

which needs to respond quickly to requests and which needs to have a given 

query already somewhat packaged in terms of the best recommendations to 

make. Pre-clustering for all types of queries is not really feasible with the large 

database size of Semantic Medline unless it is accomplished when the data is 

entered into the system. And, this would not be feasible for our research and 

experimentation here since I do not have the resources to undertake such a huge 

project. 

Similarity Measures for documents in a Document Network 

So, given the idea that something like a page rank approach might be best 

for measuring similarity between subgraphs in a graph database, what are some 

of the best ways to measure similarity? We have covered graph and node 

distances previously. There are other ways to measure similarity in the literature 

as well. Then, once we have a good measure, we could use it for the 

recommender method similar to page ranking for a search algorithm for web 

pages and see how that might perform. [72] 

This leads to many challenges such as following: 
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1. Proposing meaningful metrics to capture different graph structural 

patterns. 

2. Designing algorithms which calculate a similarity measure for these 

metrics. 

3. Finding ways to scale these algorithms for large graph size. 

Intuitively, we understand that similarity involves graphs having the same 

or similar nodes and edges in terms of weights to their neighbors. This intuition 

leads to the possibility of using belief propagation (BP) as a method for 

measuring graph similarity because of the dependence on neighboring 

structures. When you include context in the similarity measure, we might infer 

that graphs for a given system would have more similarity depending on 

contextual factors such as time frame or in the case of medical document 

systems like Semantic Medline depending on the researcher’s profile. So, 

context can be built into these kinds of similarity measures as well. [72] 

From the perspective of subgraph matching, consider a series of graphs 

over the same set of nodes but with different edges. This is what we have in 

Semantic Medline where there are references to documents with the same 

concepts or nodes but their connection to the objects (predications or edges) are 

different. We would like to identify these subgraphs and assess their similarity 

between one and the other for purpose of ranking them to the original search 

predication. Then, with this similarity measure, it can feed directly to a ranking 

algorithm to recommend the most similar neighboring predications or subgraphs 
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to the original. This can possibly lead directly to our dissertation objective to find 

the best approaches for finding recommendations in a document network like 

Semantic Medline. [72] 

Some of the basic approaches to measure graph similarity are as follows: 

1. Edit distance – The graph edit distance is a generalization where 

the goal is to transform one graph to the other by doing operations 

of nodes and edges where each operation has a cost. The 

sequence of operations is minimized in order to match the two 

subgraphs. The main problem is the algorithm is exponential and 

does not work well with large graphs. 

2. Feature extraction - The idea here is that similar graphs probably 

share certain properties such as distribution degree, diameter, and 

eigenvalues. After extracting these features, a similarity measure is 

applied to the aggregated statistics. These methods scale very well 

with large graphs. However, depending on the statistics chosen, it 

is possible the results are not very intuitive such as getting a high 

similarity measure between different graphs with very different node 

set sizes. So, it is not great for all kinds of graphs. 

3. Iterative methods – The philosophy here is that two graphs are 

similar if their neighbors are similar. For each iteration, the nodes 

exchange similarity scores. The iterative process ends when 

convergence is achieved. SimRank is one such algorithm which 
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measures self-similarity of a graph and is based on the idea that 

similar nodes have similar neighbors. It computes all pairs of 

similarity scores by propagating similarity scores in an adjacency 

matrix of the graph and ends when it converges. There are many 

other iterative methods which have merit.  

So, there are actually quite a number of research papers on this topic and 

they all seem to end with the conclusion that the use of normalized version of 

Euclidean distance is very intuitive measure of similarity. The distance measures 

we have discussed previously are in fact Euclidean distance measures as well. 

And, PCA is the most desirable and the fastest approach for performing 

subgraph matching along with mining of local graphs for clusters using Markov 

Clustering algorithms produces highly relevant results for large graphs. [72]  

Here we are with Markov algorithms again which applies to the page-

ranking algorithms as well. It looks like we need to have Markov included in our 

experimental options. But, it appears the page-ranking approach has more value 

in our case study here than clustering because we need to build ranked lists of 

documents for recommendation and that depends on a user query submitted ad 

hoc without sufficient time to build clusters for the query. And, building all of them 

in advance with a huge graph database as is in this case study is not realistic. 

The document ranking needs to be able to run quickly and improve as they are 

run multiple times. And, this is precisely how the page ranking algorithms run. 

But, this study of similarity is important as additional background for 
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determination of how to associate documents as part of a page-ranking 

algorithmic process. [72] 

Similarity or distance is appropriate measures to use in a document 

ranking algorithm for our case study. I can try different methods to see which 

ones have the best results using evaluation approaches appropriate for 

Recommender Systems discussed in this Appendix. I now discuss some of these 

approaches based on the previous research presented so far.  

Context in Recommender Systems 

Various aspects of the recommendation use case will be considered as 

relevant. One of those aspects is the context of the desired recommendation. 

Context is the user’s specific situation and environment at the specific time of 

using a web based application or other automated information system service. 

Context will change over time so there is clearly a specific time aspect to context. 

And, context will change based on changes in the user’s situation and 

environment over time. So, it is not a static phenomenon. But, context can be a 

predictable phenomenon for a user based on past behavior learned for based on 

specific content at specific times and within specific situations and environments. 

So, the challenge of the inclusion of context as a series of attributes for the user 

to improve the applications ability to interact with the user is based on the 

accumulation of a context model for the individual in relation to these learned 

situational and environmental behavioral factors. Then, to invoke the model at a 

given time for a given situation, it is necessary to make intelligent judgments as 
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to the user’s specific situation when using web-based applications in order to 

invoke the correct learned context for the user at the time of interaction with the 

application.  

What is context in Recommender Systems and a provide summary of 

what it means in relation to information systems? Then, I will build on this 

understanding to present approaches to include the use of context to improve the 

information provided through automated system interactions. Finally, I will 

answer some questions posed as to how this body of knowledge may be utilized 

and discuss areas where gaps in knowledge seem to exist for additional research 

to benefit the overall understanding.   

Define the notion of “context” in regards to this research: Context is the 

user’s specific situation and environment at the specific time of using a web 

based application or other automated information system service. Context will 

change over time so there is clearly a specific time aspect to context. And, 

context will change based on changes in the user’s situation and environment 

over time. It is not a static phenomenon. But, context can be a predictable 

phenomenon for a user based on past behavior learned for based on specific 

content at specific times and within specific situations and environments. The 

challenge of the inclusion of context as a series of attributes for the user to 

improve the applications ability to interact with the user is based on the 

accumulation of a context model for the individual in relation to these learned 

situational and environmental behavioral factors. Then, to invoke the model at a 



 

171 

 

given time for a given situation, it is necessary to make intelligent judgments as 

to the user’s specific situation when using web-based applications in order to 

invoke the correct learned context for the user at the time of interaction with the 

application.  

For example, if a user utilizes web-based applications during working 

hours, their context may be more work oriented as it might relate to interactivity 

with the application. Instead of being interested to purchase a book for the office 

more likely during working hours, the user may have a more personal business 

context after working hours to purchase books for pleasure. An Amazon search 

for books may be more work oriented during working hours and more personal 

interest oriented during non-working hours. But, certainly there will be 

considerable overlap for something like this as people will do personal searches 

during working hours at times. It will be more probabilistic and less deterministic 

when factoring context into the equation for application interactivity unless the 

user’s current context situation at the time of interaction can be provided. For 

example, the application could ask questions on initiation of the interaction or 

request user profiles to be invoked to establish their specific context. Certainly, 

when doing searches, the user would wish to provide context information to 

enhance the search. But, if not an active interaction and the context is more 

driving advertising for example, then the more probabilistic approach will need to 

take over as the user would not likely identify ads they wish to see. The 

application would need to figure determine context on its own. 
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There are a number of characteristics associated with context. Context 

can be considered to be a set of constraints to influence a given system. As in 

the example above, certain products are likely to be of interest depending on the 

time of day. The constraint is time. Context is a collection of attributes to provide 

preference, perspective, and approximation to intent of the user. Context 

influences behavior and is formed by perception, memory, and reasoning all of 

which can depend on many variables. Context can be considered to be a state of 

mind with few hard boundaries consisting of many elements all of which are 

dynamic in nature. Context consists of rules and resources which regulate 

interactions of the user. Therefore, to model context accurately will depend on 

many attributes and the model will become quite complex and will clearly be 

probabilistic and not deterministic.  [18]  

From a more general perspective, context is the information that can be 

used to characterize the situation of an entity. An entity can be a user as 

discussed so far. It can be an entity with which an individual user needs to 

interact as well. It is quite possible that the context of multiple entities would need 

to be considered in use cases where more than one entity context is important to 

the outcome whether it be a search or a recommendation. In the Zimmerman 

article on “Operational Definition of Context”, the elements of context are 

individuality, activity, location, time, and relations.   
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Figure 31 - Components for User Context [18] 
 

 

 

These bigger categories of elements divide into personal elements and 

environmental elements with 12 elements in dimension space, 4 in spatial-

temporal, and 8 in human intent. Within the Individuality Context, there are 

several elements to consider. [18] 

From the research, the principal techniques to improve the 

recommendation involved pre-processing the data to eliminate outliers, 

elimination of data noise, and reduction of unwanted global dataset effects.   

Also, prioritizing dimension and reducing the number of dimensions is very 

valuable to focus on the pertinent data characteristics which are best suited to 

make recommendations in a given case. In our chosen Document Network of 

Semantic Medline, a great deal of pre-processing is accomplished with the 

database in order to pre-process the data for best recommendation results.        

a) Information discovery (search);  
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An example of the use of context to improve information discovery is 

found in the area of e-learning. First, in the case of searching for e-learning 

products, in order to provide the needed information which might be based on 

context requires intelligent methods for representing and matching learning 

needs with learning contexts. One framework proposed for this application 

includes a semantic e-learning domain of course concepts in lecture ontology. 

Also, this needs to be combined with learner profiles using navigation logs that 

have recorded lectures which have been previously accessed. Documents are 

clustered to discover sub-concepts which may not be included in the available 

course taxonomy. Then, with this structure in place, the learner’s search results 

are ranked based on matching concepts of the user profile with the learning 

content to provide ranked citations. The learner is provided with semantic 

recommendations in the search process in the form of terms from the closest 

matching clusters in their specific profile. [18] 

The framework to achieve this method of search for the e-learning case 

has 3 layers: (1) semantic representation (knowledge representation), (2) 

algorithms (core software), and (3) personalization interface. The following figure 

provides a graphical representation of how this framework would be structured: 
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Figure 32 - User Context Architecture Framework [14] 
 

 

 

 

The algorithm utilized is cluster-based and depends of class document 

clusters to identify the correct relationship to the best semantic representation. It 

also includes pruning, mapping, ranking, and semantic terms recommendations. 

Similarly, the learner’s semantic profile is built from the ground up based on 

document historical visits and pruning algorithms to get the tree structure 

constructed well. Then, there is a document cluster to learners profile mapping to 

connect the semantic domain clusters to the personalization. Experiments with 

this approach show that the learner’s context can be effectively used to improve 

search precision in ranking based on the learner’s past learned activities.  [14] 

Another proposed framework for an ontology-based approach to semantic 

context-aware e-learning search uses knowledge about the learner, about the 

content, and about the domain. This results in a personalized, complete, and 

augmented learning program for adaptive content recommendation. This work is 
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different from other approaches because it based on knowledge-based semantic 

approaches. It makes use of three ontologies: 

1. Learner Ontology 

2. Learning Content Ontology 

3. Domain Ontology 

These ontologies may appear as follows: 

 

 

 

Figure 33 - User Context Ontology Models [20] 
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Figure 34 - Computer Science Domain Ontology [20] 
 

 

The search approach has 4 steps: 

1. Semantic relevance calculation 

2. Recommendation refining 

3. Learning path generation 

4. Recommendation augmentation 
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Figure 35 - Content Recommender Procedure [20] 
 

This approach provides a good example of how to actually implement an 

ontology-based e-learning search recommender system. Experiments with this 

framework have shown it is light-weight and feasible to be deployed with good 

response time. For future work, additional learner contexts need to be included 

for available learning time, location, learning style, and learning interests to make 

the system more comprehensive and intelligent. It is also important to consider 

the shared-knowledge among group members so as to recommend content to a 

group of learners. But, it does illustrate how semantic frameworks can be useful 

to make better recommendations in search. [20] 

b) Decision making (recommendations);  

Current generation of Recommender Systems can be classified into three 

main categories: 

1. Content-based 

2. Collaborative 
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3. Hybrid 

These systems have current limitations and extensions which would have 

promise. One of the main extensions is the inclusion of contextual information in 

the recommender process and other areas. These extensions are necessary in 

order to make decision making more effective.  

The utility of a recommendation is valued with a ranking or by a profit 

value. The user space can be defined with a profile of user attributes such as 

age, gender, income, marital status, etc. Utility is defined for a subspace of the 

user included with the object. With a given rating, the model attempts to project 

to other area the preferences there. But, it is not always transferable. Therein 

lays the problem with current Recommender Systems. Their ability to project to 

other areas is very weak. Extrapolations are normally done with very poor 

models and estimates are made which are far from perfect. New methods of 

extrapolation need to be found to improve the predictive processes. [22] 

Content based recommender systems utilize user profiles which try to 

model the user tastes and preferences from weighting keywords. There are a 

number of measures for this but none are very accurate. So, if a user reads a lot 

of a particular type of article, then the ranking for those kinds of keywords have 

higher value in the utility function. Also, Bayesian classifiers are used in content 

based systems which have better accuracy. Still other approaches are called 

adaptive filtering, and threshold setting. Content—based techniques are limited 

to the features explicitly stated with these objects. Some systems have problems 
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with automatic feature extraction. And, if two different contents are identified with 

the same features, they then become indistinguishable. [22] 

When the recommendations are limited to the scores of previously rated 

items, then that constrains other kinds of recommendations. But, this is how 

many recommender systems function today. With collaborative methods, the 

system looks for other users who have rated similar content and they use their 

ratings for new content of interest to the original user. These are generally known 

as memory based collaborative techniques. One approach for this type of 

recommendation is to calculate all the values in advance of the next 

recommendation. Then, utilize that database of vales for new recommendations. 

[22] 

In contrast to content and collaborative approaches, model –based 

approaches attempt to learn a model which is then used to make rating 

predictions. There are two types of such models; cluster models and Bayesian 

models. In cluster methods, like-minded users are clustered into classes. The 

user ratings are assumed to be independent. There are a number of these 

modeling approaches including latent semantic analysis. The main difference is 

these model-based approaches are not using rules but more statistical and 

machine learning approaches to create the model. But, this approach resolves 

the problem with the other approaches which depend on prior ratings stored for 

historical purposes. [22] 



 

181 

 

t is clear the model-based approach is best combined with context 

elements to create a model for a given user which can be utilized for new items 

and not based solely on historical memory of the ratings of previous items. A 

semantic model would be an excellent way to provide a much more highly 

accurate model. [22] 

Another framework suggests the use of semantic context in 

recommendations to leverage arbitrary background information relevant to the 

process. A modeling framework is presented for a wide class of semantic 

recommendation tasks. The framework includes decomposing and optimizing 

tensors by Bayesian personalized Ranking (BPR) criteria. Training data is used 

to define the multi-sets for the individual relationships between context and the 

entity. Then, the process would interpret a list of recommended entities based on 

the ranking from the training data. Next, the resulting probabilities are optimized 

and the tensors are decomposed. RDF is recommended as an input to the 

overall process to improve the overall accuracy. This approach has real value but 

it does have accuracy issues and the use of RDF would improve the process. [9] 

With still another approach, a series of ontologies are proposed including 

a user model, GUMO (General User Model Ontology), multimedia content and 

context ontologies, and a rule-based matchmaking approach for recommending 

systems. Category-based preferences as well as the expression of any interest 

concerning a concept formalized in ontology are allowed. Furthermore, 

recommendations can be provided adequately in different situations as the user 
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ontology allows expressing context-dependent interests. The approach has been 

successfully applied in a prototype of video recommender for mobile device. The 

representation of these interacting ontologies are shown below: [15] 

 

 

 

Figure 36 - Integrated Context Ontology Diagram [22] 
 

 

These ontologies present an interesting approach which has good merit 

and potential accuracy for recommendations. The proposed architecture to 

implement such a system of ontologies is as follows: 

 

 



 

183 

 

 

Figure 37 - Recommender System Architecture with User Context [22] 
 

 

This approach has been successfully applied to recommendations for TV 

content. It is a more generalized model which can apply to other content as well. 

The results obtained with this approach have been good and areas where gaps 

exist have been identified for future work. 

Another research paper presents a personal interpretation of the evolution 

of artificial intelligence (AI) systems during these last 25 years. This evolution is 

presented along five generations of AI systems, namely expert systems, joint 

cognitive systems, intelligent systems, intelligent assistant systems, and the 

coming generation of context-based intelligent assistant systems. The research 

discussion relies on different real-world applications in different domains, 

especially for the French national power company, the subway companies in 
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Paris and in Rio de Janeiro, in medicine, a platform for e-maintenance, road 

safety, and open sources. The main claim of the research is to underline that the 

next generation of AI systems (context-based intelligent assistant systems) 

requires a radically different consideration on context and its relations with the 

users, the task at hand, the situation, and the environment in which the task is 

accomplish by the user; the observation of users through their behaviours and 

not a profile library; a robust conceptual framework for modelling and managing 

context; and a computational tool for representing in a uniform way pieces of 

knowledge, of reasoning, and of contexts. [22] 

c) Social Networks (Facebook, Twitter, Google+, etc.);  

Systems for annotation within social networks provide an organization of 

information according to user-defined keywords. This framework does provide a 

method to discover, organize knowledge, and to connect to other users with 

similar interests. However, these systems are not scalable to large social 

networks so system performance is a major limitation to fully implement such 

approaches. Because of this fact, other techniques have been considered and 

tried. So far, those techniques have focused on tag recommendation. The area of 

resource recommendations in social networks has not as yet been fully explored. 

One approach is to provide a linear-weighted hybrid framework for resource 

recommendation in social networking. It has been shown using real world 

datasets that this integrated approach is essential to the recommendation task 

and that it provides the best adaptability given the different capabilities of 
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different social systems. They have found that this approach is more effective 

than more complex mathematical techniques in practice while providing greater 

flexibility and extensibility. [4] 

Another article proposes a framework for the inclusion of social networks 

for applications to integrate attitudes into the user domain. This approach 

involves the use of social data clustering methodologies. These methodologies 

typically involve sentiment analysis or opinion mining. This refers to the study of 

opinion sentiment using computational techniques to study the emotion of the 

resource. The framework presented for this Dissertation is as follows: [3] 

 

 

 

Figure 38 - Framework for Minina and Analytics [3] 
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Another framework in the research examines strong versus weak 

semantic techniques – Strong = semantic web techniques (tools for building and 

querying ontologies; Weak = annotation techniques gets less attention. Tagging 

systems are based on personal points of view and help with collaboration. 

Tagging produces overlapping structures. Ontologies are more about knowledge 

hierarchies. Tagging is expensive and difficult to align with ontological 

approaches. This framework is a result of the discussion of these semantic 

techniques and offers another framework for a more generalized model to assist 

social networking.  
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Figure 39 - Functional Model of Recommender Tasks [12] 
 

 

Note the user and context models are at the core of such a system 

framework. The results of this approach indicate that strong semantic techniques 

are better suited to tasks associated with domain and user knowledge exchange, 

integration, and reasoning. Also, it has been clearly concluded that social tagging 

can greatly improve user models. Also, it has been clearly shown that mixed 

approaches which combine semantic and tagging techniques can result in the 

advantages of both for a given task. [12] 
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Another research project presents what they call the SPETA system. 

SPETA uses knowledge of the user’s current location, preferences, and past 

historical locations as the basis for recommendations for tourists during a tour. 

The objective of the study was to build a better user experience for tours. The 

strength of the approach was again based in combining a context-aware system 

with a GIS system using social networks and semantic techniques. The results of 

this approach were quite important to further the notion that semantic inclusion in 

recommender systems does have overall value to the process. So, here is 

another citation which goes to using semantic ontologies to support decision 

making processes.  [13]  

Association retrieval for learners in online social networks has also proven 

to be an excellent approach to support recommender systems. With this 

approach, learners in the social network share their resource ratings with their 

friends in the social network. Similarity between friends is derived from the 

resource ratings over history. Association retrieval techniques are employed to 

infer recommendation scores for resources with a given learner. Experimental 

results show this approach outperforms collaborative filtering in benchmark tests. 

So, with the huge growth of learning materials and resources in social networks, 

finding suitable materials or resources based on learner's preferences including 

their learning styles and knowledge levels is extremely challenging. E-learning 

recommender system (eLRS) provides a great approach to solving the overload 

problem by providing valuable resources to learners. [2]  
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Another proposed approach combines semantic web technologies with 

linguistic values as a more implicit way of doing context search 

recommendations. A Friend-of-a-Friend (FOAF) model is link with various other 

approaches such as RDF (RDF-Personal Info Markup), FOAF associated with 

weighted interests, geonames database inclusion, RDF geographical coordinates 

to relate to a region, Temporal Thing for date or duration, abilities or disabilities, 

and user activities and roles model. Combine FOAF with user linguistic values 

using an aggregation score. This user model appears graphically as follows: [8] 

 

 

 

Figure 40 - eFoaf Semantic User Model [8] 
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This approach apparently needs a lot of validation and further work to 

really fine tune the concept and make it into a real recommender system. But, the 

idea is good and it further points out the importance of the RDF model for use in 

generalized user models for recommender systems. 

d) Advertising (product/ad placement).  

The travel system discussed in the article utilizes a semantic RDF 

database of user interests. It is an example of a semantic recommender system. 

There are several semantic filtering processes utilized as follows: 

1. Content based filtering 

2. Collaborative filtering 

3. Knowledge-based filtering 

4. Hybrid filtering techniques 

The third element here is a semantics-based service. A prototype was 

developed to examine the results of such an approach. It uses OWL-based user 

semantics to discover travel services, and RDF-based user semantics to match 

user interests with services. The system architecture looks like the following: 
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Figure 41 - Recommender System Platform Architecture [5] 
 

 

 

 

The prototype has been very successful to see how such an approach 

could work. But, the actual results are not as impressive as expected so the 

approach needs much more research and development to improve performance. 



 

192 

 

But, here is another instance of semantic techniques being integrated to the 

design which again has positive outcomes when tested.  [5] 

Still another approach combines enterprise-product semantic model with a 

user context ontology model and have a way to map between the two. The paper 

proposes an architecture for the approach CACRIS. It discusses all aspects of 

this architectural approach which appears graphically as follows: [6]  

 

 

 

Figure 42 - Context Aware Recommender Platform [35] 
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This framework shows how to use semantic ontology to match commodity 

information with user information. A semantic ontology-based context-aware 

algorithm matches the relationships. This approach has shown to be very 

effective with high efficiency and accuracy in real world applications. This 

approach is also very scalable for large-scale, ontology-enabled recommender 

systems for e-commerce.  

How can we acquire information about a person’s ‘context’?  

With a semantic framework to model users, context-related information is 

gathered about the users. The perceived context data is lifted semantically into 

context ontology. The context data is time stamped and included in the user 

history ontology. This enables the application to construct a timeline of events 

and actions as part of the user’s history. Then, these historical records can be 

analyzed to fine clustered action-patterns which can enable automatic rule 

definitions. [35]  

Context information can be gathered explicitly, implicitly, and through 

inference.  

• Explicitly – by asking direct questions or by having users fill in profiles of 

their interest with forms, explicit context information involves the user’s 

knowledge of the information collection.  

• Implicitly – using data in the public domain, contextual information can be 

gathered from past behavior which searching the internet, past purchases or 

other historical information of actual behavior which is time stamped and saved 
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to create a historical record from which context can be implicitly established. The 

user does not provide the information as it is gathered from other sources based 

on past behavior of the user.  

• Inferring – context is inferred using statistical methods and data mining. 

Generally, a predictive model is built and it is trained with appropriate training 

data. The quality of the inference will depend on the quality of the classifier used 

and its effectiveness will vary across applications. [10]  

Is it possible to infer context? If so how, if not, explain why not?  

It is very possible to make inference based on learned user behavior. I 

have presented several frameworks in the discussion so far where inference is 

integral to the design. And, in all those cases, inference did improve the 

performance of the approach. Bayesian inference is the principal learning model 

in these cases which is based on probability. However, the use of these methods 

is still very much in its infancy at this time. The capability is there but it is 

hampered by the lack of a comprehensive user model which might fit many 

inference situations and which could be standardized across platforms for a 

variety of purposes. The current state appears to very much be custom to the 

specific application.  [32]  

How might we improve on capturing user context, and using it to 

make better recommendations?  

One such system studied in a listed reference is the AMAYA 

recommender system built to provide recommendation for all situations which 
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could arise in a user’s life, and which can support any number of services a user 

might want to use. To achieve this goal for all situations, all personalization data 

for specific situations will have stored mapping. An ontology-based content 

categorization scheme is provided to provide a service-independent interface.   

AMAYA consists of four components which include as follows: 

1 – Data Adapter – enables retrieval and processing of distributed 

personalization data by providing an interface which abstracts the content  

2 – Profile Manager – groups the personalization data in terms of profiles 

which provide a mapping to specific situations 

3 – Profile Broker – supports queries of the personalization data for 

specific situations 

4 – Recommender – supports a learning contextual user model for a 

service-independent interface for the learning algorithms and prediction models. 

The learning algorithms will depend on the situations encountered in the 

learning process and is linked to the current situation as they learn. The 

contextual retrieval of the model for specific situations enables the recommender. 

The advantage of this approach is that well-known algorithms can be used 

directly with little or no modifications. The drawback is all situations have to be 

explicitly defined by the Profile qualifiers. This makes it much less generalizable. 

The results are good with news articles is about as far as the research went. So, 

it was not discussed how would work with other content. But, another example of 

a system studied which can be improved with user context. [21]  
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Many recommender systems in use today utilize collaborative filtering 

techniques. Combine this approach with predictive context models of user 

preferences, interests or behavior found within social networking data, and the 

accuracy increases substantially. The algorithms used rely on statistical modeling 

techniques that introduce latent class variables in a mixture model to discover 

user groupings and interest profiles. The main advantage of this approach was 

found through experimentation to be in accuracy, excellent time prediction, and 

good user model representation.  So, this is another example of the use of 

context improving the recommendation. And, actually, all through this paper we 

have presented many examples of how context has been proven through 

experimentation to improve the recommendation process. It is just a matter of 

how it is done and the objective of the recommendation. There are so many 

examples that the case for context inclusion has been substantiated over and 

over again. [26]  
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Test Results by Medical Concept 

 

 

 
Figure 43 - BRCA1 Page Rank Results Bar Chart 
 

 

 

 
Figure 44 - BRCA1 Semi-Metric Search List 
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Figure 45 - Metabolic Diseases Page Rank Bar Chart 

 

 

 

 
Figure 46 - Metabolic Diseases Semi-Metric Search List 
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Figure 47 - Malignant Neoplasms of Breast Page Rank Bar Chart 
 

 

 

 

 
Figure 48 - Malignant Neoplasms of Breast Semi-Metric Search List 
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Figure 49 - Sporadic Breast Carcinoma Page Rank Bar Chart 
 

 

 

 

 
Figure 50 - Sporadic Breast Carcinoma Semi-Metric Search List 
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Figure 51 - c11orf30 Page Rank Bar Chart 
 

 

 

 

 
Figure 52 - c11orf30 Semi-Metric Search List 
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Figure 53 - Overall Page Rank Results Bar Chart 

 

 

Combined Results all Medical Queries – Page Ranking 

 

 

 
Figure 54 - BRCA1 WICE Bar Chart 
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Figure 55 - Metabolic Diseases WICE Bar Chart 

 

 

 

 

 
Figure 56 - Malignant Neoplasms of Breast WICE Bar Chart 
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Figure 57 - Sporadic Breast Carcinoma WICE Bar Chart 

 

 

 

 

 
Figure 58 - c11orf30 WICE Bar Chart 
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Figure 59 - Combined WICE Results Bar Chart 
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Figure 60 - BRCA1 Example Visualization in Ruby Environment 
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