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Abstract

SECURING THE INFORMATION DISCLOSURE PROCESS

Lei Zhang, PhD

George Mason University, 2010

Dissertation Directors: Sushil Jajodia and Alexander Brodsky

In the problem of information sharing, two goals must be met to fulfill the require-

ments of both information providers and information consumers. That is, the information

providers have constraints of data security/privacy protection, while the information con-

sumers are interested in particular information and want to acquire such information as

much as possible.

To solve this problem, disclosure algorithms are applied in the information disclosure

process so information providers can compute what to share.

However, in a typical information disclosure process, the applied disclosure algorithm is

constructed to check the goals solely on the exact disclosed data of the algorithm’s output.

This leads to serious security problems in that a malicious information consumer, or namely,

the adversary, may be able to acquire additional information from the disclosure algorithm

itself that violates the security/privacy constraints of the information providers.

This dissertation presents a number of techniques for answering basic questions about

the problem of information sharing: how secure is an information disclosure process, when

the disclosure algorithm is known to the public, and if it is not secure, how can we make it

so?



This dissertation starts by extending an existing solution to the problem of online query

auditing, i.e., whether a posed information request from the information consumer should

be permitted or not.

In the problem of online query auditing, an adversary may acquire more precise infor-

mation than what has been disclosed by the information providers based on the knowledge

he or she obtained from the fact that some information requests have been denied. The

existing solution, called simulatable auditing, does solve the problem partially by achieving

the first goal, which is guaranteeing the security constraints of the information provider.

However, it fails to achieve the second goal. That is, many information requests from in-

formation consumers will be denied unnecessarily to cause a significant data availability

downgrade. This dissertation proposes a new solution that achieves both of the goals by

identifying a sufficient and necessary condition for guaranteeing the data protection of the

information providers.

This dissertation then studies a more relaxed problem, the problem of micro-data dis-

closure, in which the disclosure algorithm has to choose what to disclose from multiple

candidate data/datasets. The problem of checking whether the security/privacy protection

of the information provider has been violated turns out to be much harder in this case, i.e.,

the general case is an NP-complete problem. This problem has not been given enough atten-

tion, and most existing solutions suffer from a failure of the desired data security/privacy

protection. This dissertation presents a new model to design safe disclosure algorithms

that at least guarantee the data protection of the information providers. Heuristic algo-

rithm design is also proposed to achieve an acceptable good performance for real-life data

applications due to the hardness of the problem.

Finally, this dissertation addresses an open problem of how to restore the data secu-

rity/privacy when it has already been compromised by incidental data disclosure, which is

unavoidable when multiple information providers are disclosing the same set of information

without collaboration or centralized control. This dissertation shows that, under certain

conditions, this can be accomplished by applying a statistical approach.



Chapter 1: Introduction

1.1 Problem Statement

The problem of information sharing has drawn much attention in recent years. To support

sharing information on a large scale, we need to ensure privacy while providing as much

data utility as possible to users. This problem can be regarded as a game played between

two parties, the information provider and the information consumer.

Information providers will hold a set of constraints that the disclosed data/dataset must

satisfy. Typically, in a large scale database, the information providers may want to prevent

the value of each single item from being disclosed to the information consumers. Therefore,

sometimes the term privacy will be used instead of security when these data items refer to

the information of individuals.

The information consumers can be divided into two categories: active information con-

sumers and passive information consumers. Active information consumers will generate

queries for any information of interest to the information providers. Passive information

consumers simply transmit their target information or interests to the information providers,

who have full control of what and how the related information is disclosed.

Upon request, the information providers must decide, for either active information con-

sumers or passive information consumers, what information should be disclosed. This pro-

cess can be represented by the execution of an algorithm, namely, the disclosure algorithm

or a disclosure monitor.

The applied disclosure algorithm will take into account the information providers’s se-

curity constraints, as well as the information consumer’s data utility interests, and compute

the data items to be disclosed. Regardless of how the data is disclosed, the disclosed data

1



can be represented by a set (could be infinite) of instances, each of which represents a possi-

ble state of the entire data set of the information providers. When the disclosure algorithms

are non-deterministic, this set will also be associated with a defined PDF. 1

The typical and well-accepted definition of “safe” is defined by the satisfaction of the

security/privacy constraints in this disclosed instance set. And then “safe” disclosure al-

gorithms are compared by the data utility they can provide through the disclosed instance

set w.r.t. different interests of the information consumers in different data applications.

However, this dissertation will reveal that this typical view of “safe” in the problem of

information disclosure is problematic. To compute the disclosed information is only the

second step in the process of disclosing information. There is always a hidden first step

of decision making, i.e., the information consumers may have different choices of how to

disclose information and the information disclosure algorithm has to decide a proper one

and then compute the disclosed data in the second step.

In different data applications, the difficulty of decision making processes varies widely.

In this dissertation I focus on two data applications: numerical data disclosure and category

data disclosure, respectively.

1.1.1 Online Query Auditing of Numerical Data

Consider the information provider holds a numerical database and the information consumer

will pose customized aggregation queries (SUM, MAX, and so on) of a subset of the stored

data. The information provider has two choices for a posed query: give precise answer, or

simply deny it. The online query auditing problem refers to the following question being

asked of the information provider: given a posed query and a sequence of previous received

and processed queries, how to choose, such that (1) when the information provider chooses

to answer the query, the information consumer cannot determine the value of any individual

piece of data; (2) the information provider chooses to deny the query only when (1) is not

possible.
1Output of a deterministic disclosure algorithm may be also considered as a set associated with a PDF,

which is uniform.
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Although this is the simplest case among all decision-making processes in the problem

of information disclosure, one may still be puzzled by the complexities hidden under it.

Assume the information provider uses a straightforward solution as follows: the information

provider will first compute the answer for a posed query, and then try to determine whether

an individual piece of data can be resolved from the answer and the answers to all the

previous queries; the information provider will deny the query if he succeeds in doing so

and answer the posed query otherwise.

One may think this solution is easy to understand and should be safe. However, as

I have discussed above, by doing so the information provider will fall into the trap of the

typical definition of “safe” that is not safe. I will discuss this problem in detail in Chapter 3.

1.1.2 Micro-Data Disclosure Through Generalization

In the problem described above, the information provider only has two choices during the

decision-making process. The situation becomes worse when information provider has to

choose the way to disclose among many more possibilities.

Consider that the information provider holds a database that contains micro-data about

people’s medical condition. The information consumer may ask for a set of people’s medical

conditions with their ages, sex, and living locations. The information provider holds the

privacy constraints such that any individual’s medical condition cannot be determined by

the information consumer. Therefore, the information provider may choose to remove the

names of individuals from the disclosed data and generalize tuples into groups by general-

izing values of other attributes into higher granularity.

Note that in this case, the information consumer does not have a particular query

and the information provider can choose any different generalization of the original data,

including disclosing nothing. The inherent rule is that the information provider will try to

disclose as much information as possible under the condition that the privacy constraints

are satisfied. The related work of how to define the privacy constraints and the data utility

property will be given in the next chapter. The idea here is that, even with these properties

3



precisely defined, the information provider still has to choose from all candidate disclosures,

the “best” one w.r.t. the data utility and privacy constraints.

Similar to what I have mentioned above, existing solutions to the problem of micro-data

disclosure always fall into the same trap where they consider only an unsafe “safe” definition.

Therefore, every one of them should be re-studied based on the framework discussed in this

dissertation.

Unfortunately, the underlying complexity in this multi-choice case leads to the fact

that, unlike the problem of query auditing, this micro-data disclosure problem cannot have

computationally feasible optimal solutions. Furthermore, even a heuristic solution is hard

to find when guaranteeing a certain level of data utility. Detailed discussion will be given

in Chapters 4 and 5.

1.1.3 Multi-Source Micro-Data Disclosure

The typical information disclosure algorithms could also be problematic when considering

a multi-source information disclosure. That is, when more than one information provider is

disclosing the same set of information without collaboration or centralized control, a desired

security/privacy constraint is most likely not able to be maintained. In this dissertation,

I will introduce a special kind of information disclosure algorithm to handle this kind of

problem that other solutions cannot handle. Detailed discussion will be given in Chapter 6.

1.2 Summary of Contributions

The contributions of this dissertation are summarized as follows.

For the Problem of Query Auditing in Numerical Databases

In Chapter 3, I propose a new model called simulatable binding, extending the existing

simulatable auditing model for the problem of online query auditing in numerical databases.

The intuition is to find a set of database states and bind them together when “denied” is

4



the answer to a posed query, under the condition that the binding set is “large” enough to

protect the privacy of its elements.

Both the proposed simulatable binding model and existing simulatable auditing model

guarantee privacy constraints for the information providers. However, the proposed sim-

ulatable binding model is able to answer the query q2 in more cases than the simulatable

auditing model does.

I should emphasize that the fundamental differences between the proposed model and

the simulatable auditing model are as follows:

• Under the simulatable auditing model, a decision whether to answer a newly posed

query is made solely on the knowledge that has already been disclosed.

• Under the simulatable binding model, selection of a safe binding for a newly posed

query is made solely on the knowledge that has already been disclosed; however, the

decision whether to answer the newly posed query is based on not only the disclosed

knowledge and the safe binding, but also the secret and true database state.

It is clear that the simulatable binding model provides a more relaxed condition for answer-

ing queries. However, I will prove that, the condition provided by this simulatable binding

model is not only sufficient, but also necessary to guarantee database privacy in the online

auditing problem. As a consequence, I prove that the algorithms applying the simulatable

binding model always provide better utility than algorithms applying the simulatable au-

diting model. It is worth noting that the simulatable binding model is independent of the

concerned privacy property, i.e., any privacy property can be applied to the simulatable

binding model, which makes the simulatable binding model widely applicable.

In order to show the practicality and efficiency of the simulatable binding model, I

present two algorithms for max query online auditing and sum query online auditing, re-

spectively. Each of those algorithms is built in a way that is comparable to an algorithm

applying the simulatable auditing model considering the same privacy property. I conduct

experiments to show the improved data utility of the simulatable binding model over the

simulatable auditing model.
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For the Problem of Micro-Data Disclosure

In Chapter 4, I first model disclosed information under the assumption that the malicious

information consumer, i.e., the adversary, has the knowledge of what I call a deterministic

disclosure function (DDF), which is a formal notion of a function defined by a disclosure

algorithm. This is done by introducing a formal definition of a disclosure set. Intuitively,

all the adversary can infer from the disclosed data and the knowledge of the DDF is that a

true database state is one of the database states in the disclosure set.

Second, given a safety predicate p representing the security/privacy constraint of the

information provider, I define the notion of p-safety for a DDF. Intuitively, it means that for

any true database state, the DDF returns an answer, such that the disclosure set inferred by

the adversary (not just the disclosed answer!) satisfies the safety predicate p. I also define

the notion of p-optimality for a DDF. Intuitively, it means that, in addition to p-safety,

there does not exist a locally better DDF, in terms of data utility, that is also p-safe.

Third I prove that p-optimal DDF is computable, although the problem of deciding

whether a DDF is p-optimal is NP-hard. I then introduce two specific conditions under

each of which I prove that the problem of whether a DDF is p-optimal is P-time in the

size of the set of all possible database states and the size of the generalization sequence. I

do this by developing polynomial algorithms to compute a p-optimal DDF. Note, however,

that the size of all possible database states may be exponential, in the worst case, in the

size of a single database state. Clearly, computing p-optimal DDFs in such a general setting

would not be practical beyond a restricted number of considered database states.

Fourth, I turn to developing a disclosure algorithm for a specific setting of microdata

disclosure. For this case, the locally better relation on DDFs in terms of data utility is

provided by a sequence of quasi-identifier generalizations. I develop a p-safe algorithm that

is weakly p-optimal, and also polynomial with respect to the size of the original table and

the generalization lattice.

However, the heuristic algorithms in this family turn out not to have enough good

performances. I further discuss the problem of how to design an efficient heuristic algorithm
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that also has a relatively good performance in Chapter 5.

I propose a novel concept of coincident generalization as an efficient solution to micro-

data disclosure using public algorithms. I derive necessary and sufficient conditions for any

generalization algorithm to be coincident in order to facilitate the design of such algorithms.

As the next step, I instantiate the concept by devising two classes of efficient generalization

algorithms: pair-based generalization algorithm, and interleaved generalization algorithm,

and prove them to be coincident. The effectiveness of the proposed algorithms is indepen-

dent of privacy properties, which makes them applicable to a wide range of applications.

Experiments show that those algorithms lead to good data utility and performance as well.

For the Problem of Multi-Source Information Disclosure

In Chapter 6, I first propose a new property, called γ-Privacy, for privacy protection in a

micro-data disclosure problem when multiple views are disclosed. Given the disclosed views

and publicly available information, the set PIS of “all possible worlds”(i.e., possible tables

that would yield the same disclosure results) is defined. γ-Privacy intuitively means that in

a randomly (uniformly) selected instance, the probability of any individual to be associated

with a sensitive value is at most γ. I then prove that, for the case of a single disclosed view,

γ-Privacy is equivalent to the property of Recursive ( γ
1−γ , 2)-Diversity. This means that the

property is a “natural” extension of l-Diversity, which is defined only for a single disclosed

view, to multiple views.

Second, I prove that deciding on whether γ-Privacy is satisfied by a set of disclosed views

is #P-complete. Third, to mitigate the high computational complexity, I relax the property

of γ-privacy to be satisfied with (ε, θ) confidence, i.e., that the probability of disclosing a

sensitive value of an individual be at most γ + ε with statistical confidence θ, where ε is an

arbitrary small positive constant. I propose a Monte Carlo-based algorithm to check the

relaxed property in O((λλ′)4) time for constant ε and θ, where λ is the number of tuples in

the original table and λ′ is the number of different sensitive values in the original table.

Finally, I turn to the problem of restoring compromised privacy. Namely, given a set
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of disclosed views that violates γ-Privacy, can we extend it to a superset of views that

jointly satisfy γ-Privacy. I propose heuristic polynomial time algorithms which are based on

enumerating and checking additional disclosed views. I conduct a preliminary experimental

study on heart disease records taken from the UCI data repository ([1]), which demonstrates

that the proposed polynomial algorithms restore privacy in up to 60% of compromised

disclosures. I also discuss how to apply the proposed technique under different assumptions

when the adversary is also aware of the proposed technique.
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Chapter 2: Related Work

To solve the problem of protecting the data privacy in a statistical database [2], different

methods have been introduced. One way is to perturb the data in the answers for the posed

queries [3–5]. Another choice is to perturb the data in the database itself before answering

the posed queries [6–10].

Besides these noise-addition based approaches, work on the auditing problem, where

responses to queries are either true answers or “denied,” has also been proposed. An off-

line auditing problem [11–15] is to decide whether the database privacy has been breached

based on a set of posed queries and their answers. Complexity analyses on specific problems

on max/min [11,14] and sum [12–14] queries are given.

In [16–18], the authors target the online auditing problem, that is, to decide whether the

database privacy will be breached by giving a true answer to a newly posed query based on

a set of posed queries and their answers. [18] also provides a logic-oriented model for the

online auditing problem that combines modified answers and denials to enforce the database

privacy.

Recently, in [19], the authors uncover a fact that the database privacy may be breached

by an attacker with the help of information leaked in the online auditing process, i.e., to

decide how to answer a posed query. The authors also provide a model called simulatable

auditing [19,20] to prevent information leakage in an auditing process. However, because the

conditions provided by the simulatable auditing model are far from necessary to guarantee

the database privacy, the huge data utility loss in their solutions inspired my work.

The problem of micro-data disclosure has also been extensively studied [21–25], where

the security issue discussed in this dissertation is largely ignored. In particular, data swap-

ping [26–28] and cell suppression [29] both aim to protect micro-data released in census
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tables. However, the amount of privacy is usually not measured in those earlier works.

Miklau et al. presents an interesting measurement of information disclosed through tables

based on the perfect secrecy notion by Shannon [30]. The important notion of k-anonymity

is proposed as a model of privacy requirement [31], which has received extensive studies

in recent years. To achieve optimal k-anonymity (with the most utility) is shown to be

computationally infeasible [32].

A model based on the idea of blending individuals in a crowd was proposed in [33]. A

personalized requirement for anonymity was studied in [34]. In [35], the authors approached

the issue from a different perspective, where the privacy property is based on generalization

of the protected data and could be customized by users. Many efforts have been made

around developing efficient k-anonymity algorithms [31,36–39], whereas the security of the

k-anonymity model is assumed. Two exceptions are the l-diversity notion proposed in [40]

and the t-closeness notion proposed in [41], which address the deficiency of k-anonymity

of allowing insecure groups with a small number of sensitive values. Algorithms developed

for k-anonymity can be extended to l-diversity and t-closeness, but they still share the

same security issue addressed in this dissertation because they do not take into account an

adversary’s knowledge about generalization algorithms. When such knowledge is assumed,

most existing generalization algorithms become insecure. In [42], the authors pointed out

the above problem and proposed a model for the adversary’s knowledge, but did not give any

efficient solution for the general micro-data disclosure problem. In [43], the authors studied

the problem of how k-anonymity is preserved in multiple views, which first addresses the

fundamental problem of Chapter 6 in this dissertation.
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Chapter 3: Optimized Online Query Auditing

3.1 Introduction

Let X = {X1, X2, . . . , Xn} be a statistical database consisting of n variables. Generally, Xi

are all real numbers. I use the vector x = (x1, x2, . . . , xn), where xi ∈ R(1 ≤ i ≤ n), to

denote a database state. All queries over X take the form q : Rn → R.

The following problem is known as the online query auditing problem ([16–18]): Suppose

that a set of queries q1, q2, . . . , qT−1 has already been posed and the corresponding answers

a1, a2, . . . , aT−1 have been given, where each answer ai, 1 ≤ i < T , is either the true answer

to the query or “denied.” Given a new query qT , the database should give the true answer

if the privacy of the database is not breached (i.e., an xi cannot be determined); otherwise,

it should give “denied” as the answer.

3.1.1 The Failure of a Simple Strategy

A simple strategy, denoted as Asimple, is to deny qT if database privacy may be breached

when a true answer of qT is given, and provide the true answer otherwise. Surprisingly,

as observed recently by Kenthapadi, Mishra, and Nissim [19], the privacy of the database

could still be breached if Asimple is applied.

To see this, consider the following example: we have a database consisting of four

variables x = (x1, x2, x3, x4), all of which are integers. Suppose that the first query q1 :

max(x1, x2) has been posed and the true answer, say a1 = 5, has been given. Suppose the

next query is q2 : max(x2, x3, x4). Based on the strategy Asimple, if the true answer happens

to be a2 ≥ 5, then the database will return the true answer a2 for q2 because the database

privacy will not be breached. On the other hand, if the true answer is a2 < 5, the database

will deny q2 because by giving a2, the database will disclose the the true value of x1.
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Figure 3.1: Answering Two Max Queries

Unfortunately, this is not enough to protect the database privacy. The problem is that

if q2 gets “denied,” an outside adversary can still determine that x1 = 5. This is because

the only reason for the denial of q2 under such condition is that a2 < 5, which leads to the

fact that x1 = 5.

3.1.2 The Idea of Simulatable Auditing

Intuitively, the reason that the simple strategy Asimple fails is that it does not take into

consideration the information flow from the true database state to the auditing decision. The

simulatable auditing model proposed by Kenthapadi, Mishra, and Nissim [19] guarantees

that the decision making process does not leak any information. This is because whether to

answer a newly posed query is decided based on knowledge that an adversary has already

acquired, including all posed queries and all given answers.

In general, the strategy of a Simulatable Auditor, denoted as Asa, can be stated as the

following: Given a set X of all possible database states that are consistent with previously

posed queries (q1, q2, . . . , qT−1) and their answers (a1, a2, . . . , aT−1), a newly posed query

qT will be denied if:

∃x′ ∈ X , the privacy of x′ will be breached if the true answer aT of qT (x′) is given.

If we apply Asa to the example shown in Figure 3.1, q2 will always be denied no matter

what possible answer a2 is.

3.1.3 Unnecessary Loss of Utility in Simulatable Auditing

Although strategy Asa prevents the information flow from the true database state to the

decision making process during auditing, it does so at a large cost of data utility, much

of which is unnecessary. In the example shown in Figure 3.1, in order to protect the data
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privacy, Asa will always deny q2. Later I will show that we should be able to do much better

than this.

The situation gets much worse when the simulatable auditing model is applied to sum

queries. When there exist some database constraints, which happens in most cases, Asa

could become a strategy that will refuse all queries [19]. For example, in a database x =

(x1, x2, . . . , xn) ∈ Rn, if we have the database constraints xi ≥ 0, (1 ≤ i ≤ n), for any sum

query q :
∑n

i=0 bixi, (bi ∈ {0, 1}), we will give a “denied” answer based on Asa because there

always exists a possible database state x′ = (0, 0, . . . , 0) that if the true answer a = q(x′) is

given, some xi will be disclosed.

The problem of information disclosure can be regarded as an optimization problem, i.e.,

to maximize the data utility of the disclosed data under the constraint that data privacy

must be guaranteed. This key observation leads to the problem of finding the sufficient and

necessary condition to guarantee database privacy, which is the main focus of this chapter.

Indeed, the model of simulatable auditing model only provides a sufficient condition that

is far from necessary. Such a sufficient condition may lead to significant and unnecessary

data utility loss, as discussed above. I will show that, by applying the technique proposed

in this chapter, such unnecessary utility loss can be completely avoided.

Contribution

In this chapter, I propose a new model called simulatable binding. The idea is to find a set

of database states and bind them together when “denied” is the answer to a posed query,

under the condition that the binding set is “large” enough to protect the privacy of its

elements.

To illustrate, consider the example shown in Figure 3.1 I have discussed. The strategy

Asimple fails to guarantee the database privacy because the denial of q2 will lead to the fact

that a1 = 5. The strategy Asa of the simulatable auditing model deny q2 unconditionally

to protect the privacy of all possible database states. However, what we can do is to deny

q2 not only when the true answer of q2 satisfies a2 < 5, but also when a2 = 5. Therefore,
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Figure 3.2: Comparison of Simulatable Binding and Simulatable Auditing Frameworks

an outside adversary cannot determine any of the {x1, x2, x3, x4} if he gets “denied” when

posing query q2.

The result of such a strategy, denoted as Asb, is shown in the following table with

comparisons:

a2 Asimple Asa Asb

a2 < 5 Deny Deny Deny

a2 = 5 Answer Deny Deny

a2 > 5 Answer Deny Answer

Privacy Guarantee? No Yes Yes

Both Asa and Asb guarantee privacy. However, Asb is able to answer the query q2 in

more cases than Asa does. Note that although a binding set can protect the privacy of

its element database states, the decision process for determining such a set may contain

additional information about the true database state.

Therefore we need to make sure this binding decision is made based on the knowledge

that is already known to the outside adversary, leading to the name simulatable binding.

Conceptually, the framework of the simulatable binding model compared to the simulatable

auditing model is shown in Figure 3.2. I should emphasize that the fundamental differences

between this model and the simulatable auditing model are as follows:
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• Under the simulatable auditing model, a decision whether to answer a newly posed

query is solely based on the knowledge that has already been disclosed.

• Under the simulatable binding model, selection of a safe binding for a newly posed

query is solely based on the knowledge that has already been disclosed; however, the

decision whether to answer the newly posed query is based on not only the disclosed

knowledge and the safe binding, but also the secret and true database state.

It is clear that the simulatable binding model provides a more relaxed condition for answer-

ing queries. However, I will prove that the condition provided by this chapter’s simulatable

binding model is not only sufficient but also necessary to guarantee database privacy in

the online auditing problem. I also prove that the algorithms applying the simulatable

binding model always provide better utility than algorithms applying the simulatable au-

diting model. It is worth noting that the simulatable binding model is independent of the

concerned privacy property, i.e., any privacy property can be applied to the simulatable

binding model, which makes the simulatable binding model widely applicable.

In order to show the practicality and efficiency of the simulatable binding model, I

present two algorithms for max query online auditing and sum query online auditing, re-

spectively. Each of those algorithms is built in a way that is comparable to an algorithm

applying the simulatable auditing model considering the same privacy property. I conduct

experiments to show the improved data utility of the simulatable binding model over the

simulatable auditing model.

3.2 The Model of Simulatable Binding

To build intuition, I introduce the simulatable binding model through the following simple

graphical example:

• Consider a database state as a point and the current knowledge of an outside adversary

as a set of points X . Intuitively, X contains exactly all database states that are possible

from the point of view of an outside adversary.
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• I state the database privacy requirement as that an outside adversary cannot de-

termine any point in X to be the true database state. Therefore, a set of possible

database states X ′ is safe if |X ′| > 1. I assume that X is safe at the beginning, which

means that |X | > 1.

• A newly posed query q over the database is a partition of X , q = {s1, s2, . . . , sn}. The

true answer to q is si, 1 ≤ i ≤ n such that x ∈ si. The database auditor has to decide

whether to give the true answer for q, or to deny it.

Figure 3.3: Queries as Partitions

Note that, in this toy example, we consider a very naive privacy requirement. In the

general problem setting, the privacy property can regarded as a predicate p and we say a

set of possible database states X is safe if p(X ) = true.

As an example, let X = {b1, b2, . . . , b6}. Figure 3.3(A) shows a potential query q1 =

{{b1, b2, b6}, {b3, b4, b5}}. In (B), q2 = {{b1, b4}, {b2, b3}, {b5, b6}} denotes another potential

query.

If we follow the traditional simple strategy for the online auditing problem, we will give

the true answer for a newly posed query q if the size of the true answer, being a set, is safe.

In this case, the simple strategy can be stated as:

Asimple: Given X , x and a newly posed query q, let a denote the true answer for q:

(1) a “denied” answer is given if the set X ∩ a is not safe; (2) a is given otherwise.

In this example, the safety of a set means its size is larger than 1. Clearly, in both cases

(A) and (B), if the true answer of the newly posed query is given, an outside adversary still
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cannot determine the true database state. Thus, we will give the true answer for q1 and q2

in the two cases, respectively.

The database privacy will certainly be guaranteed in any case where Asimple returns the

true answer for the newly posed query. In fact, all algorithms I discuss in this chapter will

meet this requirement.

However, the safety of a strategy requires guaranteeing privacy not only when the true

answer is given, but also when “denied” is given. Let η(A,X ,q) denote the subset of possible

database states in X where q will be denied by a strategy A. I define the following:

Definition 1 (deny-safe). A strategy A is said to be deny-safe if:

∀X , ∀q, |X | > 1 ⇒ η(A,X ,q) = φ ∨ η(A,X ,q) is safe

b
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Figure 3.4: A Query that Asimple Cannot Answer Safely

Unfortunately, Asimple is not a deny-safe strategy. Figure 3.4 shows a situation, where

|η(Asimple,X ,q3)| = 1. In this case, if the newly posed query q3 is denied, an outside adversary

would determine the true database state to be b1.

Now we consider the strategy of the simulatable auditing model:

Asa: Given X , x and a newly posed query q: (1) a “denied” answer is given if

∃s ∈ q,X ∩ s is not safe; (2) the true answer of q is given otherwise.

It is clear that, in the situation in Figure 3.4, q3 will always be denied no matter which

point represents the true database state.
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Theorem 1. Asa is deny-safe.

This is an obvious result because the definition of Asa naturally implies that η(A,X ,q) = φ

or η(A,X ,q) = X , where X is safe as assumed. But Asa denies more queries than what is

necessary. Instead, a better way is described as follows.

• we select another query (partition) q′ = {{b1, b6}, {b2, b3}, {b4, b5}} on X ;

• Let a and a′ denote the true answer for q3 and q′, respectively. We will deny q3 not

only if “a is not safe” but also if “a′ ∩ η(Asimple,X ,q3) 6= φ.”

As illustrated in Figure 3.5, by applying the above strategy, if q3 gets denied, an outside

adversary still cannot determine whether b1 or b6 is the true database state. This illustrates

the idea of a binding strategy. And the safety of such a strategy depends on the selected

query q′.

Definition 2 (safe binding). Given a set X and a query q, a safe binding q′ is a partition

of X such that:

(1) ∀s′ ∈ q′, s′ is safe, and

(2) ∀s ∈ q, if s is safe, then s\s∗ is either φ or a safe set, where s∗ =
⋃

s′∈q′,s′∩η(Asimple,X ,q) 6=φ s′.

A binding strategy can be stated as follows:

Ab: Given X , x, a safe binding q′, and a newly posed query q, let a′ denote the true

answer for q′:

(1) a “denied” answer is given for q if a′ ∩ η(Asimple,X ,q) 6= φ

(2) the true answer for q is given otherwise.

Note that a safe binding q′ protects the privacy of the true database state because

η(Ab,X ,q) is determined by “safe” elements of q′. However, in order to prevent inference

about the true database state, we still need to be aware of the potential information flow

from the true database state to the selection of q′.
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Figure 3.5: A Safe Binding for Query q3

Definition 3 (simulatable binding). A binding strategy is said to be simulatable, if the safe

binding is selected based on X and the newly posed query.

Theorem 2. If the desired safety property satisfies:

∀X ′ ⊆ X ′′,X ′ is safe ⇒ X ′′ is safe

A simulatable binding, denoted as Asb, is deny-safe.

Proof: For any set X , any query q, let q′ denote the safe binding of Asb. Suppose that

η(Asb,X ,q) 6= φ. Then there exists a possible database state b ∈ X such that b ∈ η(Asb,X ,q).

Based on the definition of a binding strategy, there exists s ∈ q′ such that b ∈ s ∧ s ⊆
η(Asb,X ,q). Because q′ is a safe binding, we have that s is safe. Therefore η(Asb,X ,q) is safe.

I slightly extend this as follows:

Definition 4 (ultimate simulatable binding). A simulatable binding is said to be ultimate

if any selected safe binding q′ based on X and q satisfies:

∃s ∈ q′, η(Asimple,X ,q) ⊆ s

The following theorem is straightforward:

Theorem 3. An ultimate simulatable binding, denoted as Ausb, is deny-safe.

Until now, I have proven that both Asa and Asb are deny-safe. Also, they are both safe

in the case when true answers are given for a posed query. For Asb, this is guaranteed by

condition (2) in the definition of a “safe binding.”
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However, the data utility provided by these two models is quite different. Next, I prove

that any Asb provides more data utility than Asa by means of the following theorem.

Theorem 4. Given X and a query q:η(Asb,X ,q) ⊆ η(Asa,X ,q).

Proof: Because η(Asa,X ,q) is either an empty set or the set X itself, it is sufficient to

prove that η(Asa,X ,q) = φ ⇒ η(Asb,X ,q) = φ. This is a natural implication by the definition

of Asa. Because if η(Asa,X ,q) = φ, there will be no b ∈ X for which Asimple will output

“denied.” Thus the condition for Asb to deny q will never be satisfied. Thus we will have

η(Asb,X ,q) = φ.

In the example shown in Figure 3.5, Asa will deny to answer q3 no matter what the true

database state is and Asb will deny to answer q3 only if the true database state is x = b1 or

x = b6. Furthermore, I prove that:

Theorem 5. Given any strategy A, X , and a newly posed query q, if for any x ∈ X , to

disclose the answer for q based on A does not violate the safety of the database, then:

(1) there exists a safe binding q′, such that A is identical to a binding strategy Ab based

on q′ with respect to the knowledge that any outside adversary could obtain, and

(2) q′ is independent of the true database state.

Proof: To prove (1), construct q′ as the follows:

• Let s1 = η(A,X ,q) and s1 ∈ q′;

• Let s∗ = X \ s1;

• While s∗ 6= φ:

– Select x ∈ X \ s1, let sx be the set of all possible database states that an outside

adversary could obtain after the true answer for query q based on A is given,

and sx ∈ q′;

– Let s∗ = s∗ \ sx;
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Because A is safe, it is clear that q′ is a safe binding and (1) is true. (2) is also

clear because the following condition must be satisfied when considering an adversary’s

knowledge: ∀x, x′ ∈ X , x′ ∈ sx ⇔ x ∈ sx′

With Theorem 5, I have shown that the simulatable binding model provides not only a

sufficient, but also a necessary condition to guarantee the database privacy for the online

auditing problem.

However, we can see that the process of selecting a safe binding is only required to be

simulatable, which means that the safe binding that can be selected is not unique. Therefore,

the performance of a simulatable binding can be influenced by the way that a safe binding

is “simulatably” selected. The problem is that “what is the best safe binding given X and

q” cannot be uniformly defined. Because a “safe binding” naturally creates a dependency

between different possible database states within the set X , such preference in dependency

really depends on the real-time application and the users’ requirements.

Generally, there are two different ways to select a “safe binding” in a simulatable binding

with respect to the treatment to the set η(Asimple,X ,q):

• Bind the entire set η(Asimple,X ,q) together with other selected possible database states

in X \ η(Asimple,X ,q).

• Bind the elements in the set η(Asimple,X ,q) separately with different selected possible

database states in X \ η(Asimple,X ,q).

The first way represents the preference that tries to remain the data utility that can be

safely provided by the simple strategy Asimple for the elements in the set X \ η(Asimple,X ,q).

The second way represents the preference that tries to obtain a more balanced result, i.e.,

to provide better utility for the possible database states in the original none-guaranteed set

η(Asimple,X ,q) than the first way, by sacrificing a little more data utility for other possible

database states.

In next section, I discuss applications of these two different ways in two particular online

auditing problems.
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3.3 Two Practical Algorithms

In this section, I provide algorithms based on the simulatable binding model for the problems

of auditing max query and auditing sum query, respectively. Note that, when considering a

practical problem, two changes are noticeable: 1) the set X is no longer a static set, but is

defined by all the previously posed queries and their answers; 2) the privacy property may

be quite different and involved in different applications. In fact, I consider two different

privacy properties for the two cases.

3.3.1 A Simulatable Binding Algorithm for Max Query Auditing

I consider the following online auditing problem of max query. This is the same problem

setting used in [19].

1. The database consists of n variables, all of which are real-valued, where a database

state is denoted as a vector x = (x1, x2, . . . , xn) ∈ Rn;

2. The database privacy is said to be guaranteed if an outside adversary cannot deter-

mine the value of any variable in the database. I say that a set of possible database states

X ′ is safe if: ∀i, 1 ≤ i ≤ n,∃x′, x′′ ∈ X ′, x′i 6= x′′i . Note that ∀X ′ ⊆ X ′′, therefore X ′ is safe

implies that X ′′ is safe.

3. A query q over the database is to ask the maximum value of a set of the variables in

the database. Let Q denote the corresponding set, the true answer a for q is computed as

a = max{xi|xi ∈ Q}.
4. The problem is: Given a set of queries q1, q2, . . . , qT−1 and their answers, how to an-

swer a newly posed query qT , providing as much data utility as possible, while the database

privacy is also guaranteed.

Theorem 6. There exists a simulatable binding algorithm for the max query auditing prob-

lem above that runs in O(T
∑T

i=1 |Qi|) time where |Qi| represents the number of variables

in qi.
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Algorithm 3.1: MAX simulatable binding
For i = 1 to 2T + 1 do

Let aT be α[i];
If aT is consistent with previous answers a1, a2, . . . , aT−1 AND
there exists 1 ≤ j ≤ n such that xj is uniquely determined (using [11])

then set β[i] to “true”;
If all the β[i], (1 ≤ i ≤ 2T + 1) have been set to “true”

then return “denied”;
Select the least k ∈ [1..2T + 1] such that β[k] =“false”;
Let aT be the true answer for qT ;
If there does not exist 1 ≤ j ≤ n such that xj is uniquely determined (using [11])
AND aT 6= α[k]

then return the true answer aT ;
If all the β[i], (1 ≤ i ≤ 2T + 1) remain “false”

then return the true answer aT ;
Record the the answer for qT as α[k] (*);
Return “denied”;

*: This record serves only for future auditing.

Figure 3.6: Algorithm 3.1

I prove this theorem by providing Algorithm 3.1, which is built comparable to the algo-

rithm proposed in [19] for the same problem setting. I adopt the process that is proposed in

the work [11], which has already solved the off-line max auditing problem. Some of the pa-

rameters are set as follows: Let q′1, q
′
2, . . . , q

′
T−1 be the previous queries with a′1 ≤ · · · ≤ a′T−1

as the corresponding true answers. Let a′L = a′1−1 and a′R = a′T−1+1. Let α[1..2T +1] be an

array that takes the value of the sequence (a′L, a′1,
a′1+a′2

2 , a′2,
a′2+a′3

2 , a′3, . . . , a
′
T−2,

a′T−2+a′T−1

2 ,

a′T−1, a
′
R). Let β[1..2T + 1] be a boolean array with default values of “false.”

In [19], the authors have already shown that in order to check whether η(A,X ,q) 6= φ for

such a problem setting, it is sufficient to check whether it is not safe to answer qT under the

condition that the true answer for qT is any one of the values listed in the array α[1..2T +1].

Thus, the algorithm they proposed based on the simulatable auditing model is to deny qT

if η(A,X ,q) 6= φ.

Comparably, the Algorithm 3.1 that I propose, based on the simulatable binding model,

provides a way to select a safe binding that binds the entire set η(A,X ,q) together with the
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set of possible true database states, which is consistent with X and the least “safe” answer

α[k] for qT . For other possible database states, the true answer will be given for the query

qT . Clearly, this applies the first kind of strategy to select a safe binding as I have discussed

in the previous section.

Note that by selecting a safe binding in this way, I need to log the returned answer of

qT as α[k] (in Algorithm 3.1) while the actually returned answer is “denied.” The logged

answer is used to define a new X ′ representing the knowledge contained in the denial for

future auditing. In order to guarantee the safety of the binding in future auditing, the

answers have to be consistent not only with q1, q2, . . . , qT−1 and their answers, but also

with qT and its answer α[k].

The selection of the α[k], bound with “denied,” is based on the order of α and indepen-

dent from the true database state. Thus I have that:

Lemma 1. Algorithm 3.1 is a simulatable binding.

Proof Sketch: Clearly, the selection of binding in Algorithm 3.1 is based on q1, . . . , qT

and a1, . . . , aT−1. It suffices to prove that the binding in Algorithm 3.2 is a safe binding.

Algorithm 3.1 tends to bind the entire denial set of Asimple with a set that already satisfies

the privacy requirement. Therefore, the proof of safe binding requires: (1) the desired

safety property satisfies that ∀X ′ ⊆ X ′′, X ′ is safe implies that X ′′ is safe, and (2) it is

sufficient to check values in the array α[1..2T + 1] to determine η(Asimple,X ,qT ). (1) is clear

and (2) has already been proved in the work [19]. Besides, the complexity of Algorithm 3.1,

O(T
∑T

i=1 |Qi|) can be computed from the algorithm itself including the process from [11].

In fact, I have illustrated the result of Algorithm 3.1 in Section 3.1.4, when applying to

the example I discussed in the introduction.

3.3.2 A Simulatable Binding Algorithm for Sum Query Auditing

I consider the following online auditing problem of sum query:
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1. The database consists of n variables, all of which are real-valued, where a database

state is denoted as a vector x = (x1, x2, . . . , xn) ∈ Rn.

2. There is a set of constraints C: for each xi: ci,l ≤ xi ≤ ci,r, (ci,l, ci,r ∈ R, ci,r−ci,l ≥ 1).

3. I adopt the similar privacy requirement used in [44]. The database privacy is said

to be guaranteed if an outside adversary cannot determine the value of any variable within

an interval of 1. I say that a set of possible database states X ′ is safe if: ∀i, (1 ≤ i ≤
n), ∃x′, x′′ ∈ X ′, |x′i − x′′i | ≥ 1. Note that ∀X ′ ⊆ X ′′, therefore X ′ is safe implies that X ′′ is

safe.

4. A query q over the database asks the sum value of a set of the variables in the

database. Let Q denote the corresponding set, the true answer a for q is computed as

a = sum{xi|xi ∈ Q}.
5. The problem is: Given a set of queries q1, q2, . . . , qT−1 and their answers, how to an-

swer a newly posed query qT , providing as much data utility as possible, while the database

privacy is also guaranteed?

Theorem 7. There exists a simulatable binding algorithm for the sum query auditing prob-

lem above that runs in polynomial time w.r.t. n, T .

I provide Algorithm 3.2 based on the following two tests:

Test 1: Given a set of sum queries q1, q2, . . . , qT−1 and their corresponding answers

a1, a2, . . . , aT−1, a set of constraints C = {ci,l ≤ xi ≤ ci,r, (1 ≤ i ≤ n)}, and a new query

qT , a real value r ∈ R satisfies Test 1 if: there exists x ∈ Rn such that x satisfies C and

x is consistent with the set of sum queries q1, q2, . . . , qT and their corresponding answers

a1, a2, . . . , aT , where aT = r.

Test 2: Given a set of sum queries q1, q2, . . . , qT−1 and their corresponding answers

a1, a2, . . . , aT−1, a set of constraints C = {ci,l ≤ xi ≤ ci,r, (1 ≤ i ≤ n)}, and a new query qT ,

a real value r ∈ R satisfies Test 2 if each of the values r − 1, r, r + 1 satisfies Test 1, given

the same setting.

As I have mentioned in the introduction, the problem of deciding whether a variable
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can be determined by a sequence of answered sum queries under the condition that there is

no constraint on the database state, has been solved in [14]. For the sake of simplicity, in

Algorithm 3.2, I adopt the process proposed in [14] when checking the same problem. On

the other hand, when constraints exist, any simulatable auditing algorithm that guarantees

the safety of the entire database will never answer a single query.

In Algorithm 3.2, I apply this chapter simulatable binding model using the following

way to select a safe binding: I bind the set of possible database states that is consistent with

an “unsafe” answer r′, i.e., it does not satisfy Test 2, with another set of possible database

states that is consistent with a “safe” answer r′ + 1 or r′ − 1, i.e., it does satisfy Test 2.

Note that when r′ is an “unsafe” answer, at most one of r′ + 1 or r′− 1 could possibly be a

“safe” answer. Similar to Algorithm 3.1, I need to log the returned answer of qT as r′+1 or

r′−1 (corresponding to r in Algorithm 3.2) while the actually returned answer is “denied.”

The logged answer is used to define a new X ′ representing the knowledge contained in the

denial for future auditing. That is, in order to guarantee the safety of the binding, in future

auditing, the answers have to be consistent not only with q1, q2, . . . , qT−1 and their answers,

but also with qT and its answer as logged.

Also, it is clear that this selection applies the second kind of strategy to select a safe

binding as I have discussed in the previous section. And I have that:

Lemma 2. Algorithm 3.2 is a simulatable binding.

Proof Sketch: Clearly, the selection of binding in Algorithm 3.2 is based only on

q1, . . . , qT and a1, . . . , aT−1. It suffices to prove the binding in Algorithm 3.2 is a safe

binding. As shown in Algorithm 3.2, in the deny set η(Asb,X ,qT ), where X is defined by

q1, q2, . . . , qT−1 and their corresponding answer a1, a2, . . . , aT−1, there always exist two set

of database states and a real value r′′ such that (1) one set of database states is consistent

with X , qT and its corresponding answer r′′ and (2) the other set of database states is

consistent with X , qT and its corresponding answer r′′+1. In each set, because the database

privacy has not been breached before qT is posed, regardless to qT and its answer, none
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Algorithm 3.2: SUM simulatable binding
Use [14] to decide qT without considering C:

If [14] denies qT then return “denied”;
Let r be the true answer for qT computed from x;
If r satisfies Test 2 do

If both r − 1 and r + 1 satisfy Test 2, do
Let aT = r, return aT ;

Else do
Record the answer for qT as r (*);
Return “denied”;

Else do
If ∃r′, r′ = r − 1 ∨ r′ = r + 1, such that r′ satisfies Test 2, do

Record the answer for qT as r′ (*);
Return “denied”;

Else do
Return “denied”;

*: This record serves only for future auditing.

Figure 3.7: Algorithm 3.2

of xi can be determined within an interval of 1. Thus, for any i, there always exist two

possible database states, x′ = (x′1, x
′
2, . . . , x

′
n) and x′′ = (x′′1, x

′′
2, . . . , x

′′
n), in the two sets

above, respectively, such that |x′′i − x′i| = 1.

The complexity of Algorithm 3.2 depends on Test 1, which is a linear programming

problem, and the process I adopt from [14]. Both of them have been proved to be polynomial

w.r.t. n, T .

3.4 Experiments

I conducted experiments to show the better performance of the above two algorithms than

that of algorithms based on the simulatable auditing model.

For MAX query, Algorithm 3.1: The size of the database, n, is selected from 1000

to 2000. Each variable, as an integer, is randomly selected from [1..n] with uniform dis-

tribution. The sequence of queries q1, q2, . . . is also randomly selected from all possible

max queries such that the corresponding set |Qi| ≤ n
10 . In Figure 3.8, I show the large

performance improvement of Algorithm 3.1, compared to the reference algorithm based on
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the simulatable auditing model in an average of 50 tests (performance of the unsafe Asimple

is also listed as reference). In Figure 3.8,

• Plot (A) shows the number of answered queries before the first denial.

• Plot (B) shows the number of answered queries for total 200 posed queries.

• Plot (C) shows the number of answered queries when different number of queries are

posed (from 50 to 250), in a data set with the fixed size 1000.

Figure 3.8: Performance of Algorithm 3.1 (Max Query Auditing)

In the above experiments, more than 50% sacrificed data utility (unnecessarily denied

queries) by the algorithm based on the simulatable auditing model is regained by Algo-

rithm 3.1 based on the simulatable binding model.

For SUM query, Algorithm 3.2: The size of the database, n, is selected from 1000 to

2000. Each real number variable is randomly selected from [0, 10] with uniform distribu-

tion. The database constraint is a set {0 ≤ xi ≤ 10, (1 ≤ i ≤ n)}. The sequence of queries

q1, q2, . . . , qn−1 is randomly selected from all possible sum queries such that all these n− 1

queries are independent and can be answered by the algorithm in [14], without considering

the existence of the constraints.

In this case, because an algorithm based on the simulatable auditing model cannot

even answer a single query, Figure 3.9 shows that the number of answered queries by

Algorithm 3.2 based on the simulatable binding model, is very close to the upper bound
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determined by the original Asimple, which is safe in no-constraint cases, but not safe in this

case.

One may argue that I should compare Algorithm 3.2 with the algorithm proposed in

[19], based on their compromised privacy definition: (λ, δ, α, T )-Private. However, I claim

that:

(1) The utilities of all these algorithms are bound by the utility provided by the unsafe

Asimple.

(2) More importantly, the algorithm based on the aforementioned probabilistic private

definition, is not a safe algorithm. It is not able to guarantee the safety of all the

possible database states, and therefore not comparable to the safe algorithm with

data utility.

Figure 3.9: Performance of Algorithm 3.2 (Sum Query Auditing)

3.5 Summary

I address the fundamental issue in an online auditing problem that the decision on how

to reply to a posed query may leak information about the true database state. The newly

proposed simulatable auditing model can get around the problem, but does have a huge data

utility loss when applied. I suggest that it would be much better to control this information

leakage instead of totally denying it.

I propose a new model, called simulatable binding, which controls the information leakage

and is proved to provide a not only sufficient but also necessary condition to guarantee the

database privacy. Two practical simulatable binding algorithms are also given for max
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query and sum query, respectively. Related experimental results are provided to show the

regaining, by the proposed algorithms, of great and unnecessary utility loss by previous

models. As future work, I believe that the simulatable binding model can be applied to

many other online auditing problems, including more sophisticated queries, than those I

have discussed in this chapter.
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Chapter 4: Securing the Micro-Data Disclosure Process

4.1 Introduction

The problem of information disclosure has drawn much attention in recent years. To support

sharing information on a large scale, we need to ensure privacy while providing as much

data utility to users as possible. Typically, privacy requirements are expressed by a formal

safety condition. For example, the property l-diversity (e.g., [40]) is used to ensure privacy

in the micro-data disclosure.

There has been much work on maximizing data utility subject to the satisfaction of

a safety property. A typical approach is to enumerate a sequence of data generalizations

T = (T1, T2, . . . , Tn) in a non-increasing order of data utility. The first data generalization

Ti in the sequence that satisfies the desired safety property is disclosed. Because the first

such generalization is disclosed, intuitively, maximal data utility is achieved, while the

safety property is satisfied at the same time. This enumeration approach is used in many

algorithms for microdata disclosure, including [36–38,40].

Unfortunately, this approach does not take into account the fact that users may know

not only the disclosed data and the safety property it satisfies, but also the disclosure

algorithm used to produce the disclosed data. In conjunction with this knowledge, I claim

that the adversary can “break” the safety property.

To illustrate the problem, consider an example of microdata disclosure in Table 4.1

which contains medical records of six patients. The first three columns of the table are

assumed to be public knowledge. To protect patient privacy, suppose that we do not wish

that a condition of any patient can be determined from the disclosed data and the public

knowledge. Certainly, removing all the information of the Name attribute is not enough.

If the attributes Age, Sex and Condition are released, the patient who has a particular
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Table 4.1: A Patient Table
Name Age Sex Condition
Alan Old M Heart Disease
Bob Old M Viral Infection
Clark Middle M Cancer
Diana Middle F Cancer
Ellen Young F Flu
Fen Young F Ulcer

Age Sex Cond
O M HD
O M VI
M M Ca
M F Ca
Y F Fl
Y F Ul

(a)

Age Sex Cond
O ∗ VI
O ∗ HD
M ∗ Ca
M ∗ Ca
Y ∗ Fl
Y ∗ Ul

(b)
Age Sex Cond
∗ M Ca
∗ M VI
∗ M HD
∗ F Fl
∗ F Ul
∗ F Ca

(c)

Age Sex Cond
∗ ∗ VI
∗ ∗ Ca
∗ ∗ HD
∗ ∗ Fl
∗ ∗ Ul
∗ ∗ Ca

(d)

Figure 4.1: Sequence of Disclosure Tables

condition can be still determined from the attributes Sex and Condition, which are so-

called quasi-identifiers [31]. For example, from the fact that there is only one patient who

is Middle Age and also Male, Clark’s medical condition can be determined.

Assume that we would like to release the patient table over (possibly generalized) quasi-

identifier and the sensitive attribute Condition, and guarantee the safety property of en-

tropy 2-diversity [40], which in this case means, intuitively, that each patient has at least

two equally likely choices of sensitive attribute values. Assume also that we traverse the

generalization lattice1 for the quasi-identifiers in this order: (Age, Sex), (Age, ∗), (∗, Sex)

and (∗, ∗), in which case we generate corresponding disclosure tables, as shown in Figure
1A generalization lattice consists of all the possible generalizations of quasi-identifiers and a partial order

defined by the generalization function.
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4.1.

The first table in the sequence that satisfies Entropy 2-diversity is table (c). (In fact,

table (c) even satisfies entropy 3-diversity, more than the required 2-diversity.) Therefore,

a standard algorithm will disclose table (c). However, with the knowledge of the selection

algorithm and the generalization sequence, an adversary can infer that both Clark and

Diana have Cancer from the disclosed table, which is a violation of their privacy.

Indeed, an adversary can reason as follows: From the public knowledge, the adversary

knows that Alan and Bob are of old age, Clark and Diana are of middle age, and Ellen and

Fen are of young age. Furthermore, the adversary knows that the generalization (Age, *),

(corresponding to table (b)) was not selected because it does not satisfy entropy 2-diversity.

Therefore, at least one pair (Alan and Bob), (Clark and Diana), or (Ellen and Fen) must

have the same condition. Finally, from the disclosed table (c), the adversary knows that

the first 3 rows correspond to Alan, Bob and Clark (who are males), and the last 3 rows

correspond to Diana, Ellen and Fen (who are females). Therefore, Alan and Bob cannot

have the same condition, nor can Ellen and Fen. The only remaining possibility is that

Clark and Diana have the same condition. Since Clark and Diana belong to two separate

groups in table (c), the only common condition they may have is Cancer. This violates

their privacy (i.e., entropy 2-diversity).

The above example illustrates that the traditional method of selecting the first gen-

eralization in the sequence that satisfies the safety property cannot guarantee this safety

property when an adversary knows the disclosure algorithm and the generalization sequence.

I believe that it is unrealistic to assume otherwise in most cases. This situation is similar

in the cryptography area where encryption algorithms are typically assumed to be known

by the adversary.

This chapter is concerned with the problem of maximizing data utility subject to satis-

faction of a safety property. To the best of my knowledge, this is the first time a model and

algorithms that guarantee safety, under the more realistic assumption that the adversary

knows the disclosure algorithm and the generalization sequence, have been proposed.
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More specifically, the contributions of this chapter are as follows. First, I model dis-

closed information under the assumption that the adversary has knowledge of what I call

a deterministic disclosure function (DDF), which is a formal notion of a function defined

by a disclosure algorithm. This is done by introducing a formal definition of a disclosure

set. Intuitively, all the adversary can infer from the disclosed data and the knowledge of

the DDF is that a true database state is one of the database states in the disclosure set.

Second, given a safety predicate p, I define the notion of p-safety for a DDF. Intuitively, it

means that for any true database state, the DDF returns an answer, such that the disclosure

set inferred by the adversary (not just the disclosed answer!) satisfies the safety predicate

p. I also define the notion of p-optimality for a DDF. Intuitively, it means that, in addition

to p-safety, there does not exist a locally better DDF, in terms of data utility, that is also

p-safe.

Third I prove that p-optimal DDF is computable, although the problem of deciding

whether a DDF is p-optimal is NP-hard. I then introduce two specific conditions under

each of which I prove that the problem of whether a DDF is p-optimal is P-time in the

size of the set of all possible database states and the size of the generalization sequence. I

do this by developing polynomial algorithms to compute a p-optimal DDF. Note, however,

that the size of all possible database states may be exponential, in the worst case, in the

size of a single database state. Clearly, computing p-optimal DDFs in such a general setting

would not be practical beyond a restricted number of considered database states.

Fourth, I turn to developing a disclosure algorithm for a specific setting of microdata

disclosure. For this case, the locally better relation on DDFs in terms of data utility is

provided by a sequence of quasi-identifier generalizations. I develop a p-safe algorithm that

is weakly p-optimal, defined formally in this chapter, and polynomial in the size of the

original table and the generalization lattice.
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22040
(a)

22030
22031
22040
(b)

22030
22031
22040
23000
24000
(c)

Figure 4.2: Instance Sets for Example 1

4.2 Modeling the Problem

I denote by x the true database state. As an example, x could hold a single value, a vector of

values, or a relational database instance. Given a database type, I denote by D the domain

of x; i.e., the set of all possible database states. Furthermore, I denote by D a sub-domain

of D which is the set of states in D that satisfy given database constraints.

Consider the following Example 1: Let the true database state x = 22040, i.e., it consists

of a single ZIP code. The domain D is the set of all 5-digit integers. Assume D ={22030,

22031, 22040, 23000, 24000} is a sub-domain that represents the database constraint that

each ZIP code must belong to D.

When we do not want to disclose the true database state x, the system can instead

provide the user with a set s of database states that contains x. To formalize this, I next

introduce the notion of a disclosure schema, which defines, for a given true database state

x, the set s to be returned to the user.

Definition 5. A disclosure schema T over D is a partition of D; i.e., T = {s1, s2, . . . , snT },

where
⋃nT

i=1 si = D and si ∩ sj = φ ∀1 ≤ i < j ≤ n.

Intuitively, given a true database state x and a disclosure schema T , the “returned”

partial information will be a set s such that x ∈ s ∧ s ∈ T .

In Example 1: consider a possible disclosure schema Ti, 1 ≤ i ≤ 6, that partitions the

sets of all 5-digit zip codes into subsets such that each subset has zip codes that have the

same first 6− i digits. Intuitively, the disclosure schema Ti discloses the first 6− i digits of

the true database state x.
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Many possible disclosure schemas can be used to disclose partial information on the

true database state to preserve privacy. However, it is important to provide maximal data

utility, i.e., disclose as much (”precise”) information on the true database state as possible.

For simplicity, I assume that we are provided with a candidate disclosure schema se-

quence T = (T1, T2, . . . , Tn), Ti = {si
1, s

i
2, . . . , s

i
ni
}, 1 ≤ i ≤ n where T1, . . . , Tn are disclosure

schemas, which appear in nonincreasing order of data utility. I always assume that the last

disclosure schema Tn is {D}. Here D is the only element of Tn, which, beyond what the

user knows from the database constraints, gives the system the choice to disclose nothing,

and thus always be able to satisfy the required safety property.

To represent the nonincreasing order of data utility in the candidate disclosure schema

sequence T , I write Ti < Tj to denote that Ti appears earlier than Tj in T (i.e., i < j).

Also, by a slight abuse of notation, I will sometimes refer to T as a set of all elements in

the sequence T . Given a specific problem, I call the correlated triple (D,D, T ) the problem

setting.

In Example 1: one possible candidate schema sequence is T = (T1, T2, . . . , T6) where

the disclosure schema Ti, 1 ≤ i ≤ 6, discloses the first 6− i digits of the true database state

x.

Given a specific disclosure schema Ti and the assumption that the user already has the

knowledge that x ∈ D, the following definition formalizes the notion of a set of database

states that is actually returned.

Definition 6. Given a database with a domain D, a sub-domain D, and a candidate dis-

closure schema T = (T1, T2, . . . , Tn) over D, an instance set function t of a true database

state x is a mapping t : T ×D → 2D defined by:

t(Ti, x) = D ∩ si
j

such that si
j ∈ Ti and x ∈ si

j. I call t(Ti, x) an instance set.

For Example 1: given the true database state x = 22040 and the candidate schema
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Input: D,D, T , x;
Var:

i:Integer;
Begin

For i = 0 to n− 1 Do
If |t(Tk, x)| > 1

Return Tk;
End If

End For
Return Tn;

End

Figure 4.3: Algorithm 4.1

Table 4.2: The DDF A1

d ∈ D A1(d)
22030 T2

22031 T2

22040 T3

23000 T5

24000 T5

sequence T = (T1, T2, . . . , T6) such that Ti discloses the first 6 − i digits of the true

database state x, the schema T1 and T2, T3 and T4, and T5 and T6 generate the instance

sets shown in Figures 4.2(a), 4.2(b), and 4.2(c), respectively.

Intuitively, given a problem setting (D,D, T ) and a true database state x in D, an

algorithm of data disclosure will output one disclosure schema in T . Such an algorithm

defines a deterministic disclosure function (DDF).

Definition 7. A deterministic disclosure function (DDF) A over T is a mapping A : D →
T .

For Example 1: consider a variant of the “traditional” disclosure algorithm given in

Figure 4.3. Algorithm 4.1 defines a DDF A1 shown in Table 4.2. For example, if the true

database state is x = 22040, Algorithm 4.1 will return T3.

Intuitively, the schema T3 carries the information that the first three digits of x is 220.

Note that the instance set function t gives an instance set associated with a database

state x. In Example 1, the instance set associated with x = 22040 is t(T3, 22040) =
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{22030, 22031, 22040}.
If an adversary did not know the algorithm and the disclosure schema sequence it uses,

the information in the instance set would be all the adversary could infer from the dis-

closed data. The knowledge of the algorithm, however, provides an adversary additional

information that can be used to further restrict the set of choices in the instance set. More

specifically, a DDF A over T returns Ti as output, i.e., A(x) = Ti, the adversary will know

that the true database state x must be in A−1(Ti). This consideration gives rise to the

notion of the disclosure set.

Definition 8. The disclosure set DS of a database state x by a DDF A is a function

DS : A×D → 2D, where A denotes the set of all DDFs over T , defined by:

DS(A, x) = t(A(x), x) ∩A−1(A(x))

Intuitively, the disclosure set DS(A, x) is all the adversary can infer about the true

database state. That is, adversary knows that (1) x ∈ DS(A, x) and (2) DS(A, x) is the

minimal set that satisfies (1) (i.e., the adversary cannot infer that x is in any proper subset

of DS(A, x)).

For Example 1: as described earlier, the adversary already knows that x ∈ {22030, 22031,

22040}. Moreover, because T3 is returned, he or she also knows that x ∈ A−1
1 (T3) = {22040}.

Thus the adversary can conclude that x is in {22030, 22031, 22040} ∩ {22040} = {22040}.
Thus, the adversary can precisely determine the true database state x. Note that the

intersection above is exactly the disclosure set DS(A1, x):

DS(A1, 22040) = t(T3, 22040) ∩A−1
1 (T3) = {22040}

I assume that there is a safety predicate p : 2D → {true, false}. Intuitively, to satisfy a

safety property in the information disclosure problem means to satisfy the predicate p on

the disclosure set of a database state x.
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In Example 1, the safety predicate p(D′) = true if |D′| > 1. For this p, if a set satisfies

the safety predicate, so does any superset. In this case, I say that the safety predicate p is

set-monotonic:

Definition 9. A safety predicate p is said to be set-monotonic if

∀D′ ⊆ D′′, p(D′) =⇒ p(D′′)

Not all safety properties are set-monotonic. For example, as I discuss later in Section 4.4,

the entropy l-diversity property is not.

Definition 10. Given a problem setting (D,D, T ) and a safety predicate p, a DDF A is

said to be p-safe if

∀x ∈ D, p(DS(A, x)) = true

A deterministic algorithm is said to be p-safe if the DDF it defines is p-safe.

Note that algorithm 4.1, which is a representative of traditional disclosure algorithms,

is not p-safe for P (D′) : |D′| > 1. This is exactly the problem I intuitively described in the

patient information example in Section 4.1.

Since we are interested in maximizing data utility, we would like to choose a disclosure

schema that appears as early as possible in the candidate schema sequence.

Definition 11. Given two DDFs A and A′, I say that A′ is locally better than A, denoted

as A′ ≺ A, if:

∀x ∈ D, (A′(x) < A(x) ∨A′(x) = A(x))

and ∃x ∈ D,A′(x) < A(x)

Definition 12. Given a problem setting (D,D, T ), a DDF A is said to be p-optimal if:

A is p-safe, and

∀A′ ≺ A, A′ is not p-safe
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A deterministic algorithm is said to be p-optimal if the DDF it defines is p-optimal.

In the following section, I study the problem of finding a p-optimal DDF in terms of its

computability and complexity.

4.3 Computing p-optimal DDFs

For a given problem setting (D,D, T ) and a safety predicate p, I assume that p(D) = true.

Note that if p(D) were not true, the safety predicate p would not be satisfied even if nothing

is disclosed. Since the last disclosure schema Tn ∈ T is {D}, the DDF that returns Tn for

every input x is p-safe.

Theorem 8. Given a problem setting (D,D, T ), and a safety predicate p such that p(D) =

true, a p-optimal DDF exists and is computable.

Proof. To see this, note that the restricted sub-domain D of database states is finite. There-

fore, there are only finitely many DDFs, and hence only finitely many p-safe DDFs. Fur-

thermore, as observed earlier, at least one p-safe DDF exists. To compute a p-optimal

DDF, enumerate the set of all DDFs, then create the set of all p-safe DDFs by testing the

p-safety of each DDF. Then, complete the locally better partial ordering on the set of p-safe

DDFs into a total ordering. Finally, return the first DDF in the total ordering, which is

guaranteed to be p-optimal.

Clearly, the naive algorithm in Theorem 8 is exponential in the size of D, which, in turn,

is exponential in the size of a single database state. Moreover,

Theorem 9. The following decision problem, referred to as the p-optimality problem, is

NP-Hard: given a problem setting (D,D, T ), a safety predicate p such that p(D) = true,

determine whether a given DDF is p-optimal.

Proof. I use the following decision problem, known to be NP-complete, referred to as the

Partition Decision Problem: given a set of numbers N = {d1, d2, . . . , dm}, to decide whether
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there exists a set N1 ⊂ N that:
∑

d∈N1

d =
∑

d/∈N1

d

is NP-Complete.

Given a Partition Decision Problem instance I reduce it to the p-optimality problem by

constructing, in polynomial time, the following problem instance:

• Construct D = D = N ;

• Construct T = (T1, T2)(m = 2), where:

– T1 = {{d1}, D \ {d1}};

– T2 = {D};

• Compute λ =
∑

d∈D;

• Construct p such that p(D′) is true if
∑

d∈D′ d ≥ λ/2

• Define a DDF A as one that returns T2 for every d ∈ D

• The problem is to determine whether A is p-optimal.

It is easy to see that the answer to the input Partition Decision Problem is “yes” if the

answer to the constructed p-optimality problem is “no.” It is also clear that the construction

of the p-optimality problem takes polynomial time.

While the general p-optimality problem is NP-hard, it turns out the complexity can

be improved under certain assumptions on the safety predicate and the candidate schema

sequence. I have defined the set-monotonic safety predicate in Section 2. Here is a similar

property of the candidate schema sequence.

Definition 13. I say that a candidate schema sequence T is set-monotonic if ∀x ∈ D, ∀1 ≤
i < j ≤ n, t(Ti, x) ⊆ t(Tj , x).
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Note that in the proof of NP-Hardness, I reduce the Partition Decision Problem into a

p-optimal Decision problem that has a set-monotonic safety predicate and a set-monotonic

candidate schema sequence. These two properties by themselves do not reduce the com-

plexity of the problem much. Instead, they provide a starting point to simpler situations.

4.3.1 Backward Traversal Algorithm

First, I try an approach that traverses the candidate schema sequence backward, i.e., start-

ing with the last Tn with the least data utility (nothing is disclosed) in the order of non-

increasing data utility. Suppose both the candidate schema and the safety predicate are

set-monotonic. Intuitively, the source of difficulty is in the computation that splits the set

D into two sets such that both satisfy the safety predicate p.

Definition 14. A safety predicate p is said to be easy-split if for any set D and D′ such that

p(D) = true, the following two computations can be done in polynomial time with respect

to |D|:

• Whether there exists D′′ ⊆ D′ ∩D that p(D′′) = p(D \D′′) = true;

• Generate a set D∗ ⊆ D ∩D′, called at-large-split of (D,D′), where:

(1) p(D∗) = p(D \D∗) = true;

(2) ∀D′′ ⊆ D ∩D′, D∗ \D′′, (1) does not hold.

Note that the instance of the p-optimality problem constructed in the NP-hardness

proof provides an example of p that is set-monotonic, but not easy-split. Thus, being

set-monotonic does not imply being easy-split.

Also, being easy-split does not imply being set-monotonic, as the following example

demonstrates. Let p(D) be true for a finite set D of integers if
∑

d∈D d mod 3 = 0. Clearly,

p is easy-split but not set-monotonic.

Under the assumption that a safety predicate p is easy-split and both p and T are set-

monotonic, Algorithm 4.2 in Figure 4.4 computes a p-optimal DDF in polynomial time.
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01.Input: T ,D,p,n;
02.Output: t; //output DDF, represented by an array on D
03.Var: D′,D′′,D∗; //subset of D
04.Begin
05. t[D] ← Tn;
06. D′′ ← φ;
07. For i = n− 1 to 1 Step −1 do
08. D′ ← D \D′′;
09. For j = 1 to ni do
10. Compute at-large-split D∗ of (D′, si

j);
11. t[D∗] ← Ti;
12. D′ ← D′ \D∗;
13. End For
14. D′′ ← D′′ ∪D′;
15. End For
16. Return t[D];
17.End

Figure 4.4: Algorithm 4.2

Table 4.3: The DDF A′1
d ∈ D A′1(d)
22030 T3

22031 T3

22040 T3

23000 T5

24000 T5

Theorem 10. For a problem setting (D,D, T ) and a safety predicate p such that both T
and p are set-monotonic and p is easy-split, Algorithm 4.2 returns a p-optimal DDF in

polynomial time in |D| = m and |T | = n.

This theorem follows from the algorithm. Table 4.3 shows the DDF A′ computed by

Algorithm 4.2 when applied to the problem setting of the previous Example 1, which I

discussed in Section 2. Note that in Example 1 the candidate schema sequence T is set-

monotonic, and the safety predicate p(D′) = (|D′| > 1) is set-monotonic and easy-split.

Note that, A′1 binds the output disclosure schema of 22030 and 22031 with 22040 and

therefore protects 22040 from being disclosed. This is not the case for the DDF A1 in
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Figure 4.5: A none Tn-safe example

Table 2 (Section 2) computed by a “traditional” disclosure algorithm.

4.3.2 Forward Traversal Algorithms

Note that, in many cases the assumption that T is set-monotonic is not satisfied. Unfor-

tunately, Algorithm 4.2, which is based on backward traversal of T , would not necessarily

compute a p-optimal DDF if we relax this assumption on T . I now develop another al-

gorithm, which is based on forward traversal of T and for which we are able to relax the

assumption on T .

It is easier to check the p-safety property under the assumption that p is set-monotonic,

when T is forward traversed. However, as the following example shows, if a disclosure

algorithm does only one forward traversal of T , we cannot always guarantee p-safety.

Figure 4.5 gives an example of this situation. Assume that the safety predicate p is

true for D′ if |D′| ≥ 2. The diagram describes a DDF A based on the one-time forward

traversal. The leftmost column indicates that for the database state d1, the DDF returns Tn

(indicated with a solid circle). Similarly, the DDF returns Ti for d2, d3, and d4. Clearly, the

disclosure set DS(A, d1) = {d1} violates the safety predicate p. Therefore, DDF A is not

p-safe. Interestingly, in the case of database state d1, no information is explicitly returned

to the user. Yet, the adversary can still infer that the true database state is d1 from just

the knowledge of the algorithm.
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To deal with this, I can modify the DDF as follows. I select a subset D′ = {d2, d3, d4}
of D, take the subset D′′ = D′ ∪ {d1}, and then split them into two sets (D′, D′′) using

the notion of at-large-split, where D′′ = {d3, d4}, D′ = {d1, d2}. For d3, d4, the new DDF

will return D′′ the same as the original DDF. For d1, d2, the new DDF will return Ti+1,

which is the earliest disclosure schema in which both d1 and d2 are in the same partition.

Algorithm 4.3 given in Figure 4.6 follows this intuition.

Theorem 11. Given a problem setting (D,D, T ), a safety predicate p that is p set-monotonic

and easy-split, Algorithm 4.3 returns a p-optimal DDF in polynomial time in |D| = m and

|T | = n.

sketch. From the algorithm, observe that ∀d ∈ D:

∃D′ ⊆ D, p(D′) ∧ d ∈ D′ ∧ (∃Ti, s
i
j ∈ Ti, t[d] = Ti ∧D′ ⊆ si

j)

Also, because p is set-monotonic, we have

∀d ∈ D, p(DS(t, d)) = true

Thus, t[D] is p-safe. For p-optimality, observe from Algorithm 4.3 the following property

for any t′[D] such that t′[D] ≺ t[D]: if t′[D] is p-safe, then the Algorithm 4.3 returns t′[D]

instead of t[D]. Therefore, t[D] is p-optimal.

Finally, it is easy to see from Algorithm 4.3 that its complexity is O(mn), which com-

pletes the proof.

To illustrate Algorithm 4.3, I use the previous Example 1 again. Note that this example

satisfies the conditions of Algorithm 4.3. The output DDF A′′1 is shown in Table 4.4.

Note that a p-optimal DDF is not unique. Both A′1 generated by Algorithm 4.2 and A′′1

generated by Algorithm 4.3 are p-optimal DDFs.

The situation illustrated in Figure 4.5 would not arise if the following property is satis-

fied, which can be used to further simplify Algorithm 4.3.
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Table 4.4: The DDF A′′1
d ∈ D A′′1(d)
22030 T2

22031 T2

22040 T5

23000 T5

24000 T5

Definition 15. Given a problem setting (D,D, T ), and a safety predicate p that is set-

monotonic, I say that p is Tn-safe, if the following condition holds: there exists D′ ⊆ D

such that

∀d′ ∈ D′,∀Ti ∈ T \ {Tn}, ∀si
j ∈ Ti,

d′ ∈ si
j ⇒ p(si

j) = false;

p(D′) = true.

I say that p is Tn-safe for T .

In other words, there exists a set D′ that satisfies p and such that any p-safe DDF

returns Tn for every element in D′.

The property of p being Tn-safe is used in Algorithm 4.4 (Figure 4.7), which simplifies

Algorithm 4.3.

Theorem 12. Given a problem setting (D,D, T ) and a safety predicate p that is set-

monotonic and Tn-safe, Algorithm 4.4 returns a p-optimal DDF in polynomial time in

|D| = m and |T | = n.

This theorem follows directly from the previous theorem and the Tn-safety property.

Note that here I no longer require the easy-split property for p.

So far I have discussed several specified simple cases to avoid solving an NP-hard prob-

lem. Each of Algorithms 4.2, 4.3, and 4.4 computes a p-optimal DDF under certain as-

sumptions. Note that the property of p being set-monotonic is common in all three. This

property plays a central role in reducing complexity. The typical ”counting”-based safety

predicates would always satisfy the set-monotonic property.
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4.3.3 Designing p-optimal Algorithms

By definition, a p-optimal algorithm defines a p-optimal DDF. When we talk about a p-

optimal algorithm, we are more concerned with efficiency. Note that the algorithms pre-

sented so far do not define a p-optimal DDF, but rather compute a p-optimal DDF. Whereas,

in practice we typically need an algorithm that defines a p-optimal DDF; i.e., an algorithm

that given a problem setting, safety predicate p, and a database state, returns a disclosure

schema Ti.

A naive p-optimal disclosure algorithm can first compute a p-optimal DDF, e.g., using

algorithms given in Section 3, and then use the output DDF data structure to return a

disclosure schema for an input database state x. Such a disclosure algorithm, however, will

have the complexity of the algorithm to compute p-optimal DDF. A more efficient p-optimal

algorithm can be based on the following steps, under the assumption that p is set-monotonic

and Tn-safe.

• Traverse T from T1 to Tn−1:

– If p(t(T1, x)) return T1;

– Otherwise, for every Ti, construct a set D′ ⊆ t(Ti, x) such that no database state

in D′ has output schema prior to Ti;

– if p(D′) then return Ti;

• return Tn (i.e., no prior Ti was returned for x)

Note that an algorithm following the above steps will define a p-optimal DDF under the

specified conditions. Also, it has better average complexity than that of the naive algorithm,

which is based on computing the entire p-optimal DDF. However, the worst case complexity

is still the same as that of the algorithm to compute a p-optimal DDF, which is polynomial

in the size of D and T .

In some cases the size of D may be relatively small, in which case even the naive

algorithm may be acceptable. However, in the worst case, for the general problem setting
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I have considered, the size of D may be exponential in the size of a single database state.

I therefore conclude that a more domain-specific problem setting is necessary for better

complexity.

4.4 The Case of Micro-Data Disclosure

4.4.1 The Problem Setting (D,D, T )

In a microdata disclosure problem, we are given an original table that contains a set of

attributes ID (such as SSN or name), a set of attributes Q that are non-sensitive but

serve as quasi-identifiers, and a sensitive attribute S. The attributes ID or Q can be used to

identify an individual. (For simplicity of presentation, I assume that S is a single attribute.)

Under this setting, a database state x is the association between the ID and the sensitive

attribute S (i.e., the projection of the original table on ID and S).

Let N be the number of tuples in the original table. I denote as x = {x1, x2, . . . , xN}
where each i, 1 ≤ i ≤ N corresponds to an ID in the table. Let B = {b1, b2, . . . , bnB} be the

set of all possible values of the sensitive attribute. The domain D of all possible values of the

database state x could be denoted as BN and has the size of nN
B . The restricted sub-domain

D here is equal to D, D = {d1, d2, ...dnN
B
}. For every d in the restricted sub-domain D, I

use d(xi) to denote the sensitive value of xi given by d.

The quasi-identifiers contained in the original table are used to generalize the disclosure

table by grouping people and their sensitive attributes with the same generalized quasi-

identifiers. Given a particular generalization, regardless of how it is obtained, I can have a

partition on the set of all tuples in the original table, denoted by G : {x1, x2, . . . , xN} → N.

G takes one tuple as input and outputs a group number. For example, G(x1) = G(x2)

means that for the generalization G, x1 and x2 are in the same group. Every generalization

G determines a partition on the domain D, defined as follows:

T = {s|∀d1, d2 ∈ s,∀xi, d1(G−1(G(xi))) = d2(G−1(G(xi)))}
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where d1(G−1(G(xi))) represents the bag of sensitive attributes of the set G−1(G(xi)).

Traditionally, we traverse a generalization lattice, in which each node is a generalization,

based on some utility function [45]. The sequence of traversed nodes defines a sequences of

disclosure schemas. The candidate schema sequence T is defined as follows:

• (T1, T2, . . . , Tn−1) is the sequence determined by the sequence of the generalizations;

• Tn, the last schema, which discloses nothing.

4.4.2 The Safety Predicate p

There are two important safety requirements used in the micro-data disclosure problem:

k-anonymity [46] and l-diversity [40]. Satisfaction of k-anonymity requires that the size

of any group determined by the chosen generalization is at least k. There are multiple

variants of the l-diversity property [40]. For example, entropy l-diversity means, that the

entropy of the bag of all the possible values of any xi is greater than log2l. This is under

the assumption of uniform probability distribution of values in the bag (i.e., every value has

the same probability to be the true value).

Suppose I have a disclosure set DS for a given x, Note that k-anonymity is not a property

of a disclosure set. The property of entropy l-diversity is equivalent to the following predicate

p on the disclosure set DS:

Mini(Eni(DS)) ≥ log2l

where Eni(DS) is the entropy of the bag of all possible sensitive values for xi under the

assumption of uniform probability distribution.

4.4.3 Disclosure Algorithm for Entropy l-Diversity

In Section 4.3, I have shown that the set-monotonic property of the safety predicate p serves

as a key condition to achieve a P-Time p-optimal algorithm in the size of D.

Unfortunately, the safety predicate p for entropy l-diversity is not set-monotonic. To

see this, consider the following example of entropy 2-diversity shown in Figure 4.8, in which
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only sensitive attributes of the generalized groups are listed.

For T1, observe that the generalization group that corresponds to the bag {A,A} of

sensitive attributes violates entropy 2-diversity. For T2 consider the set D′ of all possible

database states that violate entropy 2-diversity at T1. Note that, for every element in D′,

either the values of the sensitive attribute in Tuple 1 and Tuple 2 are both A, or are both

B. However, the probability of being A is 3 times the probability of being B. Thus,

En1(D′) = En2(D′) ≈ 0.81 < log2 2

Therefore, D′ violates entropy 2-diversity. Now, consider the following set D′′ ⊂ D′:

D′′ = {(A, A,B, B, A, E, C, D), (B, B,A, A, C,D, A,E)}

D′′ contains only two elements. It is easy to observe that

∀1 ≤ i ≤ 8, Eni(D′′) = log22

Thus D′′ satisfies entropy 2-diversity and therefore T2 can be returned as output for every

d ∈ D′′, which shows that the safety predicate p for entropy l-diversity is not set-monotonic.

As a result, we may not be able achieve a P-time p-optimal disclosure algorithm for a

microdata disclosure problem and entropy l-diversity without having more specialized con-

ditions. Furthermore, even if the safety predicate p for entropy l-diversity is set-monotonic,

we still have the problem that the achieved p-safe disclosure algorithm is P-time in the size

of D, which is exponential in the worst case in the size of the original table.

In the following, I develop an algorithm that is (1) polynomial in the size of the orig-

inal table (not the size of |D|!), (2) p-safe, but only (3) weakly p-optimal. The notion of

conservative p-safety and weak p-optimality is formalized in the following definitions.

Definition 16. Given a problem setting (D,D, T ), I say that a predicate q is a conservative

50



approximation of a safety predicate p if

∀D′ ⊆ D, q(D) ⇒ p(D′)

I say that a DDF A is conservatively p-safe w.r.t. a conservative approximation q if

∀x ∈ D, q(DS(A, x)) = true

I say that a disclosure algorithm is conservatively p-safe w.r.t. q if it defines a conservatively

p-safe DDF.

Definition 17. Given a problem setting (D,D, T ), I say that a DDF A is weakly p-optimal

for a conservative approximation q of p if:

A is p-safe, and

∀A′ ≺ A, A′ is not conservative p-safe for q

I say that a disclosure algorithm is weakly p-optimal for a conservative approximation q of

p if the DDF it defines is weakly p-optimal for q.

For the problem setting of microdata disclosure, I define a conservative approximation

q of entropy l-diversity as follows:

Mini(Eni(DS)) ≥ log2l

and

Eni(DS) ≥ EnG(i)

where EnG(i) denotes the entropy of the bag of sensitive attribute values in the generalized

group which contains ID i. I will refer to this predicate as conservative l-diversity.

Algorithm 4.5 for microdata and entropy l-diversity is given in Figure 4.9. In it, the

term rs(g) denotes the rotation set of the generalized group g of the original table.
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Given a sequence of sensitive values associated with IDs in a generalized group β =

(b1, b2, . . . , bk) (i.e., ID(1) to ID(k) are generalized to one group), the rotation set means

the following:

rs(β) = {β′|β′ = (bi, . . . , bk, b1, . . . , bi−1), (1 ≤ i ≤ k)}

Note that the rotation set rs(g) is the smallest set such that for any ID i that is generalized

in group g,

Eni(rs(g)) ≥ EnG(i)

In Algorithm 4.5, I modified the candidate schema sequence of the original problem

setting to a new sequence T ′ constructed as follows. First, we traverse the original sequence

up to the first node that satisfies l-anonymity. From that node, select an arbitrary path up

the generalization lattice to the root node.

Theorem 13. Given the modified problem setting (D,D, T ′), Algorithm 4.5 is weakly p-

optimal, where p is entropy l-diversity, w.r.t. to conservative l-diversity. Furthermore,

Algorithm 4.5 is polynomial time in the size of the original table and the size of the gener-

alization lattice.

sketch. When a generalized group is checked to satisfy entropy l-diversity, the rotation set

of any possible database state in this generalized group must also satisfy entropy l-diversity.

Since the entropy function is monotonic [40], any conjunction of such rotation sets must also

satisfy entropy l-diversity. Observe from Algorithm 4.5, that the predicate p is guaranteed,

and so Algorithm 4.5 is p-safe.

Now, Algorithm 4.5 returns a disclosure schema as early as possible for the rotation sets

of all possible database states. Thus, for any DDF A′ that is locally better than the DDF

defined by Algorithm 4.5, the property of weak entropy l-diversity can not be satisfied for

A′.

Finally, it is easy to see that Algorithm 4.5 is polynomial in the size of the original table

and the size of the generalization lattice.
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Table 4.5: Patient Information 2
Name Marital Age Sex Condition
Alan M Old M Heart Disease
Bob M Old M Viral Infection
Clark M Middle M Cancer
Diana M Middle F Cancer
Ellen M Middle F Flu
Fen M Middle F Ulcer

Grace S Middle F Gastritis
Helen S Middle F Pneumonia
Ian S Young F Gastritis
Jolie S Young F Pneumonia

4.4.4 Application Example of Algorithm 4.5

I now apply Algorithm 4.5 to a patient information disclosure example similar to the one

discussed in Section 4.1. The original table is shown in Table 4.5.

In this example, we are about to generate a disclosure table that satisfies Entropy 2-

diversity. First, we traverse the generalization lattice to find the first node that satisfies

2-anonymity.

The generalization lattice of quasi-identifiers and its traversal is shown in Figure 4.10.

We find the first node (Marital, Age, ∗), for which the disclosure table satisfies 2-anonymity

as shown in Table 4.6.

I then select a new sequence T ′ = (T1, T2, T3, T4) where T1 represents (Marital, Age, ∗),
T2 represents (Marital, ∗, ∗), T3 represents (∗, ∗, ∗) and T4 represents that nothing is dis-

closed.

Note that at T1, which corresponds to the node (Marital, ∗, ∗), the rotation set of the

original table contains one possible database state, i.e., the table given in Table 4.7. This

table does not satisfy the entropy l-diversity.

As a result, we will generate the final disclosure table based on T2, which corresponds to

the generalization node (Marital, ∗, ∗) as shown in Table 4.8. This delayed output schema

indeed protects the database state shown in Table 4.7.
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Table 4.6: Table for node (Marital, Age, *)
Marital Age Sex Condition

M O * Viral Infection
M O * Heart Disease
M M * Cancer
M M * Cancer
M M * Flu
M M * Ulcer
S M * Gastritis
S M * Pneumonia
S Y * Gastritis
S Y * Pneumonia

Table 4.7: Patient Information 2
Name Marital Age Sex Condition
Alan M Old M Cancer
Bob M Old M Cancer
Clark M Middle M Flu
Diana M Middle F Ulcer
Ellen M Middle F Viral Infection
Fen M Middle F Heart Disease

Grace S Middle F Gastritis
Helen S Middle F Pneumonia
Grace S Young F Gastritis
Helen S Young F Pneumonia

4.5 Summary

To the best of my knowledge, this is the first time that the problem of maximal data utility

while guaranteeing safety under the assumption that the adversary may know the disclosure

algorithm and sequence has been studied.

Many interesting research questions remain open. One research question is how to

extend the “local optimality” property used in this chapter to “global optimality.” This

includes finding good measures of data utility that would define total (rather than partial)

ordering on possible ways to disclose data. Another research direction is using probabilis-

tic, rather than deterministic disclosure algorithms, and the related extended notions of

safety. I conjecture that some of the complexity hurdles may be eliminated. For the case of
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Table 4.8: Final Disclosure Table
Marital Age Sex Condition

M * * Cancer
M * * Viral Infection
M * * Heart Disease
M * * Ulcer
M * * Cancer
M * * Flu
S * * Pneumonia
S * * Gastritis
S * * Pneumonia
S * * Gastritis

microdata disclosure and l-diversity in particular, a question remains whether I can define

conditions less restrictive than the notions of conservative p-safety and weak optimality. Fi-

nally, extending my techniques to more general settings beyond the setting of generalization

sequences is an interesting question that may be applicable to statistical databases.
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01.Input: T ,D,p,n;
02.Output: t; //output DDF, represented by an array on D
03.Var: D′,D∗,C; //subset of D
04. T ′; //element of T
05.Begin
06. t[D] ← Tn;
07. D′ ← D;
08. T ′ ← Tn;
09. C ← D;
10. For i = 1 to n do //iterate schemas
11. For j = 1 to ni do //iterate elements in a schema
12. If p(D′ ∩ si

j) 6= φ do
13. C ← D′ ∩ si

j ;
14. T ′ ← Ti;
15. t[C] ← Ti;
16. D′ ← D′ \ C;
17. End If
18. End For
19. End For
20. If D′ 6= φ do
21. If ∃ at-large-split D∗ of (D′ ∪ C, C)
22. For i = 1 to n do
23. For j = 1 to ni do
24. If D′ ∪ C \D∗ ⊆ si

j do
25. t[D′ ∪ C \D∗] ← Ti;
26. End If
27. End For
28. End For
29. Else
30. For i = 1 to n do
31. For j = 1 to ni do
32. If D′ ∪ C ⊆ si

j do
33. t[D′ ∪ C] ← Ti;
34. End If
35. End For
36. End For
37. End If
38. End If
39. Return t[D];
40.End.

Figure 4.6: Algorithm 4.3
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01.Input: T ,D,p,n;
02.Output: t; //output DDF, represented by an array on D
03.Var: D′,D∗,C; //subset of D
04. T ′; //element of T
05.Begin
06. t[D] ← Tn;
07. D′ ← D;
08. T ′ ← Tn;
09. C ← D;
10. For i = 1 to n do
11. For j = 1 to ni do
12. If p(D′ ∩ si

j) do
13. C ← D′ ∩ si

j ;
14. T ′ ← Ti;
15. t[C] ← Ti;
16. D′ ← D′ \ C;
17. End If
18. End For
19. End For
20. Return t[D];
21.End.

Figure 4.7: Algorithm 4.4

A
A
C
A
B
D
B
E
T1

A
B
A
D
C
A
B
E
T2

. . .

Figure 4.8: An example of Entropy 2-diversity
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01.Input: B; //a set of all sensitive attributes
02. G; //a generalization lattice
03. x; //a current database state
04. l; //the l of Entropy l-diversity
02.Output: T ; //the output disclosure schema for x
03.Var: D′,D∗,C; //subset of D
04. T ′; //element of T
05.Begin
06. Traverse G using the original sequence T to

find g1 ∈ G that satisfies l-anonymity;
07. Select a new sequence (g1, g2, . . . , gn′) from g

to the top point of G;
08. Let T ′ = (T1, T2, . . . , Tn)(n = n′ + 1) where

(T1, T2, . . . , Tn−1) represents schema sequence based on
(g1, g2, . . . , gn′) and Tn represents that nothing is disclosed

09. Traverse T ′ to find the first Ti such that t(Ti, x) satisfies entropy l-diversity;
10. If Ti = Tn Return Tn;
11. For every j from n down to i + 1;
12. If for every generalized group g in Tj , rs(g) does not satisfy Entropy

l-diversity on Tj−1

13. Return Tj ;
14. End For;
15. Return Ti;
16.End

Figure 4.9: Algorithm 4.5

(Marital, Age, Sex)

(Marital, Age, *)(Marital, *, Sex)(*, Age, Sex)

(*, Age, *) (Marital, *, *)(*, *, Sex)

  (*, *, *)

Disclose Nothing

Figure 4.10: Traversing the Generalization Lattice
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Chapter 5: Efficient Micro-data Disclosure

5.1 Introduction

In this chapter I study the problem of how to design an efficient and safe heuristic disclosure

algorithm for micro-data disclosure with good performances. To start, we recall the linking

attack through the following example.

Table 5.1 gives an example of a table containing several patients’ medical information.

Suppose the relation between the individuals’ names, namely, the identity attribute and the

medical conditions, namely, the sensitive value attribute, is considered sensitive. Simply

hiding the identity (Name) is not sufficient. A tuple’s sensitive value (Condition) may still

be linked to a unique identity in external publicized tables (such as a Voter’s List) through

common attributes (ZIP, Gender, and DOB in this case), namely, quasi-identifiers. Such

an inference is usually called the linking attack [31]. That is, even if we remove the name

attribute from Table 5.1, the identities of patients and hence their medical conditions could

still be determined through the unique combination of ZIP, Gender, and DOB. 1

To prevent the linking attack, such a micro-data table should be further blurred through

generalization, that is, transforming a quasi-identifier into a less precise version (although

not considered in this chapter, suppression can also be applied to provide protection against

the linking attack [29]). Table 5.2 demonstrates how a micro-data table can be generalized

(note that we have simplified the above patient information table into the leftmost table

T0 where we assume each individual can be identified through her unique age). To provide

enough protection against the linking attack, table T0 needs to be generalized to satisfy
1Based on the analysis [47], 87% (216 million of 248 million) of the population in the United States had

reported characteristics that likely made them unique based only on 5-digit ZIP, gender, and date of birth.
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Table 5.1: A Patient’s Medical Information Table
Name
Alice

Brenda
Clare
Diana
Ellen
Fen

ZIP Gender DOB Condition
22030 Female 1949/03/01 flu
22030 Female 1959/05/07 tracheitis
22030 Female 1969/12/01 cancer
22030 Female 1974/07/09 cancer
22030 Female 1975/08/11 pneumonia
22030 Female 1976/02/23 gastritis

the k-anonymity property [31], that is, each individual shares the same generalized quasi-

identifier value with at least k− 1 other individuals in the table. In Table 5.2, g1(T0) shows

a generalized table that satisfies 2-anonymity.

Table 5.2: A Micro-Data Table with Three Generalizations
Micro-Data Table T 0 Generalization g1(T 0)

Name
Alice

Brenda
Clare
Diana
Ellen
Fen

Age Condition
60 flu
50 tracheitis
40 cancer
35 cancer
34 pneumonia
33 gastritis

Age Range Condition
50∼60 flu

tracheitis
35∼40 cancer

cancer
33∼34 pneumonia

gastritis
Generalization g2(T 0) Generalization g3(T 0)

Age Range Condition
40∼60 flu

tracheitis
cancer

33∼35 cancer
pneumonia
gastritis

Age Range Condition
35∼60 flu

tracheitis
cancer
cancer

33∼34 pneumonia
gastritis

Nonetheless, k-anonymity by itself is not sufficient, since linking an identity to the second

group already reveals the condition of this individual to be cancer. This situation can be

avoided by requiring the generalized table to also satisfy the property l-diversity [40]. If

generalization g2(T 0) is released instead of g1(T 0), then any identity can only be linked to

a group of three conditions, among which each is equally likely to be that identity’s true

condition. In this case, g2(T0) satisfies the property of 3-diversity (and at the same time,

3-anonymity).
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However, as discussed in the previous chapter, the above statement is true, only if we

assume the adversary will never know the fact that g1(T 0) is first considered (but not

disclosed) by the algorithm before g2(T 0) is disclosed. Otherwise, an adversary can deduce

that since g1(T 0) is not disclosed, the two identities in one of the three groups must both

have cancer. Moreover, it must be the second group, because neither the first group nor

the third one can be associated with two cancers based on g2(T 0). That is, both Clare and

Diana have cancer. As a result, the adversary gets to know that the real micro-data table

must be among the four possible guesses depicted in the upper tabular in Table 5.3, namely,

the disclosure set.

Table 5.3: Two Disclosure Sets
The Disclosure Set of g2(T 0) after Considering g1(T 0)

Name Age Condition
Alice 60 flu tracheitis flu tracheitis

Brenda 50 tracheitis flu tracheitis flu
Clare 40 cancer cancer cancer cancer
Diana 35 cancer cancer cancer cancer
Ellen 34 pneumonia pneumonia gastritis gastritis
Fen 33 gastritis gastritis pneumonia pneumonia

The Disclosure Set of g3(T 0) after Considering g1(T 0)
Name Age Condition
Alice 60 flu tracheitis cancer cancer

Brenda 50 tracheitis flu cancer cancer
Clare 40 cancer cancer flu tracheitis
Diana 35 cancer cancer tracheitis flu
Ellen 34 pneumonia pneumonia pneumonia pneumonia
Fen 33 gastritis gastritis gastritis gastritis

Condition
flu tracheitis cancer cancer

tracheitis flu cancer cancer
cancer cancer flu tracheitis
cancer cancer tracheitis flu

gastritis gastritis gastritis gastritis
pneumonia pneumonia pneumonia pneumonia

To an adversary who obtains the above knowledge, in addition to the disclosed gener-

alized table g2(T0), the four guesses in the upper tabular in Table 5.3 are equally likely

61



to be the real micro-data table. Therefore, on the basis of the first row, the adversary’s

knowledge about Alice’s condition can be modeled as a uniform distribution over (flu, tra-

cheitis), namely, the inherent distribution. On the other hand, an adversary who does

not know about the generalization algorithm will determine Alice’s condition based on the

generalization g2(T 0) only, which leads to another uniform distribution (1
3 , 1

3 , 1
3) over (flu,

tracheitis, cancer), namely, the apparent distribution.

In most security-related problems, we usually do not consider the applied algorithm as

a secret.2 Therefore, a viable solution to micro-data disclosure using a public algorithm

has to enforce privacy properties on the inherent distribution, instead of the apparent

distribution. Unfortunately, the computation of inherent distribution is expensive. In fact,

it is an NP-hard problem to maximize the data utility of public generalization algorithms

while satisfying l-diversity. On the other hand, consider the disclosure set of g3(T 0) after

g1(T 0) is considered but not disclosed, as shown in the lower tabular in Table 5.3 (note

g2(T 0) is not involved). Interestingly, here every identity’s inherent distribution coincides

with its apparent distribution.

A question now naturally arises, that is, can we design algorithms that always produce

generalizations whose inherent distribution coincides with apparent distribution? If the an-

swer is yes, then for such algorithms, which I shall call coincident generalization algorithms

from now on, I can simply enforce any distribution-based privacy property on the apparent

distribution, even though such algorithms are publicly known. In other words, a public

algorithm can be as efficient as any secret algorithms, if only it is coincident.

The main contribution of this chapter is two-fold. First, I propose the novel concept

of coincident generalization as an efficient solution to micro-data disclosure using public

algorithms. I derive necessary and sufficient conditions for any generalization algorithm to

be coincident in order to facilitate the design of such algorithms. Second, I instantiate the

concept by devising two classes of efficient generalization algorithms, pair-based generaliza-

tion algorithm and interleaved generalization algorithm, and prove them to be coincident.
2This is also called Kerckhoffs’ Principle ([48]).
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The effectiveness of the proposed algorithms is independent of privacy properties, which

makes them applicable to a wide range of applications. My experiments show that those

algorithms lead to good data utility and performance as well.

The rest of the chapter is organized as follows. Section 5.2 formally defines coincident

generalization. Section 5.3 proposes a family of pair-based coincident generalization algo-

rithms. Section 5.4 proposes a family of interleaved coincident generalization algorithms. I

evaluate the proposed algorithms in Section 5.5 through experimental results. We discuss

other relevant issues in Section 5.6, and finally conclude the chapter in Section 5.7.

5.2 Coincident Generalization

Section 5.2.1 first discusses knowledge that the adversary can obtain through a public

generalization algorithm. Sections 5.2.2 and 5.2.3 then formalize the necessary concepts,

and Section 5.2.4 introduces coincident generalization.

5.2.1 Information Disclosure Through Public Generalization Algorithms

In Section 5.1, I have shown that the knowledge obtained from a public generalization

algorithm can help the adversary break the privacy protection provided by the typical

k-anonymity and l-diversity properties. Now I consider how to formally model such a

phenomenon. Typically, given a micro-data table instance as the input, a generalization

algorithm will select a particular generalization function among all candidate functions in

order to optimize data utility. For example, such a generalization function can be a cut

of the taxonomy tree formed by the hierarchy of quasi-identifiers [49]. In selecting the

optimal generalization function, a generalization algorithm will typically only look at quasi-

identifiers but not sensitive values (for example, the Incognito [38]). Note that generalization

algorithms that select generalization functions based on the sensitive values are still under

development and are not covered in this chapter.

Therefore, for any input micro-data tables that share the same quasi-identifier attributes,
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a typical generalization algorithm will go through the same sequence of candidate general-

ization functions (for example, a series of cuts of the taxonomy tree). Under the worst-case

assumption that the generalization algorithm and the quasi-identifiers are both publicly

known, such sequences of candidate generalization functions will be also known to the ad-

versary. This knowledge enables the adversary, in combination with the final disclosed

result, to determine the sequence of generalization functions checked by the applied gener-

alization algorithms for any micro-data table.

Without loss of generality, I shall formalize the algorithms from the adversary’s percep-

tion. That is, a generalization algorithm can be represented by a sequence of generalization

functions to be checked in order, assuming the input micro-data table is given. For the rest

of this chapter, I will abuse the term “generalization algorithms” for both a typical gener-

alization algorithm when discussing the algorithm design, and a generalization algorithm

from the adversary’s perception when discussing its privacy protection.

5.2.2 Basic Model

I formalize the micro-data disclosure problem as follows (the notations are summarized in

Table 5.4):

• Given a micro-data table T0, an instance is any one-to-one relation T ⊆ I× S where I

and S are the set of identities and the multiset of sensitive values in T0, respectively

(for the sake of simplicity, I shall omit quasi-identifiers). As typically assumed, both

I and S are public knowledge as they will appear in any disclosed generalization when

suppression is not considered. Let T be the set of all possible instances.

• A generalization is a triple 〈P(I), P(S),R〉, where P(I) is a partition on I, P(S)

is a partition on S, and R ⊆ P(I) × P(S) is a one-to-one relation satisfying that

∀I ∈ P(I)∀S ∈ P(S), 〈I, S〉 ∈ R ⇒
| I |=| S |. That is, R relates each group of identities to a group of sensitive values of

equal cardinality. Let G be the set of all possible generalizations.
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Table 5.4: Notation Table
T0, T A given micro-data table, an instance
I, S, T The set of identities, the multiset of sensitive values,

and the set of all possible instances
P(I), P(S) A partition on a multiset I, a partition on a multiset S

g(T ) = 〈P(I), P(S),R〉 A generalization of T using generalization function g()
G = 〈g1g2 . . . gn, p〉 A generalization algorithm

λI The same order on I as it appears in T0

M (S) The set of all possible permutations on a multiset S

T (λI , λ) An instance formed by two sequences λI and λ

ds Disclosure set

• A generalization function g() : T→ G, satisfies that if g(T ) = 〈P(I),P(S),R〉, then

for every 〈I, S〉 ∈ R there must always exist a one-to-one relation T ′ ⊆ I×S satisfying

T ′ ⊆ T .

• Given a micro-data table T0, an adversary’s view of an applied generalization algorithm

(or simply a generalization algorithm) G is a pair 〈g1g2 . . . gn, p〉, where g1g2 . . . gn is a

sequence of generalization functions and p is a privacy property. Taking any instance,

say, T 0 as the input, G will evaluate each generalization gi(T 0) for i = 1, 2, . . . , n in

the given order. G returns either the first result satisfying p, or φ (indicating nothing

can be disclosed) if G terminates without p being satisfied.

Table 5.5: An Example of the Notations

I g1(T 0) g2(T 0) S
P1(I) P1(S) P2(I) P2(S)

Alice
I1
1 S1

1 I2
1 S2

1

flu
Brenda tracheitis
Clare

I1
2 S1

2
cancer

Diana
I2
2 S2

2

cancer
Ellen

I1
3 S1

3
pneumonia

Fen gastritis

Example 1. Table 5.5 rephrases the generalizations g1(T 0) and g2(T 0) in Table 5.2 using

the above notations.
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5.2.3 Disclosure Set and Distribution of Sensitive Values

As illustrated in Section 5.1, when generalization algorithms are publicly known, I need the

concept of disclosure set to model what a disclosed generalization may allow an adversary

to deduce about the secret micro-data table. Seeing the fact that a public generalization

algorithm G = 〈g1g2 . . . gn, p〉 returns a generalization gi(T 0) (1 ≤ i ≤ n) for some unknown

T 0, an adversary’s mental image is that any instance T ∈ T could have been T 0, unless

either gi(T ) 6= gi(T0), or, gi(T ) = gi(T0) but taking T as the input, G would have returned

gj(T ) for some j < i.

Example 2. In the upper tabular of Table 5.3, when g2(T 0) is returned, any instance T

in which both Alice and Brenda have cancer does not appear in the disclosure set, because

g2(T ) 6= g2(T0). On the other hand, any instance T in which both Brenda and Clare have

cancer does not appear either, because the algorithm would have returned g1(T ) instead of

g2(T ), even if g2(T ) = g2(T0).

Recall that in Table 5.3, I have adopted the following simplified notation. Instead of

enumerating all instances in a disclosure set, I use different permutations on the sensitive

values to represent the corresponding instances by assuming an arbitrary but fixed order

on identities. More precisely, I need the following notations. Given a micro-data table T 0,

I use λI for the same fixed order on I as it appears in T0. I use M (S) for the multiset of

all possible permutations on any given multiset S ⊆ S. Given a sequence of sensitive values

λ of the same length as λI , I use T (λI , λ) to denote the one-to-one relation {〈ID, α〉 : ID

and α are the jth (1 ≤ j ≤| λ |) element of λI and λ, respectively }. Using these notations,

Definition 18 formalizes the concept of disclosure set.

Definition 18. (Disclosure Set) Given a micro-data table T 0, a public generalization

algorithm G, and a generalization g(T 0) returned by G with T 0 as the input, I call ds =

{λ : λ ∈ M (S), G returns g(T0) with T (λI , λ) as the input } the disclosure set.

In Section 5.1, I have also shown that knowledge about the generalization algorithm will

affect an adversary’s belief in terms of the distribution of sensitive values corresponding to
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each identity. Without the knowledge of the applied generalization algorithm, such distri-

bution is simply based on the disclosed generalization itself. However, if the generalization

algorithm is known to the adversary, such distribution must be computed based on the

disclosure set. These concepts are formalized in Definition 19.

Definition 19. (Apparent Distribution and Inherent Distribution) Given a micro-

data table T0, a public generalization algorithm that returns g(T 0) = 〈P(I), P(S),R〉 with

T0 as the input, let ds be the disclosure set. For any 〈I, S〉 ∈ R and any ID ∈ I, I say

• the distribution of distinct elements in the multiset S is the apparent distribution of

ID, and

• the distribution of distinct elements in the multiset {α : 〈ID, α〉 ∈ T (λI , λ), λ ∈ ds}
is the inherent distribution of ID.

Example 3. Following Example 2, to calcuate Alice’s apparent distribution, we need the

generalization g2(T 0) shown in Table 5.2. To calculate Alice’s inherent distribution, we need

the disclosure set of g2(T 0) shown in upper tabular in Table 5.3.

5.2.4 Coincident Generalization

I now formulate the important concept of coincident generalization. As illustrated in Sec-

tion 5.1, the main idea is to design generalization algorithms in such a way that the inherent

distribution of every identity under every generalization function always coincides with the

corresponding apparent distribution. This concept is formalized in Definition 20.

Definition 20. (Coincident Generalization) A generalization algorithm G is coinci-

dent, if when G takes any T ∈ T as the input and returns a generalization, the apparent

distribution and inherent distribution of every ID ∈ I are always identical.

Example 4. Following Example 3, we know the generalization algorithm 〈g1g2, 2-diversity〉
is not coincident. On the other hand, from the discussion in Section 5.1, we know the

algorithm 〈g1g3, 2-diversity〉 is coincident.
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Interestingly, there exists an equivalent, but more straightforward, definition for co-

incident generalization, as stated in Lemma 3. That is, the inherent distributions of all

identities within the same group are always identical. The proof of the lemma is based on a

simple fact, that is, when the apparent distribution and the inherent distribution are identi-

cal, the total number of occurrences of any sensitive value in the disclosure set must remain

the same, whether counted horizontally (by identities) or counted vertically (by sequences

in the disclosure set).

Lemma 3. Given any generalization algorithm G = 〈g1g2 . . . gn, p〉, the following two ar-

guments are equivalent:

(1) G is coincident;

(2) For any instance T 0, any gi(T 0) = 〈P(I),P(S),R〉 (1 ≤ i ≤ n) returned by G

with the input T0, any I ∈ P(I), and any ID1, ID2 ∈ I, the corresponding inherent

distribution of ID1 is always identical to that of ID2.

Proof: (1)⇒(2) is straightforward. Suppose 〈I, S〉 ∈ R, then the inherent distributions of

ID1 and ID2 are both identical to the same apparent distribution calculated based on S.

For (2)⇒(1), also assume 〈I, S〉 ∈ R, and let ds be the disclosure set. For any α ∈ S

and ID ∈ I, use num(ID, α) for the total number of occurrences of α corresponding to ID

among all sequences in ds, and use num′(α) for the total number of occurrences of α in S.

The following must be true:

num(ID, α)
| ds | =

| I | ×num(ID, α)
| I | × | ds | =

∑|I|
j=1 num(ID, α)
| I | × | ds | =

num′(α)× | ds |
| I | × | ds | =

num′(α)
| I |

¤

Example 5. In the lower tabular of Table 5.3, Alice, Brenda, Clare, and Diana all have

the same inherent distribution. In addition, each subsequence corresponding to these four
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identities in the disclosure set also has the same distribution. The percentage of, say, flu

must thus remain the same, whether counted horizontally or vertically: 2
8 = 4×2

4×8 = 1×8
4×8 = 1

4 .

5.3 Pair-Based Coincident Generalization

Section 5.3.1 proposes a family of pair-based generalization algorithms and proves them to be

coincident. Section 3.2 describes a decomposition of the generalization process. Section 5.3.3

devises two particular algorithms in this family.

5.3.1 A Family of Pair-Based Generalization Algorithms

I now turn to the design of coincident generalization algorithms. We start by observing that

in Table 5.2, g3(T 0) essentially merges two equal-size groups in g1(T 0) into a larger group,

and this merging leads to the coincident generalization algorithm described in Example 4.

More generally, I propose the family of pair-based generalization algorithms in Definition 21.

Definition 21. (Pair-Based Generalization Algorithms) A pair-based generalization

algorithm G = 〈g1g2 . . . gn, p〉 satisfies that

• g1 defines groups of the same size;3

• gi+1 (1 ≤ i < n) is constructed by merging pairs of equal-size groups defined by gi.

Next, I prove any pair-based generalization algorithm to be coincident in Theorem 5.3.2.

Note that Definition 21 does not specify how pairs of groups should be merged in construct-

ing generalization functions. This fact leaves plenty of possibilities for optimizing this family

of generalization algorithms. In Section 5.3.3, I will illustrate such optimization by studying

two specific pair-based algorithms.

Theorem 14. Any pair-based generalization algorithm G = 〈g1g2 . . . gn, p〉 is coincident.

Proof: I prove this theorem in two steps:
3To have equal-size groups, it is necessary to allow overlapping between groups in the space of quasi-

identifiers, which implies my generalization methods are not full-domain generalizations [31].
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1. I first prove the case where g1 defines groups of size one. Consider any generalization

gi(T ) = 〈P(I), P(S),R〉 (1 ≤ i ≤ n) and any group 〈I, S〉 ∈ R. By Lemma 3,

it suffices to show that any two identities ID1, ID2 ∈ I have the same inherent

distribution.

I shall interchangeably refer to an identity in I and its index encoded as a binary

string representing a value in [0, 2k − 1] for some k by assuming | I |= 2k. I say two

identities ID, ID′ form a pair if ID = ID1 ⊕ ID2 ⊕ ID′ is true, where ⊕ represents

the bit-wise X-OR operator. Note that ID1 and ID2 themselves also form a pair.

Let ds be the disclosure set. For any λ ∈ ds, we construct λT by swapping the

sensitive values of every pair of identities in I. The above definition of identities pair

then implies the following: ID1 and ID2 must correspond to the same two sensitive

values in λ and λT (in particular, the two sensitive values will be identical if λ and

λT are the same sequence). Therefore, ID1 and ID2 will have the same inherent

distribution, only if λT ∈ ds is also true. I prove this by mathematical induction on

k.

• The Inductive Hypothesis: λT ∈ ds holds if λ ∈ ds is true.

• The Base Case: The case of k = 0 is trivial since λ, λT are identical.

• The Inductive Case: Suppose the inductive hypothesis holds for all 1 ≤ j < k.

There are two cases.

– First, the first bit of ID1 and ID2 are identical. Consequently, only identities

whose first bits are identical can form a pair. In such a case, λT will be

constructed by only swapping values inside each of the two groups defined

in gi−1(T ) (these two groups are merged to form S in gi(T )). The inductive

hypothesis can be applied to each such group since its size is 2k−1.

By the definition of disclosure set, the condition λ ∈ ds is true iff λ represents

an instance T for which the privacy property p holds on gi(T ), and p does not
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hold on any gj(T ) for any 1 ≤ j < i. Let T ′ be the instance represented by

λT . Then p must also hold on gi(T ′) since in constructing λT , the sensitive

values are only swapped within the same group defined in gi(T ). Moreover,

p must not hold on any gj(T ′) for any 1 ≤ j < i due to the inductive

hypothesis. Therefore, λT ∈ ds is true.

– Second, the first bit of ID1 and ID2 are different. In this case, we can

regard the construction of λT as a two-step process, as follows. First, we

swap the sensitive values corresponding to every pair of identities in I that

only differ in the first bit. Second, we swap values corresponding to every

pair of identities in I whose last k − 1 bits form a pair (with respect to

the last k − 1 bits of ID1 and ID2). Using a similar argument as in the

above case, it can be shown that neither steps will affect the evaluation of

the privacy property p. Therefore, λT ∈ ds also holds in this case.

2. For the case where g1 defines groups of size larger than one, the proof is similar except

that a pair of identities now changes to a pair of sets of identities.

¤

5.3.2 Decomposition of Generalization Process

It is important to note that, similar to most existing generalization algorithms[38, 49], a

pair-based generalization algorithm must form larger groups (by merging pairs of equal-size

groups) based on quasi-identifiers only, and independently of the sensitive values. This

requirement is necessary because otherwise additional inference channels will be available

from the particular way that the algorithm forms larger groups. The requirement also

implies that the generalization process can be decomposed into two separate stages.

First, the algorithm must determine which equal-size groups are to be merged (if neces-

sary) by looking at the quasi-identifiers only. Note that, at this stage, the algorithm does

not yet know which group will need to be merged with others because that will depend
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on the sensitive values. Since the merging process is iterative and only pairs of equal-size

groups will be merged, the algorithm essentially constructs a (virtual) binary tree on all

of the starting groups (assume the total number of tuples is a power of two at this point).

Second, the algorithm checks each group’s sensitive values and starts to merge pairs of

equal-size groups that are siblings of the binary tree that has been pre-determined in the

first stage. Such a merging process is repeated iteratively until either all groups satisfy the

privacy property (a generalization will be disclosed) or the root of the tree is reached and

it does not satisfy the property (nothing will be disclosed).

Clearly, the assumption that the total number of tuples is a power of two is not always

true. Therefore, before the first stage of the algorithm, some starting groups that already

satisfy the privacy property should be excluded from further generalization. As long as these

groups are selected randomly, excluding them will affect neither the apparent distribution

nor the inherent distribution of the remaining groups. Therefore, Theorem remains true

when we apply a coincident generalization algorithm on the remaining groups of the original

table, that is, the algorithm is still coincident for the original input micro-data table.

It is worth noting that there exist plenty of choices in excluding starting groups from

further generalization. These choices lead to different algorithms. In the next section,

I will study two particular algorithms that show good performance with real-life data as

demonstrated in Section 5.5. Intuitively, the first algorithm (Unsafe with Unsafe) excludes

as many “safe” groups as possible, such that more groups will not be affected by further

generalization. The second algorithm (Unsafe with Any) excludes as few “safe” groups

as possible, such that those groups failing the privacy property can be generalized more

likely with other groups that have similar quasi-identifiers. Those two algorithms provide

different kinds of trade-off for data utility between the groups that already satisfy the

privacy property and those groups that do not.
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5.3.3 Two Pair-Based Generalization Algorithms

In this section, I study two particular pair-based generalization algorithms. The goal of

this study is to demonstrate that by varying the way of merging groups, distinct pair-based

generalization algorithms can be designed to satisfy the different requirements of micro-data

disclosure applications.

First, given any generalization g(T ) = 〈P(I), P(S),R〉 (1 ≤ i ≤ n) and any 〈I, S〉 ∈ R,

we say I is an unsafe group, if the privacy property does not hold on S; I is a safe group,

otherwise. Also, given any 〈I, S〉, 〈I ′, S′〉 ∈ R, by merging I and I ′, I mean to obtain a new

generalization 〈 P(I) \ {I, I ′} ∪ {I ∪ I ′}, P(S) \ {S, S′} ∪ {S ∪ S′}, R \ {〈I, S〉, 〈I ′, S′〉} ∪
{〈I ∪ I ′, S ∪ S′〉} 〉.

Unsafe with Unsafe Algorithm UU first obtains starting groups and excludes as many

safe groups as possible (line 1-2). It then determines which groups are to be merged by

constructing a binary tree (line 3). It merges an unsafe group with another equal-size group

(lines 5-6) or a new safe group created by merging existing groups of smaller sizes (lines

7-8), in the given order of preference. It returns an empty set indicating nothing should be

disclosed, if none of the above options is possible (lines 9-10).

Several observations can be made about Algorithm UU. First, although the result of

each iteration can be considered as a generalization function, this is not explicitly shown

because only the final generalization is important to a coincident generalization algorithm.

Second, in line 7 we only need to consider safe groups because the unsafe group chosen

in line 2 is already the smallest among all unsafe groups. Third, in line 7, we can decide

whether a new group of a required size can be obtained through recursively examining two

groups of half the size, which takes linear time in the size of the unsafe group. I shall delay

the discussion of the initial group size γ and the possibility of returning φ to Sections 5.5

and 5.6.
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Algorithm UU Unsafe with Unsafe
Input: An instance, a distribution-based privacy property p, a starting size γ;
Output: A table generalization, or φ;
Method:
1. Obtain an initial generalization with group size γ;
2. Exclude a random collection of safe groups such that the number of remaining groups

is the least possible power of 2;
3. Construct a full binary tree where each leaf node is a remaining group;
4. while there exists an unsafe group I of the smallest size
5. if the sibling of I is already a generalized group I ′ then
6. Generalize I with I ′ to form a double-sized group at the father node;
7. else if the sibling of I is not a generalized group yet then
8. Generalize all children groups of I’s sibling to form a group I ′ and

then generalize I with I ′;
9. else if there is no sibling of I, that is, I is the root then
10. Return φ;
11. end if
12. end while
13. Return all generalized groups (including the groups excluded in line 2 ).

Figure 5.1: Algorithm UU

Unsafe with Any Algorithm UA shows a different approach to excluding safe groups,

that is, it excludes as few safe groups as possible (line 2).

Correctness and Performance Proposition 1 states the correctness of Algorithms UU

and Algorithm UA. Clearly, the different approaches to merging groups adopted by Algo-

rithms UU and Algorithm UA will lead to different performance in terms of data utility, for

example, the average size of groups in the final generalization. Note that such performance

depends on not only the privacy property p but also the overall distribution of sensitive

values in the given instance. For example, if the desired property p is set-monotonic (that

is, for any S ⊆ S′, S′ satisfies p if S does), then Algorithm UA is likely to produce a smaller

average group size, because merging an unsafe group with a safe group always yields a

safe group. On the other hand, if the sensitive values in the given instance are close to

a uniform distribution, then Algorithm UU may produce smaller groups, because merging

unsafe groups in the given instance is more likely to yield a safe group. I shall delay the

detailed study of such performance comparison to Section 5.5.
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Algorithm UA Unsafe with Any
Input: An instance, a distribution-based privacy property p, a starting size γ;
Output: A table generalization, or φ;
Method:
1. Obtain an initial generalization with group size γ;
2. Exclude a random collection of safe groups such that the number of remaining groups

is the largest possible power of 2;
3. Construct a full binary tree where each leaf node is a remaining group;
4. while there exists an unsafe group I of the smallest size
5. if the sibling of I is already a generalized group I ′ then
6. Generalize I with I ′ to form a double-sized group at the father node;
7. else if the sibling of I is not a generalized group yet then
8. Generalize all children groups of I’s sibling to form a group I ′ and then

generalize I with I ′;
9. else if there is no sibling of I, that is, I is the root then
10. Return φ;
11. end if
12. end while
13. Return all generalized groups (including the groups excluded in line 2).

Figure 5.2: Algorithm UA

Corollary 1. Any generalization returned by Algorithm UU and Algorithm UA satisfies p.

Proof: This result directly follows from Theorem 5.3.2 and Lemma 3. Specifically, both

algorithms will only return a generalization in which all the groups are safe, that is, the

apparent distribution of sensitive values in every group satisfies the privacy property p. By

Lemma 3, p is also satisfied on the inherent distribution. ¤

5.4 Interleaved Coincident Generalization

In this section, I refine the pair-based coincident generalization algorithms by allowing

groups to be broken and re-organized. First, Section 5.4.1 introduces a sufficient condi-

tion for coincident generalization algorithms. Section 5.4.2 then introduces the family of

interleaved generalization algorithms.
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5.4.1 A Sufficient Condition for Coincident Generalization Algorithms

Recall that in the proof of Theorem 5.3.2, the key to showing the inherent distribution of

any two identities to be identical is to construct a one-to-one mapping on the disclosure

set. Intuitively, the existence of such a mapping shows the disclosure set to be symmetric

with respect to the two identities. Therefore, both identities correspond to the same set

of sensitive values (but may be in different order) and their inherent distributions are thus

identical. I formalize such a symmetry property of the disclosure set in Definition 22.

Definition 22. (Self-Symmetric Disclosure Set) Given an instance T0, a generalization

algorithm G and the generalization 〈P(I),P(S),R〉 (1 ≤ i ≤ n) output by G with input T0,

the disclosure set ds is self-symmetric, if for any I ∈ P(I) and any ID1, ID2 ∈ I, there

always exists a one-to-one mapping F () : I→ I satisfying

• F (ID1) = ID2, F (ID2) = ID1, and

• for every λ ∈ ds, the sequence λT obtained by replacing the sensitive value correspond-

ing to ID with that corresponding to F (ID) must appear in ds.

Example 6. In Table 5.6, it can be verified that the disclosure set is self-symmetric. For

example, with respect to Alice and Diana, λ1 ∈ ds ⇔ λ4 ∈ ds and λ2 ∈ ds ⇔ λ3 ∈ ds.

Lemma 4 shows the self-symmetry of disclosure sets to be a sufficient condition for the

generalization algorithm to be coincident. I shall employ this fact in following discussions.

Lemma 4. A generalization algorithm G = 〈g1g2 . . . gn, p〉 is coincident, if for any T0

and gi(T0) (1 ≤ i ≤ n), where gi(T0) is output of G with input T0, the disclosure set is

self-symmetric.

Proof: This result is straightforward since the existence of a one-to-one mapping given in

the definition of a self-symmetric disclosure set implies that the number of occurrences of

any sensitive value in ds must be identical for any pair of identities within the same group.

¤
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Table 5.6: An Example of Self-Symmetric Disclosure Set

I g1(T0) g2(T0) S
P1(I) P1(S) P2(I) P2(S)

Alice
I1
1 S1

1

I2
1 S2

1

cancer
Brenda cancer
Clare

I1
2 S1

2
flu

Diana tracheitis

ds
λ1 λ2 λ3 λ4

cancer cancer flu tracheitis
cancer cancer tracheitis flu

flu tracheitis cancer cancer
tracheitis flu cancer cancer

5.4.2 Interleaved Generalization Algorithms

I now study another family of coincident generalization algorithms, namely, interleaved

generalization algorithms. Informally, the algorithms studied in the previous section never

break any existing group in constructing generalization functions. In contrast, an interleaved

generalization algorithm may reorganize members of existing groups into different groups.

As I shall show in Section 5.5, this approach may provide better utility compared to pair-

based generalization algorithms.

A Special Case To build intuitions, I first describe a special case. Consider the following

simple algorithm G23 with two aggregation functions g1 and g2. First, G23 generalizes a

given instance using g1 into groups of size 2γ. Second, for every collection of three groups

that needs to be further generalized, G23 generalizes the three groups into two new groups

both of size 3γ, using g2, as illustrated in Figure 5.3. The algorithm returns φ if the result

of g2 does not satisfy the privacy property.

Figure 5.3: A Special Case of Interleaved Generalization
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Lemma 5. Any generalization returned by the above algorithm G23 has a self-symmetric

disclosure set, and thus G23 is coincident.

Proof: I only show the case of γ = 1. The generalization given by g1 clearly has a self-

symmetric disclosure set. For the generalization given by g2, without loss of generality, let

ID1 and ID2 be the left and middle identities in I2
1 , respectively, and ID′

1 and ID′
2 the left

and middle identities in I2
2 , respectively. Let λ be any sequence in the disclosure set ds. I

construct λT by swapping the sensitive values between ID1 and ID2 and also between ID′
1

and ID′
2. Clearly, if each pair of swapped values is identical, then λ = λT . Otherwise, I

have that λT ∈ ds because of the following. By swapping values as described above, I have

essentially reordered the two groups I1
1 and I1

2 . None of the membership relationships of the

six groups are affected. Therefore, the algorithm will still return the same generalization

(or φ) after the swapping. That is, λT ∈ ds, and ds is self-symmetric. ¤

Definition 23. (Interleaved Generalization Algorithms) An interleaved generaliza-

tion algorithm G = 〈g1g2 . . . gn, p〉 satisfies that, for any input instance T0 and gi(T )

(1 ≤ i ≤ n) where gi(T0) is output of G with input T0, for any ID1, ID2 that appear

in any group Ii
a defined in gi(T 0) (1 ≤ i ≤ n), one of the following must hold for all j < i:

• ID1 and ID2 both appear in some group Ij
b defined in gj(T 0), or

• ID1 ∈ Ij
b , ID2 ∈ Ij

c , and there exists a one-to-one mapping f() : Ij
b → Ij

c satisfying

– f(ID1) = ID2, and

– any ID ∈ Ij
b and f(ID) both appear in some group Ii

d defined in gi(T 0).

Theorem 15. Any interleaved generalization algorithm G = 〈g1g2 . . . gn, p〉 is coincident.

Proof: See the Appendix. ¤

Example 7. Figure 5.4(A) illustrates an interleaved generalization algorithm with five gen-

eralization functions. It can be verified that for any two identities, we can always swap the
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Figure 5.4: Examples of Interleaved Generalization and Non-Interleaved Generalization

sensitive values so that the two identities may exchange their sensitive values without break-

ing any group. Therefore, the resulting sequence of sensitive values must lead to the same

generalization result and thus appear in the disclosure set. This shows the disclosure set

to be self-symmetric. It is worth mentioning that an appealing but incorrect definition of

interleaved generalization is that we only require the two conditions in Definition 23 for

i − 1 instead of all j < i. As illustrated in Figure 5.4(B), swapping values between the

i− 1 groups can potentially break lower level groups, which means this is not an interleaved

generalization algorithm.

5.5 Experiments

In this section, I present experimental results on the performance of the proposed coincident

generalization algorithms in terms of data utility. I used the popular Adult Data Set taken

from the UCI data repository [1]. The quasi-identifier attributes used to form groups of

individuals include Age, education, and workclass. The sensitive attribute is occupation,

which has 14 different values. Our experiments are repeated over three samples of the

dataset: all tuples, and tuples having at least one of the most frequent 8 and 5 sensitive

values, respectively. I test two popular privacy properties: p-sensitive [50] and Entropy

l-diversity [40] between which p-sensitive is set-monotonic. I regard the average group size

in the final generalization as the data utility metric, which is similar to the DM metric [51]

when suppression is not taken into consideration.
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5.5.1 Performance of Pair-Based Coincident Generalization Algorithms

Algorithm UU

Algorithm UA

Figure 5.5: Performance of Algorithms UU and UA

Figure 5.5 shows the performance of Algorithm UU (Unsafe with Unsafe) and Algo-

rithm UA (Unsafe with Any), respectively. In Figure 5.5, the x-axis is the parameter of

each privacy property, that is, p in p-sensitive and l in Entropy l-diversity. The y-axis

represents the average group size in the final generalization. Each line represents one of the

three sampled datasets with a different number of distinct sensitive values, 14, 8, and 5,

respectively. From the experiments, we can observe that the average group size generally

increases with the parameter of a privacy property. This is because a larger parameter

represents a more rigid requirement that demands larger groups. The group size decreases

as the number of sensitive values increases, because in general a privacy property becomes

easier to satisfy with more sensitive values. Also, there is a slight difference between the

performances of Algorithms UU and UA, which is discussed in the next section.
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GI over Algorithm UU

GI over Algorithm UA

Figure 5.6: Performance of GI over Algorithms UU and UA

5.5.2 Performance of Interleaved Coincident Generalization Algorithms

Figure 5.6 shows the performance improvement of two interleaved generalization algorithms,

both having the size sequence GI = (2, 3, 6, 6∗2, 6∗22, 6∗23, . . .). Compared to Algorithm UU

is the one applying the same “Unsafe with Unsafe” strategy as Algorithm UU. Compared to

Algorithm UA is the one applying the same “Unsafe with Any” strategy as Algorithm UA.

The y-axis is the percentage of reduction in average group size when comparing the above

two interleaved algorithms to the two pair-based algorithms. We can see a significant im-

provement in terms of reduced average group size by applying the interleaved generalization

algorithms. There are exceptions when the optimal starting group size is very small, which

indicates that the selection of the interleaved generalization size sequence should be based

on the anticipated optimal starting group size.

5.5.3 Comparison with Unsafe Generalization Algorithm

I now compare the performance of the proposed coincident generalization algorithms with

that of the Mondrain generalization method [52] on the whole adult data set with the same
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setting described above. It is important to note that the method in [52] can only guarantee

a privacy property when the algorithm itself remains secret, whereas my coincident gen-

eralization algorithms will remain safe even when publicized. Therefore, this experiment

essentially shows the additional cost, in terms of loss in data utility, of guaranteeing privacy

using public algorithms. As shown in Figure 5.7, such a cost is only marginal with either

of my coincident algorithms.

Figure 5.7: Comparing Two Algorithms: Algorithm UA and GI , with Mondrain

5.6 Discussion

Starting Group Size:

I study the effect of the starting group size γ on the performance of the generalization

algorithms with the experiment shown in Figure 5.8. I tested Algorithm UA with Entropy

8-diversity on the whole dataset. We can observe that the starting group size only has a

minor effect on performance. Note that for Algorithms UU and UA, a starting group size

Figure 5.8: Algorithm UA with Different Group Size
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γ smaller than the parameter of privacy property will be meaningless since every pair of

groups will be immediately merged and thus the performance will be identical to the case

of 2γ.

Distribution of Sensitive Values:

As I discussed in Section 5.2, if the distribution of the sensitive values is relatively balanced

(e.g., a uniform distribution), Algorithm UU is more likely to have better performance

than Algorithm UA; under an unbalanced distribution, such as binomial distribution, Al-

gorithm UA is likely to have better performance than Algorithm UU. This is evidenced

by the experimental results based on randomly generated data, with uniformly distributed

sensitive values and binomially distributed sensitive values, respectively. The results are

shown in Figure 5.9, where the y-axis shows the difference between the average group size

of Algorithm UA and that of Algorithm UU.

Uniform Distribution

Binomial Distribution

Figure 5.9: Difference between Algorithms UA and UU
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Other Data Utility Metrics:

In this chapter, I consider data utility in terms of average group size in the generalization

result. In some applications, the group size in the space of generalization attributes is

much more important. If so, Algorithm UA will be more practical than Algorithm UU.

That is, Algorithm UA can be used to optimize such utility metrics. The reason is that,

with the “Unsafe With Any” combining strategy, Algorithm UA can always generalize an

“Unsafe” group with its neighbor group, that is, the closest group measured in the space of

generalization attributes, to form a “safe” group.

Possibility to Disclose Nothing:

My generalization algorithms all have a possibility of returning φ, which means nothing can

be disclosed. This is necessary because it is always possible that even after generalizing

all identities into one group, the desired privacy property still cannot be satisfied. For

example, consider a case where we want to guarantee entropy 2-diversity and the number

of different sensitive values is 2. Then if the number of occurrences of the two sensitive

values is not identical, any generalization, including the one with a single group, cannot

satisfy the desired entropy 2-diversity. In this case, which obviously happens with a very

low probability, suppression is a must to solve the problem. To extend my technique with

suppressions remains a future work.

5.7 Summary

A common assumption made by existing information disclosure solutions is that the dis-

closed data is the only source of information available to an adversary. However, with

knowledge of the algorithm used for computing the disclosed data, an adversary may de-

duce more information to violate a desired privacy property. In this chapter, I studied

this issue in the context of generalization-based micro-data disclosure algorithms. I then

introduced two families of efficient coincident generalization algorithms to guarantee that
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the knowledge about algorithms will not help an adversary improve his/her guess about the

distribution of sensitive values. The algorithms are efficient, and experimental results show

that they provide reasonably good data utility. It is my belief that this technique can be

extended to a broader range of data applications.

For future work, I shall investigate the case where a generalization algorithm selects

a generalization function to apply based on sensitive values of the given table instance

(more inference channels will be available to adversaries). I will also extend the proposed

coincident generalization algorithms to support suppression.

5.8 Proof of Theorem 15

By Lemma 4, I only need to show that the disclosure set of gi is self-symmetric. I prove the

result by mathematical induction on i.

The Inductive Hypothesis: Under every gi, the disclosure set ds is self-symmetric.

The Base Case: I need two base cases, that for i = 1 and i = 2.

• For any group I1
j generalized by g1, let S be the corresponding group of sensitive

values and ds(S) be the multiset {λ : λ is the subquence corresponding to I1
j in some

λ′ ∈ ds}. In this case, the theorem obviously holds, because ds(S) = M (S). For any

λ ∈ ds(S), I can construct F as F (ID1) = ID2, F (ID2) = ID1 and F (ID) = ID for

all ID 6= ID1, ID 6= ID2.

• For any group I2
j generalized by g2 and any ID1, ID2 ∈ I2

j , let I1
b be the group

generalized by g1 such that ID1 ∈ I1
b ,

– If ID2 ∈ I1
b , I construct F as follows:

∗ F (ID1) = ID2, F (ID2) = ID1;

∗ for any ID ∈ I other than ID1, ID2, F (ID) = ID.
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– If ID2 6∈ I1
b , let I1

b′ be the group generalized by g1 such that ID2 ∈ I1
b′ . By

definition, there exists a one-one mapping f() : I1
b → I1

b′ such that f(ID1) =

ID2 and for any pair ID, f(ID), there exists I2
a′ such that ID, f(ID) ∈ I2

a′ . I

construct F (λ) as follows:

∗ For any ID ∈ I1
b , F (ID) = f(ID);

∗ For any ID ∈ I1
b′ , F (ID) = f−1(ID);

∗ For any else ID, F (ID) = ID.

– In either case, I have that for any λ ∈ ds, the sequence λT defined on F also

satisfies λT ∈ ds. Therefore, ds is self-symmetric.

The Inductive Case: Suppose the inductive hypothesis holds for any j ≤ i−1: I show that

it also holds for i. For any group Ii
a generalized by gi and any ID1, ID2 ∈ Ii

a, we construct

F recursively using the following procedure ConsF (i) with the parameter i(i > 2).

Procedure ConsF(i)

• Let Ii−1
b be the group generalized by gi−1 such that ID1 ∈ Ii−1

b ;

• If ID2 ∈ Ii−1
b :

– Based on the inductive hypothesis, let F ′ be the constructed one-to-one mapping

(either using ConsF or the two base cases) for ID1 and ID2 under gi−1;

– Construct F as:

∗ For any ID ∈ I, F (ID) = F ′(ID).

– Return F .

• If ID2 6∈ Ii−1
b , suppose ID2 ∈ Ii−1

b′ :

– Let Ii−2
c be the group generalized by gi−2 such that ID1 ∈ Ii−2

c ;

– If ID2 ∈ Ii−2
c :
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∗ Based on conditions of the theorem, let f : Ii−1
b → Ii−1

b′ be the one-to-one

mapping such that every pair ID ∈ Ii−1
b , f(ID) ∈ Ii−1

b′ is generalized in the

same group by gi−2;

∗ Note that, such f exists because one-one mapping f ′ : Ii−2
d → Ii−2

d′ exists for

any two identities ID′ ∈ Ii−1
b ∩ Ii−2

d and ID′′ ∈ Ii−1
b ∩ Ii−2

d′ ;

∗ Based on the inductive hypothesis, let F ′ be the constructed one-to-one

mapping (either using ConsF or the two base cases) for ID1 and ID2 under

gi−2;

∗ Construct F as:

For any ID ∈ I, F (ID) = F ′(ID);

For any ID ∈ Ii−1
b and f(ID) ∈ Ii−1

b′ that have not been swapped by F ′, let

F ′′ be the constructed one-to-one mapping (either using ConsF or the two

base cases) for ID and f(ID) under gi−2, replace F as:

For any ID ∈ I, F (ID) = F ′′(F (ID));

Note that, based on conditions of the theorem, this will not affect any iden-

tities whose sensitive values have already been swapped.

∗ Return F .

– If ID2 6∈ Ii−2
c , suppose ID2 ∈ Ii−2

c′ :

∗ Select ID(w) ∈ Ii−2
c , ID(w′) ∈ Ii−2

c′ and the one-to-one mapping f : Ii−1
b →

Ii−1
b′ , such that every pair ID ∈ Ii−1

b , f(ID) ∈ Ii−1
b′ is generalized in the

same group by gi−2, and f(ID(w)) = ID2, f(ID1) = ID(w′);

∗ Construct F ∗ in a similar way as the above case but for ID1, ID(w′) instead

of for ID1 and ID2;

∗ Based on the inductive hypothesis, let F ′′ be the constructed one-to-one

mapping (either using ConsF or the two base cases) for ID1 and ID(w)

under gi−1;
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∗ Construct F as:

For any ID ∈ I, F (ID) = F ′′(F ∗(ID));

∗ Return F .

From the construction above, I have that for any λ ∈ ds, the λT defined on F also

satisfies λT ∈ ds. Therefore, ds is self-symmetric under gi. This concludes the proof. ¤
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Chapter 6: Privacy Protection and Restoring in

Multi-Source Micro-Data Disclosure

6.1 Introduction

We have been faced with an information explosion in recent years. Search and data mining

have been extensively used to help information consumers to filter and absorb the informa-

tion to which they are exposed. However, the vulnerability of privacy protection has not

been adequately addressed and remains a major concern. It is alarming that, for exam-

ple, the medical information of a person can be easily identified just by linking a public

voters’ list with some anonymized datum in medical research ([31, 46]). There has been

a considerable body of research on how to mitigate such a rising threat to privacy, i.e.,

to prevent the relation between individuals and sensitive attributes from being identified

([31, 34, 40, 46, 53, 54]). The standard way to preserve privacy is based on monitoring the

entire information disclosure process and rejecting any request with a potential privacy

violation.

However, there are multiple reasons for failure in preventing privacy violations. First,

multiple sources may release information on individuals without centralized disclosure con-

trol. In this case, even if information disclosed by each source preserves privacy, the com-

bined information may violate privacy. For example, as shown in ([46]), anonymized disclo-

sure of medical records from a hospital, combined with general information from a voters’

list, can be used to infer medical conditions of individuals, which clearly violates their pri-

vacy. Second, the requirements for privacy may increase over time due, for example, to new

legislation, while sensitive information has already been disclosed. Third, privacy violation

may also arise in practice due to exceptions in information disclosure control.
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To address the problem, I investigate the following question in this chapter. When a

desired privacy property is already compromised due to accidental information disclosure,

is there a way to restore it? At first glance, the answer seems to be negative, because the

information disclosure process is irreversible. That is, the more information about secret

data is disclosed, the more constrained the set of “possible worlds” becomes.

However, for privacy properties that are related to probability distribution or entropy,

there is a way to restore the compromised privacy under certain conditions. Although

we cannot reverse the disclosure process, we may still be able to restore the compromised

privacy by disclosing more true information.

More generally, the question I investigate in this chapter is as follows. Given a set of

information objects that jointly violate a desired privacy property, can we extend it to a

superset that satisfies the same privacy property. Note that this question is important not

only for restoring accidentally compromised privacy as described above, but also for the

centralized disclosure control to provide better data availability. For example, if the cen-

tralized disclosure control cannot release a collection of data because of privacy violation, we

may be able to disclose the data collection in conjunction with additional data; if disclosed

together, the privacy can be preserved.

It is worth noting, before giving a concrete example, that apparently the theorem above

seems very counter-intuitive. However, as I will also explain in the following example, the

idea is not contradicting with the common intuition at all, i.e., in general, more disclosed true

information should always lead to worse privacy. The truth is, in an information disclosure

problem where privacy of a small group of people does not have enough protection due to

some well-defined regulations, there may exist another group of people whose privacy is

“over-protected.” I observe that in this case, it is possible to sacrifice the “over-protected”

privacy of the latter group of people, as long as they meet the regulations and, in return,

the privacy of the former group of people can be restored. At the same time, the privacy

protection in general is still getting worse. Intuitively, by disclosing more true information,

we will always decrease the privacy protection in general but may be able to increase the
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privacy protection on a small part of the entire group.

A Motivating Example

I limit the scope here to the problem of micro-data disclosure and I consider only generalization-

based view disclosure. Some other techniques like data swapping and perturbation ([26–29])

that can also be utilized in the micro-data problem, as discussed in the related work, are not

covered in this chapter. To explain the basic idea, consider a medical information disclosure

example. A table of patients’ medical information is shown in Table 6.1, part of which is

publicly accessible through, say, a voters’ list, shown in Table 6.2.

Table 6.1: Patient Information Table
Name Sex Age Employer Condition
Alan M 23 ABC, Inc. Heart Disease
Bob M 24 ABC, Inc. SARS
Clark M 25 ABC, Inc. Viral Infection

Donald M 26 ABC, Inc. SARS
Ellen F 27 ABC, Inc. Viral Infection
Fen F 28 ABC, Inc. SARS

Garcia F 28 ABC, Inc. Flu

Table 6.2: Information from Voters’ List
Name Sex Age Employer
Alan M 23 ABC, Inc.
Bob M 24 ABC, Inc.
Clark M 25 ABC, Inc.

Donald M 26 ABC, Inc.
Ellen F 27 ABC, Inc.
Fen F 28 ABC, Inc.

Garcia F 28 ABC, Inc.

Now assume one view of Table 6.1 is disclosed by a data authority (e.g., hospital) upon

request as shown in Table 6.3(A). Note that this view is generalized enough not to reveal the

individuals’ medical conditions, which are considered sensitive. More formally, Table 6.3(A)

satisfies the property of Recursive (1,2)-Diversity ([40]). This means that, in any group of

individuals present in the view and indistinguishable by non-sensitive attributes (i.e., four
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tuples in the view having the same Sex Attribute “Male” form a group), the maximum

frequency of any sensitive value cannot exceed 0.5. To calculate the frequency of a sensitive

value, the number of occurrences of the sensitive value in the multiset of sensitive values,

which are associated with the group, are counted and then divided by the size of the multiset.

In the example, the condition SARS has the maximum appearance frequency of 0.5.

Table 6.3: Two Disclosed Views of Table 1
Sex Condition
M Heart Disease
M SARS
M SARS
M Viral Infection

Age Condition
26˜28 Flu
26˜28 SARS
26˜28 SARS
26˜28 Viral Infection

(A)Male-Cond in ABC, Inc. (B)Age-Cond in ABC, Inc.
(first four tuples) (last four tuples)

Recall that we want to prevent any individual’s medical condition from being identified

through the combined disclosed and public information. As I will prove in Section 6.2, the

satisfaction of Recursive (1,2)-Diversity by Table 6.3(A) guarantees that any adversary can-

not win the following game to infer any individual’s medical condition with the probability

of 0.5. Assume the adversary has a random oracle ([55]) whose output domain is the set of

all possible patient information tables that yield the same result as the original Table 6.1

in both the disclosed views (Table 6.3(A)) and public information (Table 6.2), if computed

the same way. For example, Table 6.4 could be one of the possible outputs. Intuitively, a

random oracle will respond to every query with a random response chosen uniformly from

its output domain. The adversary is interested in knowing whether an individual, id, that

appears in Table 6.2, is associated with a medical condition s. He or she will query the

random oracle for an answer. The adversary wins if in the outcome (a possible table), id

is associated with s. I say that there is a violation of privacy if, for any individual and

medical condition, the probability for the adversary to win this game is higher than 0.5

or another pre-established bound. Clearly, the adversary can estimate the probability of

winning the game within any desired statistical confidence interval by playing the game

sufficiently many times.
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Table 6.4: A Possible Patient Information Table Regarding the Disclosed Views Shown in
Table 6.2 and Table 6.3(A), where (any) represents any possible medical condition

Name Sex Age Employer Condition
Alan M 23 ABC, Inc. SARS
Bob M 24 ABC, Inc. Heart Disease
Clark M 25 ABC, Inc. Viral Infection

Donald M 26 ABC, Inc. SARS
Ellen F 27 ABC, Inc. (any)
Fen F 28 ABC, Inc. (any)

Garcia F 28 ABC, Inc. (any)

In this example, the output domain of the adversary’s random oracle is rather simple.

It can be shown that the probability of Alan having SARS, Heart Disease, or V iral

Infection in an outcome is 0.5, 0.25, or 0.25, respectively. The same result applies to Bob,

Clark, and Donald.

Similar to Table 6.3(A), Table 6.3(B) presents another generalized view that also sat-

isfies the desired Recursive (1,2)-Diversity. That is, by disclosing Table 6.3(B) (and also

Table 6.2) to the adversary, we will not have a violation of privacy. However, if the ad-

versary gets both Table 6.3(A) and Table 6.3(B), privacy will be violated. Note that a

property defined on a single view, such as Recursive (1,2)-Diversity, cannot be applied to

this multiple view disclosure case to protect the privacy. Still, we can check privacy viola-

tion through the above game based on the adversary’s random oracle. In this case, based

on the disclosed information, Donald can only be associated with either SARS or V iral

Infection. With the constraint of Donald being associated with SARS, there are 3! × 3!

such tables in the output domain of the adversary’s random oracle. With the constraint of

Donald being associated with V iral Infection, there are 3 × 3 such tables in the output

domain of the adversary’s random oracle. Therefore, we can compute that the probability

of Donald having SARS in an outcome is 0.8 and the desired privacy property is violated.

Based on the above observation, it is clear that Table 6.3(A) and Table 6.3(B) should not

be disclosed together in order to protect Donald’s privacy. However, as I have discussed

in the beginning, without a centralized data disclosure control authority, it may happen
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that two distributed data authorities, hospital and insurance company, for example, may

disclose the two views above without notifying each other. In this case, all of the privacy

protection techniques based on preventing unsafe disclosures in advance would fail.

Unfortunately, once Tables 6.3(A) and 6.3(B) have been disclosed, we cannot revoke

them from the adversary’s knowledge. But we can discover that in this case, when Donald’s

privacy is not well protected, the privacy of Alan, Bob, Clark, Ellen, Fen, and Garcia are

“over protected.” That is, Alan can be associated with Heart Disease, SARS, and V iral

Infection, and when checking with the adversary’s random oracle, the probabilities of Alan

having Heart Disease, SARS, and V iral Infection in an outcome are 1/3(≈ 0.3), 2/5(=

0.4), and 4/15(≈ 0.3), respectively. This also applies to Bob and Clark. And when checking

with the adversary’s random oracle, the probabilities of Ellen having Flu, SARS, and

V iral Infection in an outcome are 1/3(≈ 0.3), 2/5(= 0.4), and 4/15(≈ 0.3), respectively.

This also applies to Fen and Garcia. Clearly, the privacy protection of these six people is

not close to the desired bound (a probability of 0.5). This gives us a chance, by sacrificing

the “over-protected” part, to restore the violated privacy of Donald, in a way of disclosing

more true information about the original Table 6.1. One way to do it is to disclose the

following two views of Table 6.1 (shown in Table 6.5).

Table 6.5: Further Disclosed Views
Age Condition
25˜26 Viral Infection
25˜26 SARS

Age Condition
26˜27 SARS
26˜27 Viral Infection

(A)Age-Cond in ABC, Inc. (B)Age-Cond in ABC, Inc.

Now with the four views (Tables 6.3(A,B) and Tables 6.5(A,B)) disclosed, we can com-

pute that the probability of Donald having SARS in an outcome is reduced to 0.5 and the

probability of Donald having V iral Infection is also 0.5. This result occurs because, in

the updated output domain of the adversary’s random oracle, there are 2 × 2 tables with

Donald being associated with SARS (at the same time, both Clark and Ellen being asso-

ciated with V iral Infection), and there are 2×2 tables with Donald being associated with

V iral Infection (at the same time, both Clark and Ellen being associated with SARS).
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Similarly, it can be shown that the probability for any other person to have any medical

condition in an outcome is equal to 0.5 in the worse case. Therefore, the desired privacy

property is now satisfied. Clearly, at the same time, the privacy protection in general is still

getting worse, i.e., there are 45 different tables in the outcome of the adversary’s random

oracle with Tables 6.3(A,B) disclosed and there are only 4 different tables in the outcome of

the adversary’s random oracle with all four tables disclosed. This illustrates the ability of

the proposed technique to restore the compromised privacy through additional information

disclosure.

Clearly, it is not always possible to restore compromised privacy by the same technique.

For example, in the extreme case, if we have disclosed to the adversary that Donald has

SARS, nothing can be done to restore the privacy.

I should also clarify that in the above example, I assume that the adversary cannot

differentiate the disclosure of Tables 6.3(A,B) and the disclosure of Tables 6.5(A,B), i.e.,

the adversary does not have the knowledge that the disclosure of Tables 6.5(A,B) is to

restore the violated privacy by the disclosure of Tables 6.3(A,B). This can be reasonable in

practice when, for example, two disclosures are executed from different information sources

for different purposes or Tables 6.5(A,B) can be just disclosed instead of Tables 6.3(A,B)

when the disclosure control monitor finds out the potential privacy violation by disclosing

Tables 6.3(A,B). I will also discuss how to apply the proposed technique under more flexible

assumptions.

Summary

In this chapter, I study the problem of restoring compromised privacy for micro-data dis-

closure with multiple disclosed views. More specifically, the contributions of this chapter

are as follows.

First I propose a new property, called γ-Privacy, for privacy protection in a micro-

data disclosure problem when multiple views are disclosed. Given the disclosed views and

publicly available information, the set PIS of “all possible worlds”(i.e., possible tables that
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would yield the same disclosure results), is defined. γ-Privacy intuitively means that in a

randomly (uniformly) selected instance, the probability of any individual being associated

with a sensitive value is at most γ. I then prove that, for the case of a single disclosed view,

γ-Privacy is equivalent to the property of Recursive ( γ
1−γ , 2)-Diversity. This intuitively

means that the proposed property is a “natural” extension of l-Diversity, which is defined

only for a single disclosed view, to multiple views.

Second, I prove that deciding on whether γ-Privacy is satisfied by a set of disclosed views

is #P-complete. Third, to mitigate the high computational complexity, I relax the property

of γ-privacy to be satisfied with (ε, θ) confidence, i.e., that the probability of disclosing a

sensitive value of an individual be at most γ + ε with statistical confidence θ, where ε is an

arbitrary small positive constant. I propose a Monte Carlo-based algorithm to check the

relaxed property in O((λλ′)4) time for constant ε and θ, where λ is the number of tuples in

the original table and λ′ is the number of different sensitive values in the original table.

Finally, I turn to the problem of restoring compromised privacy. Namely, given a set of

disclosed views that violates γ-Privacy, can we extend it to a superset of views that jointly

satisfy γ-Privacy. I propose heuristic polynomial time algorithms, which are based on

enumerating and checking additional disclosed views. I conduct a preliminary experimental

study on heart disease records taken from the UCI data repository ([1]), which demonstrates

that the proposed polynomial algorithms restore privacy in up to 60% of compromised

disclosures. I also discuss how to apply the proposed technique under different assumptions

when the adversary is also aware of this technique.

6.2 Modeling the Problem

In this chapter, I focus on the problem of micro-data disclosure. Consider a micro-data table

baseT with schema D = (ID, QI1, . . . , QIa, SA1, . . . , SAb), where: (1) ID is an attribute

used to identify an individual, such as Name or SSN ; (2) QI1, . . . , QIa are attributes that

serve as quasi-identifiers of the ID attributes (i.e., they can be used to identify an individual
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or a small set of individuals.), such as Age, Employer, or Address; (3) SA1, . . . , SAb are

attributes that are considered private information, such as a medical condition. In this

chapter, I limit the scope to the cases such that ID is a key of baseT and there is only one

SA attribute in baseT . Also, I use a multiset version of the relational model and algebra

([56]).

I assume that information disclosures about baseT are limited to the following two

forms:

• Public Knowledge disclosure, publicT is a projection of baseT without the private

attribute. I.e., publicT = πID,QIs(baseT ).

• Generalized disclosure, (V, ψ), is a generalized view of baseT that is disclosed upon re-

quest. I.e., V = πSA(σψ(baseT )), where ψ is a propositional formula on QI attributes

that represents a generalization and is also publicly known. Note that we may have a

sensitive value appearing multiple times in V .

Note that, for a particular table baseT , there can be only one Public Knowledge disclo-

sure but multiple generalized disclosures. For the sake of simplicity, I will call the com-

bination of the Public Knowledge disclosure and the multiple generalized disclosures a

“micro-disclosure” of baseT , denoted by ∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)}). In the

previously discussed medical information example, Table 6.2 is a Public Knowledge dis-

closure of Table 6.1, while Table 6.3(A) and Table 6.3(B) are two generalized disclosures.

For Table 6.3(A), Sex = Male is the selection condition and 26 ≤ Age ≤ 28 is one for

Table 6.3(B).

I assume that an adversary is able to collect all the disclosed information. To obtain the

relation between ID and SA of the original table baseT , for every generalized disclosure

(V, ψ), the adversary can compute a new view V I = πID(σψ(publicT )). The adversary

then gets to know that the sensitive values associated with the IDs that appear in V I are

the values that appear in V . All of these disclosed information serve as constraints on the

adversary trying to correctly guess the original table. In other words, we can represent
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the adversary’s knowledge of the original table baseT by a possible instance set, defined as

follows:

Definition 24. Given a micro-disclosure ∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)}), the Pos-

sible Instance Set, PIS, is the set of all tables T such that:

• πID,QI(T ) = publicT and

• ∀i(1 ≤ i ≤ n), πSA(σψi
(T )) = Vi

Without loss of generality, in the remainder of this chapter, I assume that in any micro-

data disclosure problem, the generalized disclosures (V1, ψ1), . . . , (Vn, ψn) of a given baseT

always satisfy the following two properties:

(1) The generalized disclosures provide a cover for the tuples in baseT . That is, for

any id ∈ πID(baseT ), there exists at least one generalized disclosure (Vi, ψi)(1 ≤
i ≤ n) such that id ∈ πID(σψi(baseT )). In fact, if an ID value appears in the Public

Knowledge disclosure but does not appear in any of the generalized views, there would

be no information for the adversary to infer the sensitive value associated to that ID

value. Therefore, the adversary can just eliminate this ID value from the Public

Knowledge disclosure and potentially the original table baseT . This does not affect

how the adversary can infer the sensitive values associated with other individuals.

Consequently, this property guarantees the corresponding possible instance set, PIS,

to be a finite set.

(2) The generalized disclosures are well connected, i.e., we cannot divide the set of the se-

lections functions of the generalized disclosures into two non-empty sets, {ψi1 , . . . , ψik}
and {ψik+1

, . . . , ψin}, such that:

(∨k
j=1ψij ) ∧ (∨n

j=k+1ψij ) = false

Given a micro-data disclosure problem, if the generalized disclosures do not satisfy
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this property, we will be able to decompose this problem into two independent prob-

lems. The given Public Knowledge disclosure publicT can be divided into two tables,

publicT ′ = σψ′(publicT ) and publicT ′ = σ¬ψ′(publicT ). Correspondingly, the gen-

eralized disclosures can be divided into two groups (with ψi ⇒ ψ′ or ψi ⇒ ¬ψ′),

along with the two Public Knowledge tables above to form two micro-data disclosure

problems, respectively.

With all of the collected information, the adversary can try to understand the sensitive

values that are associated with each individual that appears in publicT . To formalize this

process, consider the following (PIS, id, s)-guessing game. To determine whether an ID

value id is associated with a sensitive value s, the adversary randomly selects a table,

using uniform distribution, from the PIS with respect to a given micro-disclosure. The

adversary wins the game if, in the selected table, id is associated with s. Therefore, to

protect the individual’s privacy, my goal is to guarantee that the adversary cannot win this

(PIS, id, s)-guessing game for any id, s with a high probability.

Definition 25. A micro-disclosure ∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)}) is said to be γ-

Private (0 ≤ γ < 1) if the possible instance set PIS with respect to ∆ satisfies the following:

for any id and s, an adversary cannot win the (PIS, id, s)-guessing game with a probability

higher than γ. In this case, I will also say that the PIS is γ-Private.

Recall from the medical information example discussed in the previous section that: (1)

the PIS with respect to Table 6.2 (Public Knowledge ) and Table 6.3(A) (generalized) is a

0.5-Private (N > 0), and (2) the PIS with respect to Table 6.2 (Public Knowledge ) and

Table 6.3(A,B) (generalized) is not.

As I show in Theorem 16, the 0.5-Private property can be regarded as an extension to the

Recursive (1, 2)-Diversity for multiple generalized disclosures, i.e., they are equivalent when

applied to the problem with a single generalized disclosure. Clearly, the 0.5-Privacy can be

applied to multiple generalized disclosures, while the Recursive (1, 2)-Diversity cannot. It

is worth noting that if we have multiple generalized disclosures such that any two of them
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do not intersect with each other, a property like Recursive (1, 2)-Diversity can be applied.

However, as I have previously assumed in the well-connectivity of PIS, such a multiple

generalized disclosure case can be decomposed into multiple independent cases of single

generalized disclosure. Theorem 16 states the relation between two properties.

Theorem 16. The possible instance set PIS, with respect to a Public Knowledge disclosure

publicT and a single generalized disclosure (V, ψ), is a γ-Private, if and only if, V satisfies

Recursive ( γ
1−γ , 2)-Diversity.

Proof. For any ID value id and sensitive value s that appear in publicT or V , the fact that V

satisfies Recursive ( γ
1−γ , 2)-Diversity guarantees that the probability of id to be associated

with s in an output of the adversary’s random oracle is less than or equal to γ. This is true

because in a single view disclosure case, the possible instance set PIS can be regarded as a

set of all possible permutations of sensitive values appearing in V (with a fixed order of ID

values appearing in publicT ). Therefore, among all |PIS| possible instance tables, there are

at most γ|PIS| tables having a particular id associated with a particular sensitive value s.

Therefore, PIS is γ-Private.

On the other hand, if V does not satisfy Recursive ( γ
1−γ , 2)-Diversity, there must exist

an ID value id and a sensitive value id, such that the number table among PIS having id

associated with s is greater than γ|PIS|. Consequently, PIS cannot be a γ-Private.

Clearly, the property of γ-Private can be regarded as an extension of the property

of Recursive ( γ
1−γ , 2)-Diversity. It can be understood that we can design similar private

properties as the γ-Private to extend the rest of properties in the l-Diversity family ([40])

and even other privacy properties like t-Closeness ([53]). However, in this chapter, I limit

my discussions to the γ-Private only.

Theorem 17. The problem of whether a micro-disclosure ∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)})
is γ-Private is decidable.
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Proof. Note that because of the two properties of generalized disclosures I previously dis-

cussed, the PIS with respect to ∆ is finite. Theorem 17 is then straightforward because I

can verify the property of γ-Privacy through enumeration, i.e., ∀id, s,

|{T |T ∈ PIS, (id, s) ∈ πID,SA(T )}|
|PIS| ≤ γ (6.1)

Note that the set {T |T ∈ PIS, (id, s) ∈ πID,SA(T )} in (1) can also be regarded as a

possible instance set PIS′ with respect to a new micro-disclosure including ∆ and the fact

that id is associated with s. Recall the medical information example discussed in Section 6.1.

Besides the Public Knowledge disclosure, Table 6.2, if we have two generalized disclosures

(Table 6.3(A) and Table 6.3(B)), the corresponding PIS1 will have 45 tables, among which

there are 36 tables containing the relation (Donald, SARS); if we have four generalized

disclosures (Table 6.3(A,B) and Table 6.5(A,B)), the corresponding PIS2 has only 8 tables,

among which there are 4 tables containing the relation (Donald, SARS). Therefore, PIS2

is a 0.5-Private, while PIS1 is not. Theorem 17 guarantees the computability of the decision

problem to check the proposed γ-Private property. However, in practice, it is not always

feasible to achieve this goal through enumeration.

Theorem 18. The problem of whether a micro-disclosure ∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)})
is γ-Private is #P-complete.

Sketch. I prove this by showing that it is #P-complete to compute |PIS| with respect to ∆.

This is true because any polynomial algorithm to verify γ-Privacy will lead to a polynomial

algorithm to compute |PIS| and γ-Privacy can certainly be verified by computing |PIS|.
Clearly, computing |PIS| is #P because whether a given table T is in PIS can be verified

in polynomial time. To prove the hardness of computing |PIS|, I show that to compute

|PIS| even in a special case is #P-hard. Let baseT contain four sets of IDs, V I
1 , V I

2 , V I
3 , V I

4 ,

where |V I
1 | = |V I

3 | and |V I
2 | = |V I

4 |. Let (V1, ψ1), . . . , (V4, ψ4) be four generalized disclosures
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such that V1 = V2 = V3 = V4 and πIDσψ1(publcT ) = V I
1 ∪ V I

2 , πIDσψ2(publcT ) = V I
2 ∪ V I

3 ,

πIDσψ3(publcT ) = V I
3 ∪V I

4 , πIDσψ4(publcT ) = V I
4 ∪V I

1 . Let s1, . . . , sλ′ be the set of different

sensitive values. To compute |PIS|, I have to compute how many different assignments of

n1, . . . , nλ′ , where ni(1 ≤ i ≤ λ′) represents the number of times that the sensitive value

si is associated with V1. (If ni is fixed, the number of times that the sensitive value si is

associated with V I
2 , V I

3 , V I
4 is also fixed.)

I reduce the problem of computing the number of contingency tables with prescribed

row and column sums in the 2 × λ′ case, which is proved to be #P-complete in the work

[57] on this problem.

Consider an arbitrary 2×λ′ contingency table counting problem with variables n1, . . . , nλ′ ,

n′1, . . . , n
′
λ′ and the corresponding constraints: Σλ′

i=1ni = a1, Σλ′
i=1n

′
i = a2, and ni + n′i =

bi(1 ≤ i ≤ λ′).

Let |V I
1 | = a1, |V I

2 | = a2, appear(si) = bi(1 ≤ i ≤ λ′), where appear(si) is the number

of appearances of si in V1. It is clear that to compute the number of different contingency

tables, it is equivalent to compute the number of different assignment of n1, . . . , nλ′ in this

problem of Mirco-Disclosure.

Therefore, to verify the proposed privacy property efficiently, in a given micro-data

disclosure problem with multiple generalized disclosures and a large original table, I need

to seek an alternative approach.

6.3 Relaxed γ-Privacy and Its Verification by Monte Carlo

Simulation

In this section, I discuss a stochastic approach to verify the proposed privacy property. By

Theorem 17, I show that, in order to verify whether a given PIS is γ-Private, I have to
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compute the left side of inequality (1). We denote it by p(id ∼ s):

p(id ∼ s) =
|{T |T ∈ PIS, (id, s) ∈ πID,SA(T )}|

|PIS|

Instead of computing p(id ∼ s) through an enumeration process, we can estimate it

with a pre-defined statistical confidence, using a Monte Carlo simulation. More formally,

let T1, . . . , TN be N tables that are randomly sampled from the given PIS, I investigate

the statistical properties of the sample mean p̄(id ∼ s), to approach the population mean

p(id ∼ s):

p̄(id ∼ s) =
ΣN

i=1f(Ti)
N

(6.2)

where f(T ) is defined as:

f(T ) =





1, (id, s) ∈ πID,SA(T );

0, otherwise.

Correspondingly, I define a new stochastic version of the γ-Private property as follows,

based on the fact that the distribution of p̄(id ∼ s) will approximate a normal distribution

with a large number N . (Note that we have 0 ≤ p̄(id ∼ s) ≤ 1, which requires γ should not

be close to either 0 or 1.)

Definition 26. Given a micro-disclosure ∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)}), two con-

stants ε and θ, where 0 < ε, θ < 1, and an unbiased estimator p̄(id ∼ s) of p(id ∼ s) for

every id and s in ∆, I say that ∆ is γ-Private with (ε, θ)-Confidence if for any id and s,

we have

• p(id ∼ s) ≤ γ with statistical confidence greater than or equal to θ, OR

• γ − ε ≤ p(id ∼ s) ≤ γ + ε with statistical confidence greater than or equal to θ.
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I say that ∆ is non-γ-Private with (ε, θ)-Confidence if:

• for any id and s, we have p(id ∼ s) > γ with statistical confidence greater than or

equal to θ, AND

• there exist id and s, we have γ − ε ≤ p(id ∼ s) ≤ γ + ε with statistical confidence less

than θ.

Note that by the second condition of Definition 26, if p(id ∼ s) is close enough to

the security bound γ (within ε), a satisfaction of the privacy property will be granted.

The reason for having this major difference from Definition 25 is that if p(id ∼ s) = γ,

we will meet the problem of endless sampling when checking only the first condition. By

Definition 26, we can immediately obtain the following:

Theorem 19. Given a micro-disclosure ∆ and the value of unbiased estimator p̄(id ∼ s) of

p(id ∼ s), if for any id, s in ∆, there exist γ1, γ2(γ2 − γ1 < ε) such that p(id ∼ s) ∈ [γ1, γ2]

with confidence θ, we have either (1) ∆ is γ-Private with (ε, θ)-Confidence or (2) ∆ is

non-γ-Private with (ε, θ)-Confidence.

Next, I discuss how to construct the random input generator for the Monte Carlo simu-

lation. In the problem setting, the ideal random input generator would be the adversary’s

random oracle. However, in practice, it is not easy to obtain such a random oracle, because,

as I have shown in the previous section, to decide a bound for the number of sensitive values

that can be associated with an ID value in a given PIS is #P-hard. To mitigate this prob-

lem, I adopt a weighted sample mean using a simpler version of Markov chain sampling,

instead of the regular sample mean.

For the sake of simplicity, I first discuss how to compute a weighted sample mean

through Markov chain sampling based on an abstractively constructed tree structure over

PIS. Then I discuss how to construct such a tree structure in practice to fulfill the entire

solution.

Given a possible instance set PIS, which is finite, I construct a Tree T such that:
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• the height of T is λ, where λ is the size (i.e., number of tuples) of the original table

baseT ;

• each non-leaf node has at most λ children;

• T has |PIS| leaf nodes and each leaf node represents a different element of |PIS|.

I call any tree that satisfies all of the three properties above a Constructing Tree of the

given PIS. I denote by a a node of T , d(a) the number of children of a and a0 the root of

T . I use the following Algorithm 6.1 to select a leaf node, i.e., an element of PIS through

T .

Algorithm 6.1: Sampling a Table from PIS (abstraction)
1. Let i = 0, w = 1;
2. While (ai is not a leaf node) Do
3. Randomly select(with uniform distribution) ai+1

from the children of ai;
4. Let w = w ∗ d(ai);
5. Let i = i + 1;
6. End While
7. Output (w, T ), where T = ai.

Figure 6.1: Algorithm 6.1

I then can construct a weighted sample mean given a number N of sampled result

(w1, T1), . . . , (wN , TN ). Equation (6.2) can be rewritten as follows:

p̄(id ∼ s) =
ΣN

i=1f(Ti)wi

ΣN
i=1wi

(6.3)

Theorem 20. p̄(id ∼ s) defined in (3) is an unbiased estimator of p(id ∼ s).

Proof. This result can be obtained easily by the fact that the probability of a given Ti(1 ≤
i ≤ N) to be selected by Algorithm 6.1 is 1/wi.

By Liapounov’s Central Limit Theorem ([58]), the probability distribution of p̄(id ∼ s)

approaches a normal distribution. We then can decide whether a given micro-disclosure is
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γ-Private with (ε, θ)-Confidence or non-γ-Private with (ε, θ)-Confidence in polynomial time

by means of the following result.

Theorem 21. Given a micro-disclosure ∆, and the corresponding PIS and its construct-

ing tree T , it is sufficient to collect d(α
ε )2e samples (by Algorithm 6.1) to decide whether

∆ is γ-Private with (ε, θ)-Confidence or non-γ-Private with (ε, θ)-Confidence, where α =

2
√

2erf−1(θ) and erf() is the Gauss Error Function.

Proof. For every id and s in ∆, the variance estimator of p̄(id ∼ s) can be computed and

bounded as:

ν2 =
1

N(ΣN
i=1|wi| − 1)

ΣN
i=1|wi|(f(Ti)− p̄(id ∼ s))2 <

1
N
≤ (

ε

α
)2

This is true because, in this case, when N ≥ 4 (which should be true), we have:

1
(ΣN

i=1|wi| − 1)
ΣN

i=1|wi|(f(Ti)− p̄(id ∼ s))2 < 1

where for all 0 ≤ 1 ≤ N , wi > 1 and f(Ti) values either 0 or 1. Therefore, we have:

ν <
ε

α
=

ε

2
√

2erf−1(θ)
(6.4)

Note that the bound ε
2
√

2erf−1(θ)
is independent from the (id, s) pair. Based on the properties

of normal distribution, we have:

p(id ∼ s) ∈ [p̄(id ∼ s)−
√

2erf−1(θ)ν, p̄(id ∼ s) +
√

2erf−1(θ)ν]

with a statistical confidence θ. Based on Equation (6.4), we have:

(p̄(id ∼ s) +
√

2erf−1(θ)ν)− (p̄(id ∼ s)−
√

2erf−1(θ)ν) < ε.
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Theorem 19 completes this proof.

Note that Theorem 21 shows that a constant number of samplings is enough to verify

the satisfaction of the proposed privacy property by a given micro-disclosure. However, we

have to be aware of the computational complexity of the sampling process itself. Clearly,

we cannot construct entirely a constructing tree of the PIS with respect to the micro-

disclosure, because the number of nodes of a constructing tree can be exponential to λ, the

size of baseT . Next, I discuss how to execute Algorithm 6.1 efficiently, more specifically, in

O((λλ′)4) time, through a constructing tree T without actually constructing it.

The Sampling Process

How to efficiently sample a possible solution to a combinatorial problem where exact count-

ing is #P-hard has been well studied (e.g., [57,59]). The work [57] shows how to uniformly

sample a contingency table. In this section, I show that the sampling can be done efficiently

in the problem.

First, I introduce some preliminary notations. Given a micro-disclosure ∆ = (publicT,

{(V1, ψ1), . . . , (Vn, ψn)}), I call the following linear equation system with constraints the

solver of ∆, denoted by SOL(∆).

Let s1, . . . , sλ′ be the complete list of different sensitive values appearing in ∆, and

naively, λ′ ≤ λ. Let id1, . . . , idλ be the complete list of ID values appearing in ∆. Let

Xλλ′ = {xi,j}, (1 ≤ i ≤ λ, 1 ≤ j ≤ λ′) be the variable representing whether an ID value

is associated with a sensitive value, i.e., xi,j = 1 means that idi is associated with sj and

xi,j = 0 otherwise. Therefore, any possible instance table in the PIS with respect to ∆

can be represented by a different assignment of Xλλ′ (an assignment can be regarded as a

vector of size λλ′). The SOL(∆) includes the following two kinds of equations, based on

the requirements of the given micro-disclosure:

• ∀i(1 ≤ i ≤ λ), Σλ′
j=1xi,j = 1. That is, each ID value can be associated to only one

sensitive value in one possible instance table;

107



• ∀k, j(1 ≤ k ≤ n, 1 ≤ j ≤ λ′), Σidi∈πIDψk(publicT )xi,j = app(Vk, sj), where app(Vk, sj)

represents the number of times sj appears in Vk. That is, a possible instance table

must yield the same result as baseT for any generalized disclosure.

• Note that in SOL(∆), I assume each variable xi,j , (1 ≤ i ≤ λ, 1 ≤ j ≤ λ′) can be any

real number within the interval [0, 1].

Theorem 22 follows easily from the properties of micro-disclosure and the proof of The-

orem 16 in the work [57].

Theorem 22. Given a micro-disclosure ∆, its solver SOL(∆) defines a polyhedron, of

which every vertex A = (a1,1, . . . , aλ,λ′) is an integral point, i.e., ai,j = 0∨ ai,j = 1, (1 ≤ i ≤

λ, 1 ≤ j ≤ λ′.

Sketch. Assume there is a vertex represented by an assignment vector A (of Xλλ′), in which

there exists 0 < ai1,jj < 1. Consider all ai,j in A such that ai,j = 1 or ai,j = 0, assume

the corresponding variable xi,j = ai,j to be a constant in SOL(∆). I now reduce to a

polyhedron with smaller dimension, where the projection A′ of A should still be a vertex.

However, every constant coefficient of this new linear equation system is an integer and

every variable coefficient is 1, therefore, either (1) there exists a small vector ε̄ such that

A′− ε̄ and A′ + ε̄ are both in the polyhedron, or (2) A′ is the only solution. However, (1) is

contradicted to the fact that A′ is a vertex, while (2) is contradicted to the micro-disclosure

∆ itself because of the existence of the baseT , i.e, baseT (with all variables to be 0 or 1) is

always a solution to SOL(∆). This step completes the proof.

I describe the sampling process by Algorithm 6.2. In it, I denote by T a table over 2

attributes for id and s. I denote by ∆¢T the new micro-disclosure in which both ∆ and T

are disclosed. Note that T can be also regarded as a generalized disclosure where nothing

is indeed generalized.

Theorem 23. Given a micro-disclosure ∆ and its corresponding PIS, (1) Algorithm 6.2

has the same functionality as Algorithm 6.1 through a constructing tree of the PIS; (2)
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Algorithm 6.2: Sampling a table from PIS (instantiation)
1. Let T = φ,w = 1;
2. For i = 1 to λ do
3. Let S = φ;
4. For j = 1 to λ′ do
5. If SOL(∆ ¢ (T ∪ {(idi, sj)})) is not solvable
6. Continue;
7. End If;
8. Find a vertex A of the resulting polyhedron;
9. If A is not an integral point

10. Continue;
11. End If;
12. S = S ∪ {sj};
13. End For;
14. Let w = w ∗ |S|;
15. Random select s from S;
16. Let T = T ∪ {(idi, s)};
17. End For;
18. Output (w, T );

Figure 6.2: Algorithm 6.2

Algorithm 6.2 generates an output in O((λλ′)4) time, where λ is the size of baseT and λ′

the number of different sensitive values appeared in baseT .

Proof. Part (1) is clear because for any T ∈ PIS, it must be contained in a possible

output (w, T ) of Algorithm 6.2. Also, based on Theorem 22, in every output (w, T ) of

Algorithm 6.2, we know that T ∈ PIS and 1/w is the probability of T to be output by

Algorithm 6.2.

For (2), note that it cost O((λλ′)3) to solve a linear equation system, and finding a vertex

of a polyhedron can be done in O(λλ′), where λλ′ is the number of variables (dimension).

Therefore, Algorithm 6.2 will output in λλ′O((λλ′)3 + λλ′) = O((λλ′)4) time.

Note that in Algorithm 6.2 (line 12), if the vertex point that we found is an integral

point, there exists a possible instance table consistent with the disclosures. That is, sj is a

valid choice for idi. Theorem 21 says that for a constant ε and θ, we need a constant number

of samplings to be able to verify a γ-Privacy with (ε, θ)-Confidence. With Theorem 21 and
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Theorem 23, we have the following result:

Theorem 24. Whether a micro-disclosure of a table baseT is γ-Private with (ε, θ)-Confidence

or non-γ-Private with (ε, θ)-Confidence is decidable in O(d2
√

2erf−1(θ)
ε e(λλ′)4) time, where

λ is the size of baseT , λ′ the number of different sensitive values appeared in baseT and erf

the Gauss Error function.

6.4 Restoring Compromised Privacy

In this section, I discuss how to restore compromised privacy, given a micro-disclosure

∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)}), which violates the desired γ-Privacy or γ-Privacy

with (ε, θ)-Confidence by releasing additional generalized disclosures. That is, we would

like to find a new micro-disclosure ∆′ = (publicT, {(V1, ψ1), . . . , (Vn, ψn), (Vn+1, ψn+1), . . . ,

(Vn+K , ψn+K)}) which extends ∆, such that ∆′ satisfies the desired privacy property. To

do that, we need to answer the following two questions:

• How many additional generalized disclosures do we want to disclose?

• What generalized disclosures should be disclosed?

6.4.1 Selecting an Additional Generalized Disclosure

Besides the generalized disclosures that have been disclosed, we can construct any general-

ized disclosure which by itself satisfies the desired privacy property. Note that the original

table baseT has a limited size λ. Therefore, we have at most 2λ − (λ + 1) different choices

of additional disclosures. The problem of whether there exists one of them such that we

can restore the privacy by disclosing it is thus decidable. However, whether there exists an

efficient algorithm to decide (for γ-Privacy with (ε, θ)-Confidence) is still an open research

question. Note that enumeration is not computationally practical, because, in the worst

case, we can have 2λ − (λ + 1)− n different candidates.
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In this section, I propose heuristic algorithms in which additional generalized disclosures

are restricted to the refinements of the previously disclosed ones. To illustrate, I extend

the medical information example from Section 6.1. The original table baseT is shown in

Table 6.6.

Table 6.6: Extended Patient Information Table
Name Sex Age Employer Condition
Alan M 23 ABC, Inc. Heart Disease
Bob M 24 ABC, Inc. SARS
Clark M 25 ABC, Inc. Viral Infection

Donald M 26 ABC, Inc. SARS
Ellen F 27 ABC, Inc. Viral Infection
Fen F 28 ABC, Inc. SARS

Garcia F 28 ABC, Inc. Flu
Helen F 29 ABC, Inc. SARS
Jessica F 30 ABC, Inc. Viral Infection
Kathy F 30 ABC, Inc. Heart Disease
Lucy F 33 ABC, Inc. Viral Infection

Besides the Public Knowledge disclosure, we have three released generalized disclosures.

Two of them are exactly the same two views shown in Table 6.3(A) and Table 6.3(B). The

third generalized disclosure is shown in Table 6.7.

Table 6.7: The Third Generalized Disclosure
Age Condition

29˜33 SARS
29˜33 Viral Infection
29˜33 Viral Infection
29˜33 Heart Disease

Note that in this example we will have the corresponding possible instance set PIS that

is not well-connected, as discussed in previous sections. Assume that, as in Section 6.1, we

consider 0.5-Privacy. It can be computed that in this example, the adversary will win the

(PIS,Donald, SARS)-guessing game with a probability higher than 0.5, which violates the

0.5-Privacy.

To restore the compromised privacy, one possibility is to disclose Table 6.5(A) and

Table 6.5(B) as discussed in Section 1. Another possibility, in this example, is to disclose
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the following generalized disclosure shown in Table 6.8, together with either Table 6.5(A)

or Table 6.5(B) to restore the compromised privacy.

Table 6.8: Another Additional Generalized Disclosure
Age Condition

26 or 33 SARS
26 or 33 Viral Infection

However, from the information consumer’s point of view, Table 6.8 is a worse choice

than any of the Table 6.5(A) or Table 6.5(B), because the latter two provide the desired

information in a more precise way. That is, Table 6.5(A) is a refinement of Table 6.3(A)

and Table 6.5(B) is a refinement of Table 6.3(B).

Therefore, in practice, it may make sense to limit the choices of additional generalized

views to such a category. Following this restriction, in this chapter, I consider an additional

generalized disclosure selected from the set R(∆), where R(∆) is called a single refinement

set: for a given micro-disclosure ∆ = (publicT, {(V1, ψ1), . . . , (Vn, ψn)}), it is computed as

R(∆) = {(V, ψ)|∃i(1 ≤ i ≤ n), σψ(baseTbl) = σψσψi(baseT )}, where ψ is a propositional

formula without negation, disjunction, and “6=”. Therefore, we have |R(∆)| ≤ nλ2 ≤ λ3,

where λ = |publicT |.

6.4.2 Selecting the Number of Additional Disclosures

Next, we need to decide how many additional generalized disclosures we need to release in

order to restore a compromised privacy. Note that, because the original table baseT has the

size λ, we at most disclose λ additional generalized disclosures. Therefore, we have up to

( |R(∆)|
1 )+ · · ·+( |R(∆)|

λ ) different choices, which are computationally infeasible to enumerate.

Unfortunately, for any constant K, we can construct an example, in which, in order

to restore the compromised privacy, we need to disclose exact K additional generalized

disclosures from R(∆), as follows.

Let the baseT contain 3K + 1 ID values id1, . . . , id3K+1 and K + 2 different sensi-

tive values s1, . . . , sK+3, in which for any i(i 6≡ 0 mod 3, i 6= 3K + 1), idi is associated
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with si mod 3; for any i(i ≡ 0 mod 3), idi is associated with si/3+2; id3K+1 is associated

with s1. We have K generalized disclosures (V1, ψ1), . . . , (VK , ψK), where πIDσψi
(baseT ) =

{id3(i−1)+1, id3(i−1)+2, id3(i−1)+3, id3K+1}, (1 ≤ i ≤ K). It can be computed that the corre-

sponding micro-disclosure ∆ is not 0.5-Private, because the probability for an adversary to

win the (PIS, id3K+1, s1)-guessing game is 2K

2K+1
.

In this case, the only way to restore the 0.5-Privacy is to disclose K additional generalized

views, each containing two tuples from a single previously disclosed view and satisfying 0.5-

Privacy by itself.

6.4.3 A Naive Efficient Algorithm To Restore Privacy

Based on the discussion above, I design a naive algorithm to restore privacy, given a micro-

disclosure ∆ that violated a desired γ-Privacy with (ε, θ)-Confidence, as follows: given a

constant parameter K, the algorithm simply enumerates all possible 1-combinations, 2-

combinations, . . . , K-combinations of R(∆), the single refinement set of ∆, and outputs

the first possible set of generalized disclosures that leads to a new micro-disclosure that is

γ-Private with (ε, θ)-Confidence or outputs “fail” otherwise. Clearly, this naive algorithm

will stop in O(λ3K+4λ′4) time, where λ is the number of ID values in the original table and

λ′ is the number of sensitive values. I will show that, through experiments in Section 6.5,

in practice we can have a good percentage of successful privacy restoring by this naive

algorithm, even with K = 1.

Figure 6.3: Privacy Restoring by a Single View Figure 6.4: Privacy Restoring by up to 2 Views
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6.5 Experiments

I conducted preliminary experiments based on the heart disease records datum borrowed

from the UCI data repository ([1]). Each of the four repository tables has such attributes as

person’s name, age, and level, which classifies a heart disease into 5 categories. I consider the

attribute level as sensitive and select 4 other attributes including age as the QI attributes.

Each time, I consider one of the four repository tables, each having around 200 tuples.

Queries in the study are selections on a single QI attribute that require the value to be

in an interval [a, b]. The interval is selected randomly, with a selected uniformly from the

interval range of the attribute, and b − a chosen uniformly (1) from 3.5% to 7% or (2)

from 2% to 4% of the size of the attribute range. If a query by itself violates 0.5-Privacy,

it is discarded. If not, I check if all queries so far collectively satisfy 0.5-Privacy with

(ε, θ)-confidence, where ε ≤ 0.1 and θ ≥ 0.95, and stop the iterative process if they do not.

I then check whether it is possible to restore the violated 0.5-Private with (ε, θ) confi-

dence. Figure 6.3 refers to the case when I use a single additional view to try and restore

privacy. The set of all views considered are all possible refinements (in terms of the interval

in the selection condition) of previously disclosed views. Note that because all QI attributes

in the study are integers, there is a finite number of considered views. Figure 6.3 gives the

percentage of cases (in 1000 runs), in which privacy was restored for the cases of 1,2,3, and

4 QI attributes, and for both ranges (1) from 3.5% to 7% (2) from 2% to 4% used in the

original views. Figure 6.3 shows that the percentage of restored cases grows to about 50%

when there are 4 QI attributes.

Figure 6.4 gives the same information as Figure 6.3 for the case when I use up to two

(rather than one) additional views to restore privacy. For this case, Figure 6.4 shows that

the percentage of restored cases grows to about 60% when there are 4 QI attributes.

Note that when the privacy was not restored, we did not know if the restoration was

indeed not feasible. It may be feasible if we disclose more flexible additional views (not

just the refinements of the previously disclosed ones) and/or disclose a larger number of
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additional views (not just 1 or 2). Clearly, the percentage of restored cases out of all

restorable cases is higher or equal to that in the diagram. Note that while the study is

preliminary, it indicates that the percentage of restored cases is significant, even with a

single additional disclosed view.

6.6 Discussion

In this section I discuss and provide more justification for the assumptions that are made for

the adversary model. Recall that the definition of the γ-Private is based on the assumption

that the adversary will try to compromise an individual’s privacy contained in a private

table through a random guessing game. What is hidden is that we assume the adversary

will collect all of the disclosed information, including Public Knowledge disclosure and

generalized disclosures of the private table. The following two assumptions have not been

addressed: (1) the adversary may acquire only part of the published information; and (2)

the adversary may acquire even more information about the privacy restoring process. In

this section, I discuss, in two different cases, how the process of privacy restoring can be

affected by (2).

Intention of Privacy Restoring: The adversary may get to know the intention of

trying to restore a compromised privacy. In this case, to safely restore a compromised

privacy, in a given micro-data disclosure problem, whether to perform a privacy restoring

should not depend on the original baseT . Formally, the decision should be “simulatable”

to the adversary. To explain the idea, consider a modified example of medical information

disclosure that has been discussed in Section 6.1. Assume that we have a different baseT

shown in Table 6.9, but the Public Knowledge disclosure (Table 6.2) and the two generalized

disclosures (Tables 6.3(A, B)) remain the same. Note that in this example, the adversary

may be misled by the disclosed information and find out that there is a high probability of

Donald having SARS. One may think that it could be a good choice to stay with such a

status. However, this is not a safe decision, because if the adversary acquires the knowledge

that we have been trying to restore a compromised privacy, the fact that we have done
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nothing in this example will immediately reveal the fact that Donald has V iral Infection.

This problem can be solved simply by making the privacy restoring decision independent

from the original baseT .

Table 6.9: Modified Patient Information Table
Name Sex Age Employer Condition
Alan M 23 ABC, Inc. SARS
Bob M 24 ABC, Inc. SARS
Clark M 25 ABC, Inc. Heart Disease

Donald M 26 ABC, Inc. Viral Infection
Ellen F 27 ABC, Inc. SARS
Fen F 28 ABC, Inc. SARS

Garcia F 28 ABC, Inc. Flu

Preferences in Disclosure Selection: The adversary may obtain the following two

facts: (1)when we are trying to restore a compromised privacy, we may have some prefer-

ences in the selection of additional generalized disclosures; and (2) among all the released

generalized disclosures, some are used to restore a compromised privacy. In this case, the

adversary may also have an opportunity to compromise an individual’s privacy immediately.

To illustrate, consider the same example shown in Table 6.9. To restore the compromised

privacy for Donald as discussed above, we may disclose two additional generalized disclo-

sures: one is the same as shown in Table 6.5(B) and the other one is shown in Table 6.10(A).

This works fine under the assumptions discussed in previous sections. However, if the ad-

versary discovers that we are trying to minimize generalization for the additional disclosure,

the fact that Table 6.10(B) is not disclosed as the additional generalized disclosure will im-

mediately reveal that Clark is highly probable to have Heart Disease. This is true because

if Donald has V iral Infection and Clark has SARS, Table 6.10(B) should be disclosed

instead of Table 6.10(A). Therefore, under such strong assumptions of the adversary model,

we should be very careful to select an additional generalized disclosure. A complete solution

for this case remains future work.
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Table 6.10: Additional Disclosure Selection
Age Condition

24 or 26 Viral Infection
24 or 26 SARS

Age Condition
25 ∼ 26 Viral Infection
25 ∼ 26 SARS

(A) (B)

6.7 Summary

In this chapter, I studied the problem of restoring compromised privacy for micro-data dis-

closure with multiple disclosed views by disclosing more views, in terms of both theoretical

foundation and practical solutions. Many research questions remain open. One is a more

comprehensive study on heuristic algorithms to restore privacy in terms of their complex-

ity and efficacy. Another direction is the notion of optimality, i.e., given multiple ways to

restore privacy, how do we decide on the best. Also important is extending the results to

additional, possibly more relaxed, adversary models.
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Chapter 7: Conclusion and Future Research

7.1 Conclusion

This dissertation presents a number of techniques that address a basic question in the

problem of information sharing: how secure is an information sharing process, including

the applied information disclosure algorithms, and if it is not, how to make it secure? Or

more intuitively, what information does an applied information disclosure algorithm really

disclose with respect to a particular input?

This problem has been overlooked by the research community for a long time. However,

it is extremely important to all data applications that deal with the information disclosure

problem. In any case that the information providers do not carefully address this problem,

serious security/privacy violation may take place.

This dissertation discusses the problem in the environment of two major information

sources, numerical databases and relational category databases (micro-data).

For numerical data disclosure applications, this dissertation first studies the existing

solution to a similar problem proposed in the work of simulatable auditing. This dissertation

shows that the existing solution does have a security guarantee but far from the best with

respect to data utility.

This dissertation then proposes a new model, called simulatable binding. Based on

which, this dissertation develops several algorithms for popular queries that are proved to

have the locally-best performances.

For category data disclosure applications, this dissertation first studies the existing

solutions to define the proper notion of security/privacy properties. This dissertation then

shows that the existing notions only guarantee the declared properties when the applied
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disclosure algorithms remain secret to anyone other than the information providers. This

assumption is, however, too strong to be practical.

This dissertation then proposes a general notion, called p-safety, where p is any se-

curity/privacy constraint the information providers want to assure. Any algorithm that

guarantees the p-safety will at the same time guarantee “p” when the algorithm itself is

known to the public.

However, this dissertation proves that, in general (and most cases in practice), algo-

rithms that guarantee the proposed p-safety property cannot optimize their results with

respect to the data utility. That is, it is an NP hard problem.

This dissertation gives a discussion in detail of how to design an efficient heuristic

algorithm such that it guarantees the p-safety property and can produce outputs that are

close to the optimal ones with respect to the inputs.

In the end, this dissertation discusses the problem of protecting security/privacy when

multiple information providers are disclosing the same set of information without collabo-

ration or centralized control. It is shown that under such conditions, the security/privacy

constraint of any information provider is not guaranteed. This dissertation opens another

way to solve this problem. That is, under certain conditions, the violated security/privacy

constraints of the information providers can be restored by disclosing more information.

This is then able to be done by any third party information providers in a truly distributed

fashion.

7.2 Future Research

There are still a number of problems that have not been solved and are open to future

research. In the numerical databases, when the information providers have to answer com-

prehensive categories of aggregation queries from the information consumers, how to design

correspondingly efficient disclosure algorithms based on the model of simulatable binding

is still open. This dissertation only solves the problem for a limited family of queries.

In the problem of micro-data disclosure, the way to approach the optimal algorithms
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with respect to data utility is never ending. Although the heuristic algorithms designed in

the dissertation produce outputs with relative good performances in general, there are still

data applications with high data utility requirements that need more specially well-designed

disclosure algorithms.

In a more general range, how to secure the information disclosure process deserves to be

discussed in all kinds of data applications related to information disclosure or information

sharing. For example, in the model network environments, information is more likely to

be disclosed in streaming or a more distributed fashion. How to extend the real “safe”

information disclosure framework discussed in this dissertation into these problem settings

is very challenging and important.
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