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Abstract

With the rapid expansion of machine learnmgthodsand applicationsthereis a strongneedfor
computer-based interactiveols that supporteducationin this area. The EMERALD systemwas
developedto provide hands-onexperienceand an interactivedemonstratiorof severalmachine
learning and discovery capabilities for studentsin Al and cognitive science, and for Al
professionals.

The current version of EMERALD integratige programsthat exhibit different typesof machine
learning and discovery: learning rules from examples, determining structural descopiidoject
classes, inventing conceptual clusterings of entities, predicting sequencesof objects, and
discovering equations characterizing collections of quantitative and qualitative data.

EMERALD extensivelyusescolor graphic capabilities,voice synthesis,and a natural language
representation of the knowledge acquired by the learning progrBaehprogramis presenteds
a "learning robot," which has its own "personality,” expressed by its icormgids, the comments
it generatesluring the learningprocessandthe resultsof learningpresenteds naturallanguage
text and/or voice output. Users learn about the capabilitiesof each "robot" both by being
challengedo performsomelearningtasksthemselvesandby creatingtheir own similar tasksto

challenge the "robot."

EMERALD is an extension of ILLIAN, an initial, much smaller version that toaigtt major US

Museumsof Science,and was seenby over half a million visitors. EMERALD's architecture
allows it to incorporate new programsand new capabilities. The system runs on SUN

workstations, and is available to universities and educational institutions.



1. INTRODUCTION

Recentyearshavewitnesseda rapid expansiorof researchin the areaof machinelearning, and
with it widespreadefforts to apply machinelearningtechniquesin various practical problems.
Machine learning has becomea major topic in artificial intelligence curricula, and various
organizations have started to intensively explore its applications.

With the growth of efforts to incorporate machine learréagabilitiesinto Al systemsthereis an

increasing need to train students, developeaspotentialusersin this emergingnew technology.
The goal of the EMERALD systemis to serveas a tool in such efforts. Specifically, it allows

individuals with no or little prior knowledge difie field, aswell asresearchers this area,to get

hands-on experience with diverse machine learpnegramsand conductexperimentsvith them.

EMERALD allows users to learn about the capability of each prodiesnpy beingchallengedo

perform some learning tasks themselves, thed by creatingtheir own similar tasksto challenge
the program.By observingthe resultsof learning, the usersdevelopinsightsinto the system's
capabilities.

EMERALD is implementedon the SUN workstation. The current version is a significant
extensionand modification of ILLIAN, an initial, much shorter version developedon the
VAXstation 1I/GPX. ILLIAN was developed for thexhibition "Robotsand Beyond: The Age of
Intelligent Machines," organizedby a consortium of eight Museums of Science (Boston,
Philadelphia,Charlotte, Fort Worth, Los Angeles, St Paul, Chicago and Columbus.) The
exhibition organizers have estimated thegr half a million visitors haveseenandinteractedwith
the system.

EMERALD hasbeenusedas a tool for teachingmachinelearning coursesat George Mason
University, and for demonstrations of machlearningcapabilitiesto a large numberof students,
researcherand professionals. Users' commentsfrom their interactionwith the systemranged
from positive to enthusiastic. The experiencegained from these demonstrationshas provided
feedback and important insights that have helped to incrementally improve the system.

EMERALD has proven it to be appealiagd informativeto usersof vastly different backgrounds
and levels of expertise. This effect was achievedby structuring the system'scapabilitiesand
modesof operationinto severallevels. Sucha multi-facetednature enablesdifferent classesof
users to easily access and experience the sysiéfarent aspectsand capabilities,as appropriate
to their levels of interest and prior knowledge of the subject.

The next sectiornprovidesan overview of the system'scapabilities. Section3 describeghe user
interface and the structure of the interaction between a user and the systemaathealrdware
and software requirementsfor running EMERALD. Section4 briefly describesthe learning
programscurrently includedin the systemand the domainswith which they are demonstrated.
Finally, Section 5 presents the results of EMERALD and ILLIAN demonstrationslancharizes
EMERALD’s main advantages and limitatioas a tool for educationin machinelearning. It also
discusses desirable improvements and enhancements to the system.

2. AN OVERVIEW OF THE SYSTEM'S DESIGN FEATURES

The current version of EMERALD integrates five programddiéierent typesof machinelearning
and discoveryat a userlevel, providesillustrations of how they work through examplesand
practice exercises, and enables users to experiment wiphapeamsusing problemsdesignedby
them. To facilitate the designof theseproblems,the systemsuppliesvariouspredefinedobjects,
whose properties are knownttte system. The programsincorporatedn EMERALD exhibit the
following machine learning and discovergipabilities: learningrulesfrom examplesdetermining



structuraldescriptionsof object classes,nventing conceptualclusteringsof entities, predicting
sequence®f objects, and discovering equationscharacterizingcollections of quantitative and
gualitative data.

The systemprovidesa common programmingenvironment,specifically, interface and display
functions, primitives and conventions that can be shared by the individual learning progtems.
programsare implementedas separatenodules. Sucha modulardesignwith sharedfacilities
greatly simplifies the incorporationof new programsinto the EMERALD environment,and thus
makes it an extensible educational and research tool.

In particular,as EMERALD is made available to other university laboratoriesand research
organizations, it can be enhanced by these groups' own learning and discovery prapeanse
of shared primitives also createsan environmentwhere the user will recognize substantial
consistency between the modules, but where some individuality can still be incorporated.

Anothermajor designfeatureis that EMERALD's structuregreatly facilitates an easyinteraction
between the user and the individual learning programs.u3&ecan easily accesghe information
abouteachprogram, perform exerciseswith different aspectsof the program that facilitate the
understandingf its capabilities,and use predefinedobjectsin orderto createproblemsfor each
programto solve. The user can then challengethe programto solve the problem, ask for
alternative solutions, and make various experimentswith the program's capabilities. These
features enable the user to quicklyquirean understandingf the functionsof eachprogram,the
program's performance and its limitations. Each program is acdbssadghthe main menu,and
the variousaspectsand modesof the programoperationare accessedhrough submenus. The
screens are color-coded in such a way that different menu items and pfegtarascan be easily
identified.

In order to make the system easy for an inexperienced user to use, and to facilzdduttenof

the results of learning by the user, EMERALD extensively uses color graphic capadidiesice

synthesis. Any knowledgeacquiredby a learning programis translatedto a natural language
representation, and then is displayed in this form on the screen, expfessederbally through
a voice synthesizer.

To facilitate more personalinteractionwith the system,eachlearningand discoveryprogramis

presented as ‘dearningrobot.” Sucha robot hasits own "personality,”expressedby its unique
icon, its voice, the commentst makesduring the tutorial or problem-solvingprocessesand the

resultsof its learningthat it presentsto the userverbally and/oron the screen. To make the

commentsseemmore natural,they are not fixed, but insteadare either generateddynamically to

reflectthe learning situation, or selectedrandomly from a set of possibilities. The latter limits

repetitionof the commentsandthus preventsthe user from losing attentiondue to a developed
expectation of what is to be said.

The examples used in EMERALD deal witlry simple objects-- picturesof imaginaryrobotsor

trains, geometricalfigures, playing cards, etc. -- so that any user can easily understandthem

without having prior expertise in the subject matter. In ord@reventa userfrom assuminghat

the programsapply only to problemsinvolving theseobjects,the systemexplainsin appropriate
placesthat theseprogramsare of generalapplicability, and describestheir different domainsof

application.

3. BASIC OPERATIONS OF EMERALD

The system is designed in such a way that the user caneiff@iencendividual capabilitiesin a
predeterminedequenceqr accessany capability directly. The usercan also return easily to a



previously explored topic. After the introductory screen,which is accompaniedoy a verbal
greeting, the user enters the maienu. The main menuenableghe userto selectthe programof
interest. A further explanation of these screens is given below.

The systempresentlyincludesfive different programs(modules),presenteds "learningrobots,”
whose names are:

AQ INDUCE CLUSTER SPARC and ABACUS

The next section describes their capabilities and the specific modes of intebativeenthemand
the user. Here, we will explorethe commonmodesof interactionbetweenthe userand these
programs, as well as between the user and the EMERALD shell.

The user may interact with any of the learning robots in the following main modes:

Robot Challenges You
You Challenge Robot
Find out How Robot Works

The first modeintroducesa userto the capabilitiesof the chosenlearning robot by presentinga
seriesof problemsand exercises. Theseproblemsare presentedas a "challenge”to the user,
which stimulates the user to understand the subjatter. Theseproblemshaveincreasingevels
of difficulty, so the users atifferent levels of experiencecan proceedaccordingto their interests.
This way, the user learns about the robot's capabilities without having to read any specific text.

The second mode enablie userto define a specific problemto a given learningprogramusing
predefined objects. Problems damat differentlevelsof difficulty, asdecidedby the user. The
usercaneasily changethe problem,or presenta new one. For eachlearningproblem,there are
usually several possible solutions. The user can explore different solutions, by claoasitign
to determine an alternative solution after viewing a previous one.

The third mode enablesuserto accessa brief conceptuadescriptionof the algorithmbehindthe
program. The useris also informed aboutthe domainsor problemsto which the programhas
already been applied, or could potentially be applied.

Someof the robots may have additional modesof interaction. While progressingthrough the
system,the user may encounterscreensthat are primarily informational and screensthat are
designedfor more active user interaction. The latter screengypically ask the userto solve a
computer-posegroblem,or to createa problemfor a learningprogramto solve. To simplify a
user'sinteractionwith the system,and to maintaina generaluniformity of the presentatiorthat
facilitatesmaking systemenhancementd&EMERALD’s screenswere designedto fit into one of
several basic templates.

When EMERALD is startedor left idle for a predeterminedperiod, an introductory screen,
designed to immediately introduce the user to the componentsaiwinteractionsof the system,
is displayed.This screendisplays the title “Machines that Learn and Discover” in full-color
graphics, while illustrating theeonsthat will be encounteredhroughoutthe experimentswith the
system. It also indicates,both by print and by voice, how the user may proceedwith the
demonstration.

The next screento be encounteredabeledMAIN MENU, displaysthe availableprograms. The
page contains an image of “EMERALD” as a "Guide Robot", eawhof the learningrobotsthat
the user may "visit." On this screen, the user first encounters a standafrdlsateor "selection
squares" located at the bottom of the scredifsesesquaresare labeled"QUIT THE EXHIBIT",



"RESTART THE EXHIBIT", "HELP", "BACK ONE SCREEN", and "NEXT SCREENThus,
at any step of interactionwith the system,the user may quit the system, get help, restartthe
demostration,or move one screen(or topic) forward or backward. (The implementationof
"moving backwards" is not a trivial matter, as macyeensare generatealynamically,as a result
of the learning process.)

Two other standard'selectionsquares'are presenton the screensother than the main menu:
"VISIT ANOTHER ROBOT," a squarefor returningto the main menu, and “<robot> MAIN

MENU," a squarefor returningto the introductory menu screenof the learningrobot currently
beingviewed (it replacegshe RESTART THE EXHIBIT square). The purposeof the "selection
squares"” is to provide standard, easy to learn, metnoddich a usermay progresshroughthe
system. From the main menu, the user may choose to visif dhg five robotsby selectingone
of theserobots, or by choosinga standardoption from the bottom of the screen. If NEXT
SCREENIs chosenfrom the main menu, the user will begin with the first robot (AQ), and
eventuallyprogressrom left to right throughoutall the robotsand all the system'scapabilites.
This way, a diligent student can view the entire system by repeating one control command.

An importantaspectof the systemis an extensiveuse of voice output. EMERALD employsa

DECtalk voice-synthesisnoduleto “speak” (in different voices) many of the instructionsand
comments, as well as the results of learning. The addifi@wvoice componenhasturnedout to

be very successful, as it is a useful mearfeaisinga user’sattentionat timeswhenthe amount
of information on the screenmay be overwhelming. Experienceduserswho wantto experiment
with various features more rapidly can disconnect the voice output.

One very successful feature of EMERAL¥scal outputis the assignmenof a different voice to
eachlearningrobot. This createsan illusion of different personalitiesbehindthe "robots" and
helpsusersto identify easily eachrobot. Also, the use of different voices, especiallyat the
moment when a new voice appears, has often agégasansurpriseand a sourceof amusement
to users. This feature is a useful way to relax users.

The entire EMERALD system(sourceand object code, both for EMERALD and for the five

learningprogramsiext files and supportfiles) takesup approximately6.2 megabyte®f storage.
The sourceitself consistsof over 64000 lines of code. EMERALD runs in a Common Lisp

environment, interfaced with OpenWindows. Two of the learning programsndi@PARC, are
implemented in Pascal.

4. EMERALD’'S LEARNING PROGRAMS

The five programsdemonstrateddy EMERALD arethe resultof many yearsof developmenty
Michalski's researchgroup, first at the University of lllinois, and later at George Mason
University. Eachof theseprogramsexhibitsa differentlearningtask, and eachoneis a general-
purpose program, not limited to the application domains shown in EMERALD’s demonstration.

AQ provides a simple but powerful demonstratafriearningconceptsrom positive and negative
examples [Michalski and Larson, 1983; Michalski et al, 1986]. ddreainusedfor this involves
a family of imaginary "robots." These robots are characterized by vatioilsitesthat are easily
detectable visually (e.g., color of the jacket, height, coldh@antennagtc.). The systemknows
theseattributes,so that the useris sparedfrom defining the attributeswhen creatinga learning
problemfor the program. A problemis createdby selecting'robots”, from a generalpool, that
exemplify two or more categories. Theogramis supposedo learngeneraldescriptionsof these
categories. (Examplescan be presentedall at once or incrementally.) For instance, given
examplesof two categories’Can Join a Club" and"CannotJoin a Club" , AQ may generatethe
rule: “A robot can join your club if it is smiling and wears a bowotiét wearsa red jacketandis



holdingaflag.” A discoveredule appearon the screen,andis simultaneouslyspokenby the
"AQ robot."

INDUCE demonstratedearning "structural descriptions”of object categories.The program
extends AQ’s capabilities for by facilitating the representation of structured objebjectswhich
may have varying numbersof parts whose relationshipswith one anothermay be significant
attributes[Hoff, Michalski and Stepp, 1983; Bentrup, Mehler and Riedesel,1986]. Three
domains are available to introduce the user to structured learning problems: l&ercmceptof
an arch, distinguishinggroupsof objectscomposedof geometricalfigures, and differentiating
betweengroupsof "trains.” The latter domainis the one in which a user may test INDUCE'’s
capabilities by creating original problems using a library of 48 trains.

CLUSTERIinventsvariousclassificationschemesr taxonomiesof a given collectionof entities.
It divides the entities into subgroups,and articulatesthe characteristicsof each subgroup’s
members [Michalski, Stepp and Diday, 198Jichalski and Stepp,1983; Stepp,1984]. As with

the INDUCE robot, CLUSTER'’s primary demonstrationdomain involves trains; the user can
select up to eight trains from a library of twelve to be divided into up to four groups.

SPARC is the most complex tfe five EMERALD programs. It attemptsto discoverpatternsin
sequence®f objectsor events(in which an object’s position in the sequenceis generally
significant), and basedon these patternstries to predict likely continuationsof the sequence
[Michalski, Ko and Chen, 1985; Dieterrich and Michalski, 198&;halski, Ko and Chen,1986].
The user can be challenged in three domains: geometric figlagsg cards(basedon the game
Eleusis [Abbott]), and navigation through mined chann@lse first two presentproblemssimilar
to thosefound on an IQ test, while the third introducesthe userto the complexity of real-world
problems. The user can challenge SPARC in the Eleusis domain, setting up a sefjoarusto
be characterized.

ABACUS discoversequationscharacterizinga collection of quantitativeand qualitative data, and
defines the conditions under which these equationshold in the input data [Falkenhainerand
Michalski, 1990]. The useris introducedto ABACUS with short examplesof Ohm's Law and
Stoke'sLaw, andcanthenseethe main domain of the demonstration discoveringan equation
characterizing the distance traveled by a cannonball whetagainsta wall at a certainangleand
velocity, and then reflected from it. EMERALD simulates the flight of the ball on the screen.

5. RESULTS AND CONCLUSIONS

One of the major aims of the system was to design it in such a way that @mgeéef individuals
would find it informative and interesting. The implementedsystemwas shown to individuals
from a wide variety of backgroundsand experience. The demonstrationgn our laboratorywere
used as a tool in teaching classeslirand machinelearning,and shownto high schoolstudents,
professionals and management personnel, government officials at differentferdtg, members
of different specialitiesandtheir children,deansand university presidents. The commentsfrom

these viewers typically ranged from very favorable to enthusiastic.

We found that professionals at different levels with no experience ana palysinginterestin Al
were able to gain quickly insights into machine learragabilitiesand researchobjectives. They
were oftenintrigued by the program'ssolutionsto problemsthey createdthemselvesand they
were often surprisedby the capabilitiesof the programs. Sometimesa userdid betterthan the
machine, but sometimake machineoutperformedhe user. Many demonstrationsf the system
have showrthat EMERALD hasraisedtheir interestin Al significantly, and exposedhemto the
ideathat computerscan be capableof advancedntellectualfunctions,and can thereforedo more
than just what they were told.



Al studentsor professionalsnterestedn Al canexplore the capabilitiesand the performanceof
different learning programs by setting up their own problems fopithgrams. The problemscan

be very easily designedby employing various predefinedobjects. Through such an experience

they can quickly acquire the understanding of basic concepts, methods of solution, and thie types
researctproblemsstudiedin machinelearning. Researchergn Al or cognitive sciencecan use
EMERALD as a tool to study, analyze and make experimentswith various aspectsof the
programs.

We have observed that even children are entrabgeide system,dueto its audio capabilitiesand
attractive visual display, artie possibility of viewing the variousprogramsas a video game. A
confirmationof the appealof the systemto sucha categoryof useris the fact that a dentistwho
saw the ILLIAN version in a museum inquired about the availability of the system for his office.

We installed a counter into the ILLIAKystemthat was part of the museumexhibitionin orderto
get an idea of how many people had viewed the systemcdimgerwould incrementeachtime a
usermovedfrom the openingpageto the main menu. This is not a wholly accuratemeasureof
viewings; viewers could have used the system repeatedly, watchediotbestwith the system,
or accidentally returned to the opening scraedthenreincrementedhe counter. The numberof
users who experienced the system has been estimated at slightly over half a million.

EMERALD, in its currentstate, has severalweaknesses.It doesnot accepta naturallanguage
input. The five programs it demonstrates do not represent the entire spetcmachinelearning.
There are, for example, no explanation-based leapriograms neuralnetsor geneticalgorithms
presented in this version of EMERALD. The utility of the voice output, as discessket,is not

infallible. And usersmay sometimesget false impressionsof the learning programsthey see,
either that they are useful only for games &ogl” problems,or that they are powerful enoughto

reach useful conclusions without the benefit of domain knowledge.

Nevertheless, the availability of EMERALIO othereducationabnd researchinstitutionsmakesit
possible that new modules that demonstratedifferent machine learning capabilities will be
incorporatednto the system. Ongoingresearchnvolvesthe expansionof EMERALD’s current
capabilities,for example the additionof new submoduledo the demonstration®f the learning
programs, and the development of a natural-language input interface to all@pesécationand
creation of objects.
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