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Abstract

MACHINE LEARNING FOR WIRELESS CYBER-PHYSICAL SYSTEMS SECURITY

Amir Alipour-Fanid, PhD

George Mason University, 2021

Dissertation Director: Dr. Kai Zeng

Wireless cyber-physical systems (CPS) have been progressively adopted in many ap-

plications such as smart industrial control systems, intelligent vehicular transportation,

unmanned aerial vehicles (UAV), etc. Despite the CPS huge potential benefits in paving

the path to develop new applications, the open and broadcast nature of the wireless com-

munication medium has made these systems vulnerable to cyber attacks. In this thesis,

we propose a family of novel online machine learning algorithms which can be employed to

defend against jamming attacks in wireless CPS, and wireless communication systems in

general. In addition, we study the problem of fast detection and identification of intruding

consumer UAVs and propose a new method which exploits wireless network tra�c infor-

mation and utilizes machine learning techniques to identify the UAVs in a timely manner.

More specifically, in this thesis, we discuss four research projects which briefly are summa-

rized as follows. 1) We study security of remote state estimation in wireless CPS where a

sensor sends its measurements to the remote state estimator over a multi-channel wireless

link in presence of a jamming attacker. We propose a novel online learning-based policy

which can be employed by the sensor to jointly choose the transmission channel and power

to defend against the attack. We theoretically prove that the proposed algorithm achieves

a sublinear order-optimal learning regret bound in time. 2) We focus on the security of



multi-channel wireless communication systems with a scenario in which the jammer always

successfully attacks on the acknowledgment link and the transmitter loses throughput due

to dynamic channel switching latency. We model this problem as self-unaware bandits

with arm switching costs problem and propose two novel online learning algorithms with

theoretical performance guarantees. We prove a sublinear regret upper bound for both al-

gorithms and bound the switching costs such that it can improve the regret bound. 3) We

study the security of cooperative adaptive cruise control (CACC) system under jamming

attacks. We propose a novel time domain approach to analyze the mean string stability

and impact of the jammer’s location on the string stability. We derive a condition for the

packet successful delivery probability which indicates that the jammer has a higher proba-

bility to destabilize the string when it is closer to the first vehicle following the lead vehicle.

As a defense strategy for the setting of multi-channel wireless communication among the

vehicles, we derive the mean string stability condition with respect to the minimum packet

loss probability and number of channels, when both the vehicles and jammer employ online

learning-based channel access policies for data transmission and attack, respectively. 4)

Finally, we study detecting and identifying intruding consumer UAVs as an urgent need

for both invasion detection and forensics purposes. We propose a machine learning-based

framework for fast UAV identification over encrypted Wi-Fi tra�c. The framework jointly

optimizes feature selection and prediction performance in a unified objective function. Fur-

thermore, we identify the UAVs’ operation mode through data tra�c analysis which implies

that there is a strong correlation or coupling between cyber information (data tra�c) and

physical information (operation mode) of UAVs. This finding is expected to motivate new

cyber-physical defense and forensics mechanisms that leverage this cyber-physical coupling.

We believe the proposed methodology can be applied to other CPS and motivate more in-

depth study on cyber-physical attack co-detection or co-defense for many Internet-of-Things

(IoT) applications, such as smart home, smart healthcare, and smart manufacturing.



Chapter 1: Online Learning-Based Defense Against Jamming

Attacks in Multi-Channel Wireless Cyber-Physical Systems

In this chapter, we study security of remote state estimation in wireless cyber-physical sys-

tems (CPS) where a sensor sends its measurements to the remote state estimator over a

multi-channel wireless link in presence of a jamming attacker. Most of the existing works

study the sensor’s defense scheme by adopting optimization-based methods and rely on the

prior knowledge of the attacker’s attack policy. To relax this constraint, we propose a novel

online learning-based policy called J-CAP (Joint Channel And Power selection) for the sen-

sor to dynamically choose transmission channel and power. The proposed method assumes

no prior knowledge of the attacker’s attack policy, nor of the channel state information.

J-CAP jointly optimizes sensor’s channel selection and power consumption, and guarantees

the estimator’s asymptotic stability. We theoretically prove that J-CAP achieves a sublin-

ear learning regret bound. We also show J-CAP’s optimality by deriving and matching its

regret lower and upper bound orders. Compared with the solution that directly applies the

baseline solution, J-CAP improves the regret upper 0bound by a factor of
p
K+L, where K

and L denote the number of channels and number of power levels, respectively. Numerical

evaluations validate the analytical results under various CPS parameters, and compare the

J-CAP’s performance with the state-of-the-art solutions.

1.1 Introduction

Nowadays, wide spectrum of applications such as smart grids, smart manufacturing, health-

care systems, transportation, etc., all have progressively adopted cyber-physical systems

(CPS) and Internet-of-Things (IoT) [1]. Remote state estimation is a critical component in

wireless CPS in which a sensor usually sends its measurements to a remote state estimator

1



over wireless communication links. Due to the open and broadcast nature of the wireless

medium, however, wireless communication is subject to jamming attacks. Recently, denial-

of-service (DoS) jamming attacks in remote state estimation have attracted many attentions

[2–5]. In this type of attack, the attacker transmits a jamming signal to interfere with the

wireless communication between the sensor and the estimator aiming to corrupt the state

update packets. Jamming attacks can disrupt the normal operation of CPS to some extent,

or in safety-critical infrastructure systems can lead to severe damages [6], causing significant

degradation on the systems’ performance and safety [7]. Therefore, to ensure safe operation

of CPS, e↵ective jamming attack defense mechanisms need to be designed and implemented.

In a line of recent work in CPS, several jamming attack models and their countermea-

sures have been investigated including optimal jamming attacks by channel hopping [8],

jamming game in smart grid [9], stochastic jamming game in networked control systems

[10], jammer power control in game framework [11], and optimal DoS attacks in remote

state estimation [12]. Most of these works consider both sides (i.e., sensor and attacker)

to be strategic and formulate the problem in the game-theoretic frameworks [13]. In these

frameworks, the sensor and jammer are assumed to know each other’s action space or be-

liefs. However, this assumption does not always hold in practice. Furthermore, game theory

based methods usually incur significant computation overhead to find the optimal solution

[4, 5]. In other works, stationary or heuristic behavior of one side is assumed and coun-

termeasures of the other side is investigated [14, 15]. This family of methods are heuristic

or empirical, and the theoretical performance guarantees of their solutions are not readily

available.

To relax the above mentioned constraints, in this chapter, we aim to develop a com-

putationally e�cient online learning-based jamming defense mechanism in multi-channel

wireless CPS without any assumptions on the prior knowledge of jamming attack policy

and channel state information. The challenge, however, is how the sensor can defend against

such jamming attacks with CPS stability guarantee while striking a good balance between

reliability (i.e., packet delivery ratio) and transmission power consumption.
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To address the challenge, we propose a novel online learning-based algorithm, called

J-CAP (Joint Channel And Power selection), to be employed by the sensor for packet

transmission. By utilizing J-CAP, at each time, the sensor jointly chooses a channel and a

power level from the available K wireless channels and L transmission power levels to send

the state update packet to the estimator. For this framework, we design a unified reward

function to integrate the packet delivery ratio, power consumption, and the estimator’s

asymptotic stability condition. The proposed J-CAP policy along with the constructed

reward function provides the CPS performance guarantee.

Our proposed J-CAP policy is a modified version of the seminal multi-armed bandits

(MAB) framework, Exp3 [16], with the main di↵erence that the J-CAP faces two di↵erent

action sets with the total size of K+L. We measure the performance of J-CAP with

the notion of regret which is the performance di↵erence between the proposed algorithm

and the optimal static policy in hindsight. We define two performance metrics: power

regret and CPS overall regret. Then, for both metrics, we analytically derive the regret

upper bound in the order of O

 q
KL

K+L
T lnKL

!
where T denotes the time-horizon CPS

operates. Compared with the upper bound O(
p
KLT lnKL) achieved by the solution that

directly applies Exp3 algorithm, J-CAP improves the regret bound by a factor of
p
K + L.

We also derive the regret lower bound of J-CAP in the order of ⌦

 
(
p
K+

p
L)

p
T

!
and

show our algorithm’s optimality by matching its regret lower and upper bound orders. We

observe that the regret order is sublinear in time which means that the sensor converges

to choose the best channel and power level pair asymptotically, and hence, guarantees the

estimator’s asymptotic stability. The results of our study can also be found in [17].

Our main contributions are summarized as follows:

• In a multi-channel wireless CPS, we formulate the sensor’s defending policy against

DoS jamming attacks as an online learning framework without any assumptions on

the prior knowledge of the attacker’s attack policy and channel state information.
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• We propose a novel online learning-based algorithm called J-CAP for the sensor to

jointly optimize the channel selection and power consumption which guarantees the

estimator’s asymptotic stability, and at the same time strikes a good balance between

packet delivery ratio and transmission power consumption.

• Through theoretical analysis, we derive both the power regret and CPS overall regret

upper bound of J-CAP in the order of O

 q
KL

K+L
T lnKL

!
. We then prove that J-

CAP achieves an optimal regret order of ⇥̃

✓
p
T

◆
by deriving the regret lower bound in

the order of ⌦

 
(
p
K+

p
L)

p
T

!
and showing our algorithm’s optimality by matching

its regret lower and upper bound orders.

• Our proposed algorithm achieves improved order-optimal sublinear regret upper bound

where it outperforms the performance of the existing frameworks. We accomplish this

improvement by decoupling the two objectives of channel and power level selection

within the same online learning framework.

1.2 Related Work on MAB and CPS Security

In this section, we provide a brief background information on MAB problems and discuss

the related work on CPS security and compare the existing methods with the proposed

methodology.

1.2.1 Multi-Armed Bandit Problems

Reinforcement learning (RL) is a subfield of machine learning wherein over time an agent/player

takes various actions, transits to a state, and receives feedback (reward) from the environ-

ment [18]. Through this interaction, the player’s goal is to learn to take optimal actions to

4



maximize her accumulated reward. A successful design of RL policies involves optimally ad-

dressing the fundamental problem of exploration versus exploitation dilemma. Multi-armed

bandits (colloquial term for slot machines) are a subfield of reinforcement learning wherein

the learning structure consists of an action space and reward process with only one state.

MAB features with low storage and computational overhead, and hence it is very suitable

for resource constrained applications. Depending on the assumed nature of reward genera-

tion function on the arms, MAB problems are categorized into three fundamental models

of stochastic, non-stochastic (aka, adversarial) and Markovian described as follows [19].

Stochastic Multi-Armed Bandit

In this setting, the reward generation process is modeled with an independent and identically

distributed (IID) process. More specifically, at each round, the reward for each arm is drawn

independently from an underlying unknown fixed distribution with some unknown mean. In

their seminal work, Auer et al. [20] proposed upper confidence bound policy UCB1 for the

stochastic MAB which achieved logarithmic regret uniformly over T . The policy assumes an

index for each arm which measures the current average reward and its one-sided confidence

interval according to the Cherno↵-Hoe↵ding bounds. Then, over time, the arm with the

highest index is chosen to be played. Later, Audibert et al. [21] modified the UCB1 and

proposed Minimax Optimal Strategy in the Stochastic (MOSS) policy which achieved the

distribution-free optimal rate while preserving a distribution-dependent rate logarithmic

regret over T . For the special case of Bernoulli rewards, Kaufmann et al. [22] studied the

stochastic MAB using Thompson Sampling method and provided the asymptotic regret

upper bound which matched to the lower bound provided in [23], indicating the optimality

of the regret bound.

Non-stochastic Multi-Armed Bandit

In this setting, rewards are assumed to be arbitrary. In other words, the rewards are cho-

sen by an oblivious (non-adaptive) adversary. For this setting, the weighted majority [24]
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and Hedge algorithm [25] achieved the minimax regret order of ⇥(
p
T lnK) where both as-

sume a full-feedback reward information. In the bandit setting, the well-know Exponential-

weight algorithm for Exploration and Exploitation (Exp3) achieves a regret upper bound

of O(
p
KT lnK) [16]. The arm selection probability distribution of this algorithm includes

a mix of exponentially weighted average, and a fixed exploration term which depends on

the number of arms K and the time-horizon T . It is proven that such an arm sampling

probability construction provides an optimal exploration and exploitation tradeo↵ for the

adversarial MAB. Later, Audibert et al. also considered a new class of randomized policies

and proposed INF (Implicitly Normalized Forecaster) algorithm which improved the Exp3

by a factor of
p
lnK and achieved a minimax regret of O(

p
KT ) [21]. However, at each

round the algorithm requires to compute a normalization constant over a bounded function

which makes the algorithm computationally expensive compared to the Exp3. Thus, simi-

lar to Exp3, our algorithms are also based on the exponentially weighted average method.

Our problem setting assumes no prior knowledge on the attacker’s channel attack policy or

channel state information. Thus, the reward generation process fits into the non-stochastic

multi-armed bandit setting. We provide detail information in the next two sections on our

CPS defense model and its performance comparison with the baseline solution.

Markovian Multi-Armed Bandit

In this setting, the reward process is neither IID nor non-stochastic. Specifically, each arm is

associate with a Markov process with its corresponding state space. At round t, a stochastic

reward is drawn from a probability distribution Pi,j(t) for arm i at state j where the state

of the reward evolves in a Markovian manner based on the underlying stochastic transition

matrix. The pioneering work by [26] addresses the Makovian MAB problem by proposing

an e�cient optimal greedy policy.
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1.2.2 CPS Security: Jamming Attacks and Defense

Possible types of cyber attacks on CPS such as DoS jamming, replay, deception, and spoofing

attacks mainly target availability, integrity, and confidentiality as discussed in [10, 27, 28].

Our focus in this chapter is on the the well-known and disruptive DoS jamming attacks in

CPS. In this subsection, we first give a brief survey on the game-theoretic approaches, and

the joint channel and power selection defense methods in the literature. Then, we provide

the main di↵erences between the proposed online leaning-based approach and the existing

methods.

Game-theoretic Approach in CPS

The primary work by Li et al. [5] formulates the interactive decision-making process of

sensor (for data transmission) and DoS jamming attacker (to lunch the attack) within a

zero-sum game framework. It is proven that optimal strategies for both sides constitute

a Nash equilibrium where finding all the pure strategies combinations su↵ers from the

computational complexity in the order of O(T !). Although a constrained relaxation is

introduced to reduce the complexity to O(4T ), however, still it is not feasible to find all

the 4T possible pure strategies when T is large. In another work [4], a Markov game

framework is introduced to model the sensor and jammer’s strategy where the authors

solve the game for finite and infinite time-horizon. However, due to the nature of the

problem formulation, the number of the states increases exponentially by the time-horizon

T , which makes it infeasible to be implemented on resource constrained sensors or met the

real-time requirements in delay-sensitive applications.

Most existing works on jamming attacks and defenses in wireless CPS only consider

a single wireless channel [9–11, 28]. The recent works by [2, 29, 30] consider multi-channel

CPS architecture. In [29], the problem is formulated as a two-player zero-sum stochastic

game where due to the tight coupling in joint optimization problem between the sensor

and attacker an approximate solution is provided by applying Nash Q-learning algorithm.

There is also an underlying assumption that both sensor and attacker hold prior knowledge
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on the CPS dynamics equations and wireless channel state information. Another Markov

game has been modeled by [2] where it considers a time-varying network and investigates

the two myopic and long-term policies to study the game. To relax the assumption on

the knowledge of states’ reward a minimax-Q-learning is utilized. However, similar to

the other MDP games, the method su↵ers from high computation complexity. The very

recent work by Dai et al. [30] considers multi-sensor data transmission and proposes a new

distributed reinforcement learning framework to solve the game for infinite time-horizon.

Di↵erent from other works which assumed both sides to have symmetric access to the

knowledge of game outcome, in [30] it is assumed that the attacker has not access to the

acknowledgment information sent from the estimator to the sensor. This assumption creates

an asymmetric game. To solve the game by distributed reinforcement learning and obtain

the optimal strategies for the sensors and attacker, the problem is converted into a belief-

based continuous-state Markov game with complete information.

Although the proposed game-theoretic methods in the above works have been proven to

be able to find the Nash equilibrium strategies for both the sensor and attacker, however,

due to the coupled optimization problem formulation in the game framework, the solutions

are based on the assumption that both sides know each other’s action space and beliefs, as

well as the CPS system parameters. This assumption may preclude these methods to be

applicable in some practical CPS applications.

Channel and Power Selection Methods

There are several recent works that study the e�cient and e↵ective joint channel and power

selection policies that are employed as anti-jamming schemes [31–33]. The recent work by

Pei et al. [31] considers a typical wireless communication network and models the policy

as a Markov decision process (MDP), and adopts the well-known Q-learning algorithm

to solve the MDP. Although the proposed solution demonstrates an e↵ective channel and

power selection against the jammer, however, the underlying assumption that the attacker’s

strategy is fixed and the state transition probability matrix is known to the defender, may
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not hold in practice. In [33], the transmitter distributes its limited power budget over a set

of wireless channels aiming to maximize the throughput. To adapt against the jammer’s

strategy, a memory component is added to the classical Q-learning algorithm. However,

this method extensively su↵ers from space and computational complexity as indicated by

executing multiple consecutive for loops inside the proposed algorithm at each iteration.

A multi-domain (channel, power, and channel switching cost) anti-jamming defense scheme

has been proposed in [32] for a heterogeneous wireless networks where the channel state

information is unknown to the defender. However, the power optimization problem is solved

separately while the channel switching and its associate costs directly applies existing multi-

armed bandits frameworks. A joint optimization of channel and power consumption is

needed to further improve the performance of such a framework.

The channel and power selection anti-jamming techniques in the above works mostly rely

on solving optimization problems where they require either a priori information on jammer’s

channel access policy or knowledge of system parameters. Moreover, these methods either

provide higher computational complexity or have sub-optimum solutions. In this chapter,

we aim to relax this assumption and propose an e�cient online learning-based method for

CPS applications.

Online Learning-based Approach

To the best of our knowledge, our work is the first to study the sensor’s defense mechanism

against jamming attacks in CPS by adopting online learning-based methods. Our approach

is distinguished from the above works in that we model the sensor’s defending scheme

within an online learning framework without any assumptions on the prior knowledge of

the attacker’s attack policy. The best known framework to tackle this type of problem

is the non-stochastic multi-armed bandits, Exp3 algorithm [16], where it works based on

the crucial trade-o↵ between “exploitation” (i.e., to transmit with the power level on the

channel that is likely to yield a successful packet delivery) and “exploration” (i.e., to learn

more information about the possible successful packet transmission on the other power
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Fig. 1.1: System model for CPS under attack.

levels and channels). By directly applying this framework to solve the channel and power

selection problem, the regret order will be O(
p
KLT lnKL) [34]. Our proposed J-CAP

algorithm improves the upper bound with a factor of
p
K+L. Another important feature

of the J-CAP is its low computational complexity and storage overhead due to the nature

of the online learning framework. This is a desirable feature which allows J-CAP to be

a suitable framework for many real-time CPS/IoT applications with resource-constrained

sensors.

1.3 CPS and Attack Model

1.3.1 CPS Process Model

In Fig. 1.1, the process is a general discrete linear time-invariant (LTI) system as follows:

xt+1 = Axt + !t, yt = Cxt + vt, (1.1)

where the subscript t 2 N denotes the discrete time index, xt 2 Rnx is the process state

vector at time t, and yt 2 Rny is the noisy measurement obtained by the sensor. !t 2 Rnx

and vt 2 Rny denote zero-mean i.i.d. Gaussian noises with E[!t!0j ] = �tj⌃! (⌃! � 0),

and E[vtv0j ] = �tj⌃v (⌃v > 0), E[!tv0j ] = 0 8j, t 2 N, where �tj = 1 if t = j and �tj = 0

otherwise. The pair (A,C) is assumed to be observable and (A,
p
⌃!) is controllable. The

initial state x0 is a zero-mean Gaussian random vector with covariance ⇧0 � 0, which is
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uncorrelated with ⌃! and ⌃v [5].

1.3.2 Sensor Model and Wireless Transmission

The sensor is equipped with an on-board local Kalman filter which computes the local

minimum mean-squared error (MMSE) estimate of the process state and its corresponding

error covariance by x̂s

t = E[xt|y1,y2, ...,yt] and P s
t = E[(xt � x̂s

t )(xt � x̂s

t )
0
|y1,y2, ...,yt],

respectively [29]. It has been proven that estimation error covariance P s
t of the Kalman

filter exponentially converges to a unique fixed value from any initial condition [35]. Thus,

we assume P s
t =P , t�1, where P is the steady-state error covariance in the sensor.

Regarding wireless link, we assume it consists of K channels denoted by the set [K] :=

{1, ...,K}. Channels are assumed to be noisy with fading and path loss. The sensor does

not have any prior knowledge of the channel parameters nor our solution is based on any

specific channel model.

Regarding wireless transmission, we assume the sensor can transmit at L power levels,

denoted by the set S = {1, ...,L}. Without loss of generality, the power levels are nor-

malized l 2 [0, 1] and ordered in ascending order. We denote the set of transmit power

level indices by [L] := {1, ..., L}. At each time step t, the sensor chooses a channel it 2 [K]

and a transmit power level lt 2 [L] based on its built-in decision maker (i.e., our designed

algorithm) to send its local state estimate packet to the remote estimator. After each trans-

mission, the sensor receives feedback from the estimator, informing the sensor whether the

packet has been delivered successfully or not. For example, an ACK mechanism could be

applied here. If a packet is correctly delivered, an ACK will be received by the sensor.

Otherwise, no ACK will be received which indicates a packet drop. The packet will be

successfully delivered if certain physical layer conditions are satisfied, e.g., the signal-to-

interference-plus-noise ratio (SINR) is larger than a threshold or bit error rate (BER) is low

enough for a correct demodulation and decoding. Otherwise, the packet will be dropped.

Note that the packet delivery probability usually depends on transmission power, the chan-

nel state (noise, path loss, fading, interference), and modulation and coding schemes, etc.
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However, again our solution does not require any assumption on specific modulation, coding

schemes, or knowledge of the packet delivery probability.

1.3.3 Attack Model

We consider a DoS jamming attacker which transmits its jamming signal over the channels

to interfere with the sensor’s signal. The attacker applies a policy to choose one or multiple

channels at each time step to attack. It may vary his transmission power too. We do not

make any assumptions on the sensor’s prior knowledge of the attack policy.

1.3.4 Remote State Estimator

Let x̂t and Pt denote the remote estimator’s MMSE state estimate and its corresponding

error covariance, respectively. At time t, if the sensor’s local estimate x̂s

t arrives error free

then the estimate at the remote estimator will be the same as the sensor’s estimate i.e.,

x̂t = x̂s

t , and Pt = P ; otherwise the estimator uses the previous optimal estimate to predict

the current estimate by x̂t = Ax̂t�1, and Pt=h(Pt�1) where h(X)
�
=AXA0+⌃!. Therefore,

expected error covariance can be computed as E[Pt] := µtP +(1 � µt)h(E[Pt�1]) where µt

denotes the probability of the successful packet delivery at time t. In [36], remote state

estimator’s stability condition is introduced and proven as follows:

E[Pt]<1 if µt>1��c, (1.2)

where �c =
1

⇢(A)2
is a fixed CPS critical value. The term ⇢(A) =maxi|�i(A)| indicates the

spectral radius of matrix A, and �i(A) is the i-th eigenvalue of discrete-time system matrix

A. Similar to [29,37], to avoid trivial problems, we also assume the system is unstable, i.e.,

|�i(A)|>1 for all i.
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1.4 Defense Problem Formulation for CPS Under Attacks

In the CPS shown in Fig. 1.1, the sensor aims to defend against the jamming attack such that

it can provide the CPS performance guarantee. However, the sensor has no prior knowledge

of the attacker’s attack policy nor of the channel state information. We formulate this

problem as an online learning problem and propose a policy for joint channel and power

level selection by the sensor for packet transmission. We first construct an e↵ective reward

function in this context and then introduce two regret metrics, power regret and CPS overall

regret, to measure the performance of the proposed policy. A summary of main notation

can be found in Table 1.1.

A. Estimator asymptotic stability

The sensor chooses a channel it2 [K] and a power level lt2 [L] at each time t for packet

transmission. Let pi(t) denote the probability of selecting transmission channel i (i 2 [K])

by sensor at time t. Let also �i(t)2 [0, 1] denote the packet error probability on channel i

at time t. Since �i(t) is not known a priori, it can be estimated as �̂i(t)=
mi(t)

ni(t)
where mi(t)

and ni(t) denote the number of times the packet has been dropped on channel i and the

number of times channel i has been chosen by the sensor up to time t, respectively. Thus,

the probability of successful packet delivery at time step t can be derived as

µt=1�
KX

i=1

pi(t)�̂i(t). (1.3)

Considering (1.3) and satisfying the estimator’s stability condition in (1.2), we get the esti-

mator’s stability condition as
KP
i=1

pi(t)�̂i(t)<�c for t=1, ..., T. Assume the sensor converges

to select the best channel and power level pair (i⇤, l⇤) for large t denoted by T . In this

case, pi⇤(T ) approaches to 1, and pi(T ) approaches to 0 for all i 6= i⇤. Thus, the estimator’s
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Table 1.1: Summary of main notation for CPS security model.

Notation Definition

[K] the set of channels [K] := {1, ...,K}.

[L] the set of power levels [L] := {1, ..., L}.

T the total time-horizon.

it index of the channel to be selected at time t, it 2 [K]

lt index of the power level to be selected at time t, lt 2 [L].

i
⇤

index of the best channel, i
⇤
2 [K].

l
⇤

index of the best power level, l
⇤
2 [L].

� a given online learning policy in J-CAP algorithm.

e
s
i (t) the power consumed for packet transmission on channel i at time t.

pi(t) the sensor’s channel selection probability.

ql(t) the sensor’s power level selection probability.

xj,r(t) the reward function, j 2 [K], and r 2 [L].

� the joint channel and power level set exploration rate in J-CAP.

�c a fixed CPS critical value.

�̂i(t) the packet error probability on channel i at time t.

µt the probability of the successful packet delivery at time t.

I{·, ·} Indicator function.

E[·] Expectation operator.

asymptotic stability can be achieved by the following condition:

�̂i⇤(T )<�c. (1.4)

B. Reward function design

To meet the CPS performance guarantee, the sensor aims to achieve the asymptotic

stability of the estimator while striking a good balance between packet delivery ratio and

power consumption. Intuitively, the sensor could always transmit at its maximum power

to maximize the packet delivery ratio. However, it is not an energy e�cient strategy nor

necessary. According to the discussion in the previous subsection, the remote estimator can

tolerate a certain level of packet loss as long as the packet error probability is smaller than

the CPS critical value, i.e., the Inequality (1.4) satisfies.

In order to achieve our goal, we design the reward function as follows:

Rj,r(t) = aj,r(t)� �esj(t)� |�̂j(t)� �c|, (1.5)

14



where aj,r(t) =

8
>><

>>:

1, if packet is delivered on (j, r),

0, if packet is dropped on (j, r),

characterizes the successful packet delivery impact on the reward function on channel j2 [K]

and transmit power level r2 [L]. The second term es
j
(t)2S which is normalized to be in the

range of 0 and 1, represents the power consumed at time t by the sensor to transmit the

packet on channel j, and �2 (0, 1] is an adjustable trade-o↵ parameter which indicates the

weight assigned on the power consumption. The third term, �|�̂j(t)��c|, which is the error

of the achieved packet drop ratio deviated from the targeted CPS critical value, addresses

the estimator’s asymptotic stability condition. We aim to minimize this error to keep the

estimator stable. A smaller error leads to a larger reward. Note that this term prevents

overshooting (i.e., the case of �̂j(t) being significantly smaller than �c), which potentially

implies a high power consumption. Therefore, this term is used for penalizing over power

consumption as well.

Since aj,r(t)2 {0, 1}, �es
j
(t)2 [0, 1], �̂j(t),�c 2 [0, 1], and |�̂j(t) � �c| 2 [0, 1], thus, from

the definition of reward function in (1.5) we have Rj,r(t) 2 [�2, 1]. Then, following the

well-known min-max normalization method, for the purpose of mathematical analysis we

normalize the reward function in (1.5) to be in [0, 1] as follows:

xj,r(t) =
aj,r(t)� �es

j
(t)� |�̂j(t)� �c|+ 2

3
. (1.6)

C. Regret definition

Let � be the online learning-based policy which sensor employs for joint channel and

transmit power level selection. The performance of � is commonly measured by the notion

of regret, which is the performance di↵erence between � and the optimal static policy in

hindsight [16]. Assuming a genie with full prior knowledge, the optimal static policy is the

one that sensor persistently applies to select the best channel and power level pair (i⇤, l⇤),
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over the time.

We evaluate the sensor’s power consumption performance by measuring its power regret.

The power regret minimization problem is formulated as follows:

min
�

E�(T )� Ei⇤(T ), (1.7)

where

E�(T )
�
= E�

2

64
TX

t=1

esit(t)

3

75, and Ei⇤(T )
�
=

TX

t=1

esi⇤(t),

denote the expected accumulated power consumption by applying policy � and the accu-

mulated power consumption on the best channel, i⇤, respectively.

We also measure the CPS overall performance in terms of packet delivery ratio, power

consumption, and the estimator’s asymptotic stability maintenance. These factors have

been characterized in the reward function stated in (1.6). Thus, maximizing the accumu-

lated reward function is equivalent to maximizing the CPS overall performance. Hence, the

overall regret minimization problem is formulated as follows:

min
�

Gmax(T )�G�(T ), (1.8)

where

Gmax(T )
�
= max

j,r

TX

t=1

xj,r(t), and G�(T )
�
= E�

2

64
TX

t=1

xit,lt(t)

3

75,

denote the accumulated reward acquired on (i⇤, l⇤), and the expected accumulated reward

by applying policy �, respectively.

16



1.5 Online Learning-based Defense Policy in CPS

In this section, we propose, J-CAP, a novel online learning-based algorithm that can be

employed by the sensor for joint channel and transmit power selection. To provide a base-

line performance, we first provide a solution by directly applying Exp3. Then, through

theoretical analysis we show that our proposed algorithm achieves significantly improved

performance in comparison to the baseline solution.

1.5.1 Baseline Solution Directly Adopting Existing Framework

Under the assumption of no prior knowledge of jammer’s attack policy which could be

arbitrary and do not follow any specific distribution, the rewards in our problem setting are

non-stochastic. Among existing online learning frameworks, Exp3 algorithm [16] is the one

with the best performance guarantee that deals with non-stochastic rewards. Therefore,

Exp3 is adopted for the baseline solution. To model the problem with Exp3, similar to [34],

we multiply the number of channels with the number of power levels which results in a total

number of KL choices/arms. Then, Exp3 algorithm can be run with the total number of

KL actions. At each time t, a pair of channel and power level is selected with probability

distribution of �i(t) for i=1, ...,KL. By applying this algorithm the following results can

be obtained.

Theorem 1. For any K,L� 2, T �
KL lnKL

(e�1)
, and �Exp3=

p
KL lnKL/(e� 1)T the upper

bound on the expected CPS overall regret of Exp3 algorithm in [16] is given by

Gmax(T )� E[GExp3]  2
p
e� 1

p

KLT lnKL, (1.9)

which holds for any assignment of reward xj,r(t) in (1.6).

Proof. The proof can be easily completed by substituting K with KL in the proof of

Corollary 3.2 in [16]. ⌅
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1.5.2 Online Learning-Based Defence Policy: J-CAP Algorithm

We propose a novel online learning-based algorithm called J-CAP, for joint channel and

power level selection by the sensor. J-CAP is presented in Algorithm 1. A significant

di↵erence from the baseline solution is that J-CAP decouples channel and power selection

mechanism. By this design the sensor faces K+L choices instead of KL in the baseline

solution presented in the previous subsection. This design results in action space reduction

and ultimately regret upper bound improvements. In the following, we describe the essential

steps in designing the J-CAP algorithm.

Channel and Power Level Selection Distribution

Based on J-CAP, at each time t, the sensor chooses channel it2 [K], and power level lt2 [L]

according to the probabilities pi(t) and ql(t) distributed over K and L, respectively (see step

2 to 5 in J-CAP algorithm). These distributions are a mixture of the uniform distribution

(i.e., the terms �

K
and �

L
) and a distribution which depends exponentially on the past

observations for that channel and power level (i.e., the first term in the definition of pi(t)

and ql(t)). Mixing the uniform distribution on both sets of K and L actions, enables the

algorithm to explore all the actions in these sets to find the best channel and power level

pair.

Reward Observation

The sensor transmits the packet to the estimator over the chosen channel it with the power

level lt. Then, the sensor receives a feedback (i.e., ACK or no ACK) from the estimator.

This information is utilized to compute the reward xit,lt(t) using (1.6) which implies the

observed reward by the sensor.

One important observation is that the observed reward by the sensor not only reveals

the reward associated with the current selected channel and power level, but also implies

the reward associated with power levels above or below the selected one on the same channel

depending on the packet delivery result. The fact is that if a packet is successfully delivered
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Algorithm 1 J-CAP

Parameters: Channel set [K], Power level set [L], Exploration rate: � 2 (0, 1] .

Initialization: wi(1) = 1, ul(1) = 1 for all i 2 [K], l 2 [L].

1: while t  T do

2: Set pi(t) = (1� �) wi(t)PK
j=1 wj(t)

+ �

K
, for all i 2 [K].

3: Choose channel it ⇠ p(t) = (p1(t), ..., pK(t)).

4: Set ql(t) = (1� �) ul(t)PL
r=1 ur(t)

+ �

L
, for all l 2 [L].

5: Choose power level lt ⇠ q(t) = (q1(t), ..., qL(t)).

6: Send the packet to the estimator over the selected channel it with power level lt.

7: Receive feedback (ACK or no ACK) from the estimator and compute the reward

xit,lt(t) according to (1.6).

8: for any j 2 [K] do

9: Set x̂j(t) =
xj,r(t)

pj(t)
I{j = it, r = lt}.

10: Update wj(t+ 1) = wj(t) exp(�x̂j(t)/K).

11: end for

12: for any r 2 [L] do

13: if ACK is received by the sensor then

14: Set x̂r(t) =
xj,r(t)

Qr(t)
I{j= it, r2{lt, lt + 1, ..., L}}, where Qr(t) =

P
⌫2{1,2,...,r}

q⌫(t).

15: else if no ACK is received by the sensor then

16: Set x̂r(t)=
xj,r(t)

Qr(t)
I{j= it, r2{1, 2, ..., lt}}, where Qr(t) =

P
⌫2{r,r+1,...,L}

q⌫(t).

17: end if

18: Update ur(t+ 1) = ur(t) exp(�x̂r(t)/L).

19: end for

20: t = t+ 1.

21: end while

at the current selected power level, it would be delivered at a power level above it. Similarly,

if a packet is dropped at the current selected power level, it would also be dropped at a

power level below it. With this observation the unbiased reward estimator is constructed

as follows.

Unbiased Reward Estimation and Weight Update

In line 9, 14, and 16 of J-CAP algorithm, an unbiased estimate of the actual rewards

is constructed by dividing xj,r(t) into the reward observation probability of the chosen
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channel and power level. With respect to channels, the probability of observing the reward

on channel i is equivalent to the probability of choosing that channel, i.e., pi(t). For power

levels, the reward observation probability Qr(t) depends on the packet delivery results. If

ACK is received on power level lt, then for r2{lt, lt+1, ..., L}, Qr(t) will be the summation

of all the probabilities smaller than the power level r. If no ACK is received, then for

r2 {1, 2, ..., lt}, Qr(t) will be the summation of all the probabilities larger than the power

level r. Note also that I{·,·} denotes the indicator function. In line 10 and 18 of J-CAP

algorithm, the channel and power level set weights, !j(t) and ur(t), 8 j 2 [K] and r 2 [L],

are updated exponentially as a function of their estimated rewards and learning rates.

Time and Space Complexity of J-CAP

J-CAP algorithm’s time and space complexity (at each run) is in the order of O(K+L). The

time and space complexities of its competitive baseline solution are both O(KL). Hence, J-

CAP requires significantly lower storage overhead in comparison to the baseline algorithm.

It is also noted that, both time and space complexity of the J-CAP outperforms other

optimization-base methods [2, 5, 29] due to its nature and algorithmic design methodology.

In the following, we derive the power regret and CPS overall regret of the J-CAP algorithm.

Theorem 2. For anyK,L�2 and for any �2(0, 1], the upper bound on the expected power

regret of the sensor when applying J-CAP algorithm is given by

E

2

664
TX

t=1

esit(t)

3

775�Ei⇤(T ) 
3

�

2

664
KL

K + L

lnKL

�
+ (e� 1)�T

3

775, (1.10)

which holds for any assignment of channel and power-level selection and for any T >0.

Proof. The proof is parallel to that of the proof of regret upper bound in Exp3 [16] with

di↵erences and modifications. The main di↵erence is that J-CAP algorithm deals with two

action sets and accordingly two di↵erent action selection distributions instead of one. Thus,
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throughout the proof the key idea to be able to unify them and derive a unique regret upper

bound is to utilize the reward on each action set and add up the achievable rewards by each

of these action sets. Hence, we sketch the proof as follows.

Let Wt=
KP
i=1

wi(t) and Ut=
LP
l=1

ul(t). Hence,

Wt+1

Wt

=
KX

i=1

wi(t)

Wt

exp(�x̂i(t)/K)



KX

i=1

pi(t)�
�

K

1� �

2

6641 +
�

K
x̂i(t) + (e� 2)

0

B@
�

K
x̂i(t)

1

CA

2
3

775

 exp

0

B@
�

K

1� �
xit,lt(t) +

(e� 2)( �
K
)2

1� �

KX

i=1

x̂i(t)

1

CA.

(1.11)

Similarly,

Ut+1

Ut

 exp

0

B@
�

L

1� �
xit,lt(t) +

(e� 2)( �
L
)2

1� �

LX

l=1

x̂l(t)

1

CA. (1.12)

The first equality in (1.11) follows from the definition of Wt+1, and wi (t+ 1), in J-CAP

algorithm. The first inequality follows from the definition of pi(t) and from the fact

that ex1 + x+ (e� 2)x2 for x1. The last inequality uses the facts that,
KP
i=1

pi(t)x̂i(t)=

pit(t)xit,lt(t)/pit(t) = xit,lt(t),
KP
i=1

pi(t)x̂2i (t) = pit(t)
xit,lt (t)

pit (t)
x̂it(t)

KP
i=1

x̂i(t), and finally ex �

1 + x. Similar facts are used in deriving (1.12), and the fact that for both ACK and no

ACK feedback ql(t)

Qr(t)
 1 holds.

By multiplying both sides of (1.11) with the corresponding sides of (1.12), and taking
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the logarithm from both sides and then summing over t from 1 to T , we get

ln
WT+1

W1

+ ln
UT+1

U1


�

1� �

 
K + L

KL

!
TX

t=1

xit,lt(t)

+
(e� 2)

1� �

2

664

✓
�

K

◆2 TX

t=1

KX

i=1

x̂i(t) +

✓
�

L

◆2 TX

t=1

LX

l=1

x̂l(t)

3

775.

(1.13)

Then, by substituting xj,r(t) from (1.6), and using
TP
t=1

(aj,r(t) � |�̂j(t) � �c| + 2)  3T , for

the right hand side of (1.13) we obtain

�T

1� �

 
K + L

KL

!
�

��

3(1� �)

 
K + L

KL

!
TX

t=1

esit(t)

+
(e� 2)

1� �

2

664

✓
�

K

◆2 TX

t=1

KX

i=1

x̂i(t) +

✓
�

L

◆2 TX

t=1

LX

l=1

x̂l(t)

3

775.

(1.14)

Considering the inequalities lnWT+1

W1
�

�

K

TP
t=1

x̂j(t) � lnK, and lnUT+1

U1
�

�

L

TP
t=1

x̂r(t)�lnL, the

left hand side of (1.13) yields to

ln
WT+1

W1

+ ln
UT+1

U1

�
�

K

TX

t=1

x̂j(t) +
�

L

TX

t=1

x̂r(t)� lnKL. (1.15)
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Considering (1.13), and combining (1.14) and (1.15), we obtain

TX

t=1

esit(t) �
3(1� �)

�(K + L)

2

664L
TX

t=1

x̂j(t) +K
TX

t=1

x̂r(t)

3

775+
3T

�
+

2

664
3(1� �)

��

KL

K + L
lnKL

3

775

+
3(e� 2)�

�(K + L)

2

664
L

K

TX

t=1

KX

i=1

x̂i(t) +
K

L

TX

t=1

LX

l=1

x̂l(t)

3

775.

(1.16)

Taking expectation from (1.16) w.r.t. the randomness of i1, ..., it�1 and l1, ..., lt�1, substi-

tuting xj,r(t) from (1.6), we get

E

2

664
TX

t=1

esit(t)

3

775 (1� �)
TX

t=1

esj(t) +
3

�
(e� 1)�T +

2

664
3(1� �)

��

KL

K + L
lnKL

3

775

�
(e� 2)�

K + L

2

664
L

K

TX

t=1

KX

i=1

esi (t) +
K

L

TX

t=1

LX

l=1

es
l
(t)

3

775.

Knowing that j can be arbitrary, we replace j with i⇤, then
TP
t=1

es
i⇤(t) =Ei⇤(T ), and since

TP
t=1

LP
l=1

es
l
(t)�LEi⇤(T ),

TP
t=1

KP
i=1

es
i
(t)�KEi⇤(T ), the proof is completed. ⌅

Corollary 2.1. In Theorem 2, for any T �
KL lnKL

(K+L)(e�1)
and � =

q
KL lnKL

(K+L)(e�1)T
the power

regret upper bound is given by

E

2

664
TX

t=1

esit(t)

3

775� Ei⇤(T ) 
6
p
e� 1

�

r
KL

K + L
T lnKL, (1.17)
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which holds for any assignment of channel and power.

Proof. By getting the derivative from (1.10) w.r.t. �, we find the optimal value for � on

the statement of the corollary where the inequality T �
KL lnKL

(K+L)(e�1)
must hold. By plugging

� in (1.10) the proof is completed. ⌅

Remark 1: From the results of Corollary 2.1, we can see that the trade-o↵ parameter

� 2 (0, 1], appears as an inverse coe�cient of the power regret upper bound. That means

minimum power consumption regret will be achieved if �=1, and the regret bound increases

as � is set to the smaller values. We will show this impact in the simulation.

Theorem 3. For any K,L�2, and �=
q

KL lnKL

(K+L)(e�1)T
the upper bound on the expected CPS

overall regret of J-CAP is

Gmax(T )� E[GJ-CAP]  2
p
e� 1

r
KL

K + L
T lnKL, (1.18)

which holds for any assignment of reward xj,r(t) in (1.6).

Proof. The proof follows the proof of Theorem 2 with the following modifications. In

(1.13),
TP
t=1

xit,lt(t)=E[GJ-CAP], and considering that j and r can be arbitrary,
TP
t=1

xi⇤,l⇤(t)=

Gmax(T )  T ,
TP
t=1

KP
i=1

xi,r(t)  KGmax(T ), and
TP
t=1

LP
i=1

xj,l(t)  LGmax(T ). Then, following

(1.15) we obtain,

E[GJ-CAP] �(1� �)Gmax(T )�

2

664
1� �

�

KL

K + L
lnKL

3

775� (e� 2)�Gmax(T ).

Considering that 1��1, the proof is completed. ⌅

Remark 2: Comparing the performance results achieved by J-CAP in Theorem 3, with
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the baseline solution in Theorem 1, we observe that J-CAP achieves an improved regret

upper bound by decreasing the regret bound dependency on K and L, from
p
KL to

q
KL

K+L
,

resulting the regret bound improvement by a factor of
p
K+L. We accomplished this im-

provement by decoupling the two objectives of channel and power level selection within the

same online learning framework. As a result of decoupling, the number of choices the sensor

faces at each time reduces from KL to K+L. However, it is noted that due to online learn-

ing nature of the proposed algorithm, only asymptotic stability of the CPS can be studied by

our method. CPS performance analysis over the transition phase is left for future work.

Theorem 4. For any K,L�2 and for any sensor policy  , the expected regret of algorithm

 is lower bounded by

Gmax(T )� E[G ] 2 ⌦

 
(
p

K +
p

L)
p

T

!
, (1.19)

for some assignment of rewards for any T >0.

Proof. See in Appendix. ⌅

Remark 3: The results from Theorems 3 and 4 show that the CPS overall regret upper

bound matches its regret lower bound. This immediately indicates J-CAP is an optimal

policy with optimal regret order of ⇥̃

✓
p
T

◆
. Moreover, we can observe that the regret

order is sublinear in time. This means that the sensor converges to choose the best channel

and power level pair (i⇤, l⇤), asymptotically, hence guarantees the estimator’s asymptotic

stability.
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(a) Power regret upper bound of J-CAP
with various �.

(b) CPS overall regret upper bounds of J-
CAP and Exp3.

(c) Channel and power level selection prob-
ability using Exp3.

(d) Channel&power level selection proba-
bility using J-CAP.

Fig. 1.2: Performance evaluation: comparison between the proposed J-CAP algorithm and
the baseline Exp3 algorithm.

1.6 Performance Evaluation of Learning-based Defense in

CPS

In this section, we present numerical results to validate the theoretical analysis and com-

pare the performance of J-CAP algorithm with the baseline solution under various CPS

configurations. The simulation is done in Matlab.
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(a) Distribution of �̂i(T ). (b) �̂i⇤(t) over time.

Fig. 1.3: Estimator’s stability evaluation.

1.6.1 CPS Parameter Setup

We consider three CPS with di↵erent system parameters as follows [4, 29]: System I:{A=

1.5, C = 0.7,⌃! = ⌃v = 0.8, P I = 1.086,�c = 0.45}, System II: {A =

0

B@
1 0.5

0 1.35

1

CA, C =

⇣
1 0

⌘
,⌃! =

0

B@
0.5 0

0 0.5

1

CA ,⌃v=0.5, P II =

0

B@
0.41 0.55

0.55 3.45

1

CA ,�c=0.55}, and System III: {A=

0

B@
1 0.4

0 1.2

1

CA, C=

⇣
1 0

⌘
,⌃!=

0

B@
0.3 0

0 0.3

1

CA,⌃v=0.9, P II =

0

B@
0.59 0.64

0.64 2.36

1

CA,�c=0.7}. We choose these CPS because, 1) it includes

scalar and vector system, 2) each CPS exhibits a di↵erent critical value �c. We consider K

wireless AWGN (Additive white Gaussian noise) channels each with mean 0 and variance

1. We also consider L power levels available for the sensor to transmit the packet to the

estimator. We assume the packet gets delivered if the signal-to-interference-plus-noise ratio

(SINR) is larger than a threshold; otherwise it is dropped. We consider CPS operates for

a time-horizon of T =20, 000. The simulation for each scenario is repeated for 1,000 times,

and we report the average.
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1.6.2 Regret and Estimator Stability

Power and CPS Overall Regret

Let K=3 and L=5, with a power level set of S2{2, 4, 6, 8, 10} in dBm which is normalized

to {0, 0.25, 0.5, 0.75, 1}. Attacker’s interference power is randomly selected from the range

of [1, 5] dBm, and its channel selection policy follows i.i.d. Bernoulli distributions with

parameters of 0.8, 0.3, and 0.6 on channel 1, 2, and 3, respectively. The sensor employs

the J-CAP on System II. Fig. 1.2(a) illustrates the upper bound (UB) on the power regret

for di↵erent values of �. We see that as � increases, improved upper bound power regret is

achieved. The reason is that, as higher weights are assigned on the power consumption in

the reward function, the more it is penalized by the algorithm. In Fig. 1.2(b), we can see

that J-CAP achieves a tighter upper bound in comparison to the baseline Exp3 algorithm.

This is consistent with the results achieved in Theorems 1 and 3.

Convergence Rate of J-CAP vs. Exp3

In Fig. 1.2(c), we see that �8 which corresponds to the probability of the best channel

and power level pair selection (i⇤ = 2, l⇤ = 3) in Exp3, is increasing over the time where

�8 = 0.58 at T . In Fig. 1.2(d), we see that by applying J-CAP, p2 and q3 which correspond

to the best channel and power level selection probabilities, respectively, are increasing much

faster compared to the ones in Exp3 (i.e., �8 in Fig. 1.2(c)) such that p2=0.98 and q3=0.85,

at T . The results indicate that J-CAP’s convergence rate outperforms the Exp3.

Estimator Stability

We run the J-CAP on all the three CPS. Fig. 1.3a illustrates the box and whisker plot of

empirical distribution of �̂i(t) for all the channels at t = T . We see that for all the systems,

asymptotic stability condition is satisfied i.e., �̂i⇤(T )<�c, where the best channel index is

i⇤=2. Fig. 1.3b illustrates that in the beginning since the sensor has not learned the best

channel and power level, �̂i⇤(t) for Sys. I and II is larger than �c. However, as time goes on
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Table 1.2: Overall regret (OR), power regret (PR), �i⇤(T ) is denoted in bold if �i⇤(T )<�c.

System I

T = 10, 000 T = 20, 000 Saved

(K,L) OR PR �i⇤(T ) OR PR �i⇤(T ) Power

(10, 5) 952 870 0.51 1170 1065 0.25 72%

(15, 10) 1482 1334 0.47 1871 1636 0.22 77%

(20.15) 1833 1745 0.44 2292 2190 0.22 80%

System II

T = 10, 000 T = 20, 000 Saved

(K,L) OR PR �i⇤(T ) OR PR �i⇤(T ) Power

(10, 5) 891 807 0.56 1095 991 0.42 72%

(15, 10) 1398 1175 0.48 1625 1365 0.34 78%

(20.15) 1695 1587 0.45 2120 1988 0.35 82%

System III

T = 10, 000 T = 20, 000 Saved

(K,L) OR PR �i⇤(T ) OR PR �i⇤(T ) Power

(10, 5) 730 650 0.65 912 822 0.57 74%

(15, 10) 1215 895 0.62 1421 1160 0.52 80%

(20.15) 1490 1338 0.58 1590 1754 0.50 83%

and the selected channel and power level are converging to the best pair, �̂i⇤(t) decreases

such that for System I and II, �̂i⇤(t)< �c for t > 800 and t > 1700, respectively, satisfying

the asymptotic stability condition of the estimator. System III is stable on the whole time

horizon as its stability requirement has been satisfied. However, as J-CAP learns to send

the packet on the best channel and power level, the packet error probability decreases.

J-CAP Performance Against Learning-Based Attacker

In this set of simulations, we assume attacker employs Hedge online learning algorithm [38]

as its channel selection policy. Hedge algorithm enables the attacker to make observation on

all the channels while learning. The sensor’s min and max transmission power are considered

2, and 10 dBm, respectively. Then, the power level set is created by dividing this range

into L levels. Under this scenario, we run the J-CAP on all the three systems with di↵erent

number of channels and power levels. The results in Table 1.2 show that the power or overall
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regret upper bound increases as K or L increases. This is consistent with the results of the

Theorems 2 and 3. In addition, J-CAP achieves the estimator’s asymptotic stability for all

the systems as �i⇤(T )<�c for T =20, 000. We also compare the actual power consumption

of the J-CAP with Exp3. We can see that by applying J-CAP, sensor achieves 72%⇠83%

power consumption reduction over the baseline solution, depending on the K, L and the

CPS parameters.

1.7 Discussion on Open Problems in CPS Security

CPS security problem investigated in this chapter targets to develop a new anti-jamming

mechanism for CPS applications. The proposed solution tackles several challenges as fol-

lows. 1) CPS applications require real-time defense mechanisms with low computational

complexity in terms of both space and time, 2) In practice attacker’s attack policy may not

be known in prior to the CPS, 3) An anti-jamming framework needs to be e↵ective in terms

of maintaining the CPS stability and e�cient in terms of transmission power consumption.

To the best of our knowledge, our work is the first to study the sensor’s defense mechanism

against jamming attacks in CPS by adopting online learning-based methods. Hence, we

believe our work can serve as a stepping stone to study many other problems. Several

research directions and open problems which deserve to be further explored are as follows:

• The J-CAP framework can be extended to the scenario of multiple sensors with joint

channel and power consumption optimization, while guaranteeing CPS stability. The

new framework can adopt combinatorial multi-armed bandits [39].

• We have considered discrete action set for the power levels, however, the continuum-

armed bandit techniques in [40] can be be adopted to accommodate both discrete and

continuous action sets within the framework.

• Dynamically switching the frequency channels over the spectrum bandwidth introduces

delay in data transmission and requires more power consumption to actuate and settle in
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a di↵erent frequency channel [41]. In order to improve the communication and power con-

sumption e�ciency, sensors in CPS/IoT applications may restrict the channel switching

by adopting online learning algorithms with switching costs [42].

• Various reliability parameters such as channel coding, error correction, modulation scheme

selection, retransmission, etc., can be adopted to construct a robust defense strategy. De-

signing online learning-based frameworks to optimize these parameters and cope with the

large action space size is of great interest and significance for CPS/IoT applications.

• We have studied sensor defense against jamming attacks on CPS communication. How-

ever, defense mechanisms against other types of attacks such as spoofing, eavesdropping

and contamination can further be explored in CPS.

• Another promising research direction is to investigate CPS security where the commu-

nication between CPS components is enabled by 5G wireless system. Various massive

MIMO 5G communication characteristics such as beamforming, channel sparsity and sig-

nal directionality can be exploited as a set of physical layer security (PLS) solutions to

secure the CPS/IoT systems. Our previous work [43] thoroughly investigates these solu-

tions for 5G IoT communication networks. The solutions can be extended to address the

5G CPS security problems.

1.8 Conclusion

In this chapter, we considered the problem of remote state estimation in CPS with multi-

channel wireless link under a DoS jamming attack. We proposed a novel online learning-

based algorithm called J-CAP that can be applied by the sensor for packet transmission

without any prior knowledge of the DoS attacker’s attack policy nor of the channel state in-

formation. J-CAP jointly selects the channel and power level for optimal defense against the

DoS attacker. The reward function for the learning of J-CAP integrates the three objective

functions of achieving a desirable packet delivery ratio, minimizing the power consumption,
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and guaranteeing the estimator’s asymptotic stability. We theoretically derived the sublin-

ear regret upper and lower bound of J-CAP and proved its optimality. We showed that

J-CAP’s regret order outperforms the baseline solution by a factor of
p
K+L. We achieved

this improvement by decoupling the two sets of channel and power level actions within the

J-CAP algorithm. Numerical simulations validated our theoretical analysis.
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Chapter 2: Self-Unaware Bandits with Switching Costs for

Security of Wireless Communication Systems

In this chapter, we focus on security of wireless communication systems in general wherein

due to the jamming attacks on the acknowledgement link transmitters cannot be informed

about the status of data delivery. In addition, when switching to transmit on a di↵erent

channel transmitters incur throughput loss due to channel switching latency. We introduce a

new setting of multi-armed bandits for such a problem and provide theoretical performance

guarantees. It is noted that the proposed framework is general enough to some extent

such that it can be applied to address the cognitive radio networks security problems and

intelligent strategic policing problems, as well. In the following, we first introduce the

proposed online learning framework and then point out some of its applications, and finally

derive the regret upper bound thorough theoretical analysis.

2.1 Introduction

The Multi-Armed Bandit (MAB) problem has been first developed and introduced and by

Robbins in 1950 [44]. The MAB problem was originally motivated by a simplified overview

of clinical trials in which an action represents choosing a treatment, and the received re-

ward depends on its e↵ectiveness on a patient. Subsequently, MAB frameworks have been

widely developed and used to address many real-world problems with various and diverse

applications such as website optimization, packet routing in communication networks, dy-

namic pricing with limited supply, etc. [45–47]. Moreover, since MAB frameworks enjoy low

overhead requirements in terms of computational complexity, it makes them appropriate

candidates to favorably model many other real-time applications such as online advertising,

online dating, gaming, matching, etc. [48–50].
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The standard multi-armed bandit task is one of the fundamental problems in online

learning, wherein, at each round t, t= 1, . . . , T , the player plays an arm/action out of K

available arms, then observes and gains the reward on the played arm but no other arms [16].

The goal of the player is to maximize its accumulated reward by learning to play the most

rewarding arm (aka, best arm) over time. The player’s performance is measured using the

game-theoretic notion of regret which is the di↵erence between her cumulative reward and

the cumulative reward of the best fixed action (or the optimal static policy) in hindsight.

We say that the player is learning if its accumulated regret is a sublinear function with

respect to the total number of rounds T , i.e., the average accumulated regret approaches to

zero asymptotically.

However, the standard MAB framework is not always applicable to model the real-world

problems [16, 20, 21]. In practice, the player may not be able to observe the reward on the

played arm. This type of player is called self-unaware player [51]. In addition, the MAB

player may incur a fixed and known switching cost c> 0 associated with switching among

arms in two consecutive rounds which is an inherent and practical aspect of some appli-

cations such as online web applications and bu↵ering problems [52]. MAB with switching

costs has been studied by [53–55], [56]; however, they assumed the player is self-aware (can

observe the reward on the played arm).

Introducing switching costs into the self-unaware MAB player brings new challenges that

deserve investigation. First, as any successful online learning algorithm requires a careful

tradeo↵ between “exploration” (i.e., to acquire enough information about the expected

rewards on all the arms) and “exploitation” (i.e., to utilize the arms that is likely to yield the

highest reward), the inherent di�culty is further compounded for the self-unaware player

by the need to account for switching costs which makes exploration expensive. Second,

consecutively playing the same arm to reduce the switching costs while not being able

to observe the reward, adds up into the inherent di�culty of constructing a successful

online learning algorithm which makes a good balance between exploration and exploitation.

Third, the analysis that can describe the switching costs impact on the reward observation
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capability of the player to achieve an improved regret adds another dimension of challenge

into the problem of self-unaware bandits with switching cots.

The focus of this chapter is to tackle the above challenges, and thereby close a fundamen-

tal gap in our understanding of underlying tradeo↵s between exploration and exploitation in

online learning with joint self-unaware player and switching costs. In our previous work [57],

we have designed a class of optimal online learning algorithms for a self-unaware player. In

this chapter, we build upon our previous work to integrate the switching cost into a self-

unaware MAB player and design a novel family of online learning algorithms with provable

performance guarantees. The algorithm(s) we present here combine both objectives in a

unique framework and strike a good balance between exploration and exploitation to yield

order-optimal regret bounds.

Application: In the following, we describe several applications which can be posed by

the setting of a self-unaware MAB player with switching costs.

1) Defense against jamming attacks in blind transmission [58,59]: Blind trans-

mission is utilized for data transmission in the applications where the radio silence is required

due to security concerns in the environment. In blind transmission multichannel wireless

communications, the transmitter sends its data (over the UDP, RC-5 or X10 protocols) to

the receiver with no acknowledgments. In the presence of a jammer, when user selects a

channel and sends its packet, it will not know whether the packet got jammed or not (self-

unaware player). On the other hand, it can sense the other channels to observe whether

the jamming signal exists on those channels or not. The delay introduced by the channel

switching results in the network throughput loss. Therefore, a blind transmitter needs to

be implemented by an e↵ective data transmission policy such that it can e↵ectively evade

the jammer and at the same time optimize the network throughput by e�cient channel

switching.

2) Cognitive radio network security [57,60]: As shown in our previous work [57],

primary user emulation (PUE) attacker in cognitive radio can be modeled by a self-unaware

player where the attacker cannot observe the secondary users’ activity (realized as the
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reward) on the attacked channel. In addition, channel switching introduces delay which

results in the possible miss in attacking on the secondary users [41]. Thus, it is important

to the PUE attacker to jointly optimize its channel selection and switching to achieve an

e�cient and e↵ective attacking scheme.

3) Strategic policing [51, 61]: Imagine a police o�cer who chooses a location out

of K location, every two hours, to present to prevent the crime (assuming that criminals

do not commit crime in the presence of the police o�cers). At the end of his two hours

mission, the o�cer does not know whether his presence ever prevented the crime or not

(self-unaware player). In other words, the o�cer observes everything but his own reward.

On the other hand, the police o�cer’s relocation to monitor and prevent crimes in other

location, incurs switching costs to the o�cer in terms of not being able to prevent crimes

due to traveling time between two location. Other switching costs could be resource usages

such as fuel consumption, etc.

Motivated by the above applications, we study the two following cases for the self-

unaware MAB player with switching costs. Case 1: the player is able to either play or

observe the reward on the chosen arm within a round. In other words, if the player plays the

arm, it gains the reward on that arm without being able to observe the reward amount. On

the other hand, if the player decides to observe the reward on the chosen arm, it cannot gain

the observed reward. In addition, if the player chooses a di↵erent arm than the previous

round to play or observe, it incurs a cost. We name Case 1 as Play-OR-Observe with

Switching Costs (PORO-SC). Case 2: the player chooses an arm to play, and within the

same round, it chooses another arm, other than the played arm, to observe the reward.

Again, if the player switches the arm it incurs the costs. We name Case 2 as: Play-But-

Observe-Another with Switching Costs (PBOA-SC). We further extend the PBOA-SC to m

observations and study the impact of multiple arm switching costs on the regret bound.

We propose two novel online learning algorithms, 1) PORO-SC and 2) PBOA-SC to

address the above problems. The key idea is to model any binary dilemma decision with

stochastic Bernoulli processes where their parameters decay in time. The binary dilemma
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of the player in our problem consists of decision for switching versus not switching, as

well as, decision for playing versus observing. Our approach is extendable to s number of

consecutive binary dilemma decisions, where we derive the upper bound regret of such a

setting, as well.

Our main contributions in this chapter are as follows.

• We propose two novel algorithms for multi-armed bandits (MAB) with self-unaware

players and arm switching costs: 1) Play-OR-Observe with Switching Costs (PORO-

SC) and 2) Play-But-Observe-Another with Switching Costs (PBOA-SC), where we

prove sublinear order-optimal regret of O(
4
p

KT 3 lnK), and O(3
p

(K � 1)T 2 lnK), re-

spectively.

• We extend the PBOA-SC algorithm to m observation and show that due to switching

costs the regret order is inflated by a factor of
3
p

m2. We further identify that if the

switching cost is bounded by c 1/
3
p

m2, then the regret is improved as the number

of observations is increased.

• We generalize our approach to any self-unaware bandit player with s number of binary

decision dilemma and obtain the sublinear regret upper bound of Õ
⇣
T

s+1
s+2

⌘
.

• We validate our theoretical results by conducting extensive empirical evaluations un-

der various settings for the proposed algorithms.

2.2 Related Work on MAB with Switching Costs and Feed-

back Graphs

In this section, we provide a brief background information on MAB with switching costs

problems, introduce the feedback graphs and the known results.

37



2.2.1 Multi-Armed Bandits with Switching Costs

In many MAB applications, the player incurs a cost when switching between actions over

consecutive rounds. For the full-feedback setting with switching costs, the minimax regret

order is the same as the one without switching costs, i.e., ⇥(
p
T lnK). In the bandit setting

with switching costs, Arora et al. [53] showed that the regret minimization of switching

problem is equivalent with the learning against an adaptive adversary of one unit memory.

Then, they proposed a mini-batch scheme over EXP3 algorithm which achieved the minimax

regret upper bound of O(3
p

(K lnK)T 2). Later, they extended their work to study the

bandits with switching costs and partial observations by modeling the problem with feedback

graphs [56]. In this work, instead of fixed mini-batch size, they proposed adaptive batch size

where it is proportional to arm selection probability. The lower bound in the bandit setting

with switching costs has also been thoroughly studied by Dekel et al. [62] and Cesa-Bianchi

et al. [63] where they showed the lower bound regret order of ⌦(T 2/3). Our setting assumes

no statistical assumptions on the reward generation process on the arms, solving a more

general problem that explicitly includes arm switching costs as well. In the aforementioned

works on MAB with switching costs, it is assumed that the player is self-aware. However, in

our problem the player is self-unaware which aims to minimize its regret while it is incurring

the arm switching costs.

2.2.2 Feedback Graphs

In MAB, the reward observation capability of the player defines the type of feedback that

player receives. Mainly, the player’s reward observation capability is investigated through

three types of feedback models as follows. 1) full-feedback: the player observes the rewards

on all the arms, 2) bandit feedback: the player observes the reward only on the played arm,

3) partial feedback: the player observes a reward on some of the arms no more than K � 2

arms and not including the played arm.

Mannor et al. [64] proposed to use feedback graphs to model the reward observations
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Fig. 2.1: Feedback graphs with K=4 for (a) full, (b) bandit, (c) and an example of partial observation.

governing the actions. More specifically, in a feedback graph, the nodes represent the

arms and the edges connecting them demonstrate the reward observations made associated

with playing a specific arm. For example, Fig. 2.1 illustrates the three types of feedback

(full, bandit, partial) modeled by the feedback graphs. Later, Alon et al. [51], extended

feedback graph representation to various online learning problems including expert advice,

bandits and self-unaware player. Their analyzes is general enough where they carefully

investigated numerous feedback models including full feedback, bandit feedback, loopless

clique, apple tasting, revealing action, and a clique minus a self-loop which may arise in

various applications. However, in their work arm switching costs is not a concern.

2.3 Problem Formulation and Notation

We consider a non-stochastic (aka, adversarial) multi-armed bandit (MAB) setting with

[K] := {1, 2, . . . ,K} arms where a self-unaware player aims to play and learn at the same

time while incurring arm switching costs. The self-unaware player cannot observe the reward

on the played arm. We formulate this problem as an online learning problem and study

two di↵erent cases of such a problem. In Case 1, the player is able to either play or observe

an arm within each round. Hence, suppose the player applies a learning policy � to choose

an arm I(t) 2 [K] to play or observe, at round t. Then, the player gains the unobserved

reward xI(t)2 [0, 1] if it decides to play the arm; Otherwise, it observes the reward without

gaining it, i.e., xI(t)(t) = 0. The player incurs a cost c 1 for switching an arm over two

consecutive rounds, i.e., if 1{I(t) 6=I(t�1)} 6= 0, where 1A denotes the indicator of event A.
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Then, the expected accumulated gain by the player up to round T is

G�(T ) := E�

2

64
TX

t=1

xI(t)(t)�
TX

t=1

c 1{I(t) 6=I(t�1)}

3

75. (2.1)

In Case 2, the player dynamically chooses arms for both playing and observing, within

each round. First, we assume the player’s observation capability is one arm, at each around.

We generalize it to multiple arm observation capability in Section 2.4.2. Suppose the player

applies a learning policy ⌫, wherein at each round t, the player chooses an arm I(t) to

play, and gains the unobserved reward xI(t)(t); then it chooses another arm J(t) within the

same round to observe the reward xJ(t)(t). The player incurs switching costs if the arms it

chooses within the current round are di↵erent than the ones in previous round. Then, the

expected accumulated gain by the player up to round T is

G⌫(T ) :=E⌫

2

64
TX

t=1

xI(t)(t)�
TX

t=1

c
�
1{I(t) 6=I(t�1)}+1{J(t) 6=J(t�1)}

�
3

75. (2.2)

Note that in both (2.1) and (2.2), at the fictitious zeroth round the arms are chosen

uniformly at random, i.e., I(0) ⇠ 1

K
and J(0) ⇠ 1

K
. We evaluate the performance of our

proposed policies with respect to the best single arm in hindsight which has the highest

accumulated reward up to time T . Then, the maximum accumulated gain on the best arm

is defined as follows:

Gmax(T ) := max
i2[K]

TX

t=1

xi(t), (2.3)

where xi(t) 1 denotes the reward on arm i at round t. We measure the performance of

the learning policies � and ⌫ with the notion of regret which is the performance di↵erence

between the proposed policies and the optimal static policy in hindsight [16]. In other
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words, the regret measures the gap between the accumulated reward achieved by applying

a learning policy and the maximum accumulated reward the player can obtain when it keeps

playing on the single best arm. Our goal is to minimize the regret defined as follows:

min
⌥

R(T ) := Gmax(T )�G⌥(T ), (2.4)

where ⌥2{�, ⌫}.

In the next section, we present a family of multi-armed bandit algorithms that generate

the order-optimal policy for the self-unaware player with switching costs and show they

achieve sublinear regret upper bound over time. That is, the proposed solution performs

no worse than the optimal static policy on average, asymptotically.

2.4 Online Learning-based Policies for Self-Unaware Player

with Switching Costs

We propose two online learning algorithms for a player where it incurs arm switching costs

and cannot observe its reward on the played arm (self-unaware player). We describe each

algorithm’s design techniques in detail in the following.

2.4.1 PORO-SC Learning Algorithm

The first proposed algorithm, Play-OR-Observe with Switching Costs (PORO-SC) algo-

rithm, is suitable for a self-unaware player with no observation capability in the playing

round. For this player, either play or reward observation is feasible within each round.

Therefore, at each round, the player decides whether to play or observe, then chooses an

arm for the decision it made. The feedback graph of such player is shown in Fig. 2.2. By

playing an arm, the player gains the arm’s reward, but according to Fig. 2.2(a) since there

is no edges in the graph, the player cannot observe the reward amount. By observing an

arm, on the other hand, according to Fig. 2.2(b) since there is a self-loop edge for each node,
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the player only observes the reward amount on the chosen arm, but cannot gaining it. At

any round, if the player decides to play or observe an arm di↵erent than the arm played or

observed in the previous round, the player incurs a switching cost. The pseudocode of the

proposed PORO-SC learning algorithm is given in Algorithm 2.

Arm Selection Policy of PORO-SC

At each round, before taking any action, the self-unaware player first makes two binary

decisions: 1) switch or not switch, and 2) play or observe. For each decision, we propose

a randomized policy which follows a stochastic Bernoulli process. As shown in Fig. 2.3, at

each round, the player switches with probability ↵(t) and does not switch with probability

1�↵(t). Then, it decides to play with probability 1��(t) and observe with probability �(t).

Hence, the player’s decision policy '(t) is defined as follows:

'(t) =

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

Switch & Observe, w.p. ↵(t)�(t),

Switch & Play, w.p. ↵(t)(1� �(t)),

Not Switch & Observe, w.p. (1� ↵(t))�(t),

Not Switch & Play, w.p. (1� ↵(t))(1� �(t)).

Both ↵(t) and �(t) play the key roles in striking a good balance between exploration and

exploitation, and subsequently minimizing the regret. They both need to be decaying

functions since otherwise it will lead to a linear growth of regret. So the key idea in

designing a no-regret algorithm is to choose an appropriate decaying function for ↵(t) and

�(t). We choose ↵(t) and �(t) to depend on the number of arms K and decay with time as

t�a and t�b, respectively, for a, b > 0. The choice of a and b are crucial. A slow decaying

↵(t) would allow frequent switching which helps with exploration, but at the expense of

potentially not exploiting a high rewarding arm and incurring additional switching costs.
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Algorithm 2 Play-OR-Observe with Switching Costs (PORO-SC)

Parameters: � 2

✓
4

q
K lnK

T
, 1

�
, ⌘ 2

✓
0, 2

K

4

q
(K lnK)

3

T 3

�
,

✏ = 4

q
K lnK

T
.

Initialization: wi(1) = 1, t = 1, pi(0) =
1

K
,

I(0) ⇠ p(0) = (p1(0), ..., pK(0)), 8i 2 [K].
1: while t  T do

2: Set ↵(t) = min

⇢
1� ✏, 4

q
K lnK

t

�
.

3: Set �(t) = min

⇢
1, 4

q
K lnK

t

�
.

4: Draw both u, v ⇠ U [0, 1].
5: if ↵(t) � u then {\\Switch}

6: Set pi(t) = (1� �) wj(t)PK
r=1 wr(t)

+ �

K
, 8i 2 [K].

7: Choose I(t) ⇠ p(t) = (p1(t), ..., pK(t)).
8: if �(t) � v then {\\Observe}
9: Observe the reward xI(t)(t) 2 [0, 1].

10: Set x̂i(t) =
xi(t)

2↵(t)�(t)pi(t)
1I(t)=j , 8i 2 [K].

11: Update !i(t+ 1) = !i(t) exp (⌘x̂i(t)), 8i 2 [K].
12: else {\\Play}
13: Play I(t).
14: Set x̂i(t) = 0, 8i 2 [K].
15: Set !i(t+ 1) = !i(t), 8i 2 [K].
16: end if

17: else {\\Not switch}
18: Set pi(t) = pi(t� 1), 8i 2 [K].
19: Set I(t) = I(t� 1) and choose I(t).
20: if �(t) � v then {\\Observe}
21: Observe the reward xI(t)(t) 2 [0, 1].

22: Set x̂i(t) =
xi(t)

2(1�↵(t))�(t)pi(t)
1I(t)=j , 8i 2 [K].

23: Update !i(t+ 1) = !i(t) exp (⌘x̂i(t)), 8i 2 [K].
24: else {\\Play}
25: Play I(t).
26: Set x̂i(t) = 0, 8i 2 [K].
27: Set !i(t+ 1) = !i(t), 8i 2 [K].
28: end if

29: end if

30: t = t+ 1.
31: end while
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Fig. 2.2: Feedback graphs for PORO-SC with K = 6 arms in (a) playing rounds, (b)
observing rounds.

On the other hand, a fast decaying ↵(t) may hurt exploration and, therefore, overall reward.

A slow decaying �(t) would allow more observation which is desired from learning point of

view. However, it precludes the player to play and gain rewards. On the other hand, if

�(t) decays too fast, the player is very likely to settle in a wrong arm as it does not spend

enough rounds to learn the most rewarding arm.

After applying the policy '(t), if the player decides to switch, it samples an arm I(t)2 [K]

with probability p(t) = (p1(t), . . . , pK(t)); Otherwise, it sets I(t)= I(t � 1). The distribu-

tion of p(t) depends on the history of observed rewards and involves mixing exploration

proportional to a certain parameter �>0 which we define it as a function of T�d, for d > 0.

Unbiased reward estimator design for PORO-SC

Since a self-unaware player cannot observe the reward on the played arm, we set the esti-

mated reward to be zero, i.e., x̂i(t)=0, when playing an arm. When observing an arm, the

observed reward xi(t) is divided by a constant factor of 2, �(t), pi(t), and ↵(t) or 1� ↵(t)

depending on whether the player decides to switch or not. By this design, in the following
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we show that the estimated reward is unbiased:

E'(t) [x̂i(t)]

=
xi(t)

2↵(t)�(t)pi(t)
1I(t)=i↵(t)�(t) + 0⇥ ↵(t)(1� �(t))

+
xi(t)

2 (1� ↵(t))�(t)pi(t)
1I(t)=i (1� ↵(t)�(t))

+ 0⇥ (1� ↵(t))(1� �(t)) =
xi(t)

pi(t)
1I(t)=i.

(2.5)

Then, by taking the expectation w.r.t. the randomness of I(t), we get

EI(t)⇠p(t)

⇥
E'(t) [x̂i(t)]

⇤
=

KX

j=1

pj(t)
xi(t)

pi(t)
1j=i = xi(t), (2.6)

which confirms the unbiased estimate of the reward. For any i 2 [K] we also have

Ei⇠p(t)

⇥
E'(t) [x̂i(t)]

⇤
=

KX

i=1

pi(t)
xi(t)

pi(t)
1I(t)=i = xI(t)(t). (2.7)

Similarly, we find the second moment of the estimated reward as follows:

EI(t)⇠p(t)

⇥
E'(t)

⇥
x̂2i (t)

⇤⇤
=

x2
i
(t)

4pi(t)
f(t). (2.8)

where

f(t) =
1

↵(t)�(t)
+

1

(1� ↵(t))�(t)
. (2.9)

Next, we give the main theorem of PORO-SC algorithm and find the optimal ↵(t) and �(t),

as well as the exploration rate � which minimize the regret of the player.
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Fig. 2.3: PORO-SC model.

Theorem 5. In Algorithm 2, for ↵(t) = min {1� ✏, c1t�a} and �(t) = min
�
1, c2t�b

 
, and

� = c3T�d where ✏ = c1T�a and c1, c2, c3, a, b, d > 0, if a = b = d = 1

4
, then the minimum

upper bound regret order is Õ(T 3/4).

Proof. The regret of the player at each round t is

r(t) =

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

xj⇤(t) + c, w.p. ↵(t)�(t),

xj⇤(t)� xI(t)(t) + c, w.p. ↵(t)(1� �(t)),

xj⇤(t), w.p. (1� ↵(t))�(t),

xj⇤(t)� xI(t)(t), w.p. (1� ↵(t))(1� �(t)),

(2.10)

where c denotes the switching cost and xj⇤(t) represents the reward on the best arm indexed

by j⇤. Taking the expectation of regret w.r.t. policy '(t), we get

E'(t) [r(t)]  xj⇤(t)� xI(t)(t) + ↵(t) + �(t), (2.11)
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where we used c  1 and xI(t)(t)  1. Summing over T and taking the expectation w.r.t.

the randomness of I(t), we have

EI(t)⇠p(t) [R(T )]

= EI(t)⇠p(t)

"
E'(t)

"
TX

t=1

r(t)

##



TX

t=1

xj⇤(t)�
TX

t=1

EI(t)⇠p(t)

⇥
xI(t)(t)

⇤

| {z }
I

+
TX

t=1

↵(t)

| {z }
II

+
TX

t=1

�(t)

| {z }
III

.

(2.12)

The regret in equation (2.12) consists of three parts. The first part I arises as a result

of the player not playing the most rewarding arm all the time but playing some other low

rewarding arms. The second part II adds to the regret bound due to the not allowing to

switch all the time. The third part III is because of the observations made by the player

in which it does not gain any rewards. We derive an upper bound on each part separately,

then add them together.

The regret due to part I is derived as follows:

W (t+ 1)

W (t)
=

KX

i=1

!i(t)

W (t)
exp (⌘x̂i(t))



KX

i=1

pi(t)� �/K

1� �

�
1 + ⌘x̂i(t) + (e� 2)⌘2x̂i(t)

2
�

 exp

 
⌘

1� �

KX

i=1

pi(t)x̂i(t) +
(e� 2)⌘2

1� �

KX

i=1

pi(t)x̂i(t)
2

!
,

(2.13)

where the equality follows from the definition of W (t+ 1) =
P

K

j=1
!i(t+ 1), and !i(t+ 1)
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in Algorithm 2. The first inequality holds by the definition of pi(t) in Algorithm 2 and the

fact that ex  1+x+(e�2)x2 for x  1 which means ⌘x̂i(t)1. Finally, the last inequality

follows from the fact that ex � 1 + x. By taking the logarithms and summing over T on

both sides of equation (2.13), for the left hand side (LHS) of the equation, and for any j

we have

TX

t=1

ln
W (t+ 1)

W (t)
= ln

W (T + 1)

W (1)
� ln!i(T + 1)�lnK=⌘

TX

t=1

x̂i(t)� lnK. (2.14)

By combining (2.13) with (2.14), we get

TX

t=1

x̂i(t)�
TX

t=1

KX

j=1

pi(t)x̂i(t)  �
TX

t=1

x̂i(t) + (e� 2)⌘
TX

t=1

KX

j=1

pi(t)x̂
2

i (t) +
lnK

⌘
. (2.15)

We take the expectation w.r.t. the decision policy '(t) and randomness of I(t) from both

sides of equation (2.15), substitute the j with j⇤ (best arm index) and use the equalities in

(2.6), (2.7) and (2.8), then we get

TX

t=1

xj⇤(t)�
TX

t=1

EI(t)⇠p(t)

⇥
xI(t)(t)

⇤
 �

TX

t=1

xj⇤(t) +
(e� 2)K⌘

4

TX

t=1

f(t) +
lnK

⌘
. (2.16)

By getting the derivative w.r.t. the learning rate ⌘ we find the optimal ⌘ =
q

4 lnK

K(e�2)
PT

t=1 f(t)

and substitute in (2.16) which gives

TX

t=1

xj⇤(t)�
TX

t=1

EI(t)⇠p(t)

⇥
xI(t)(t)

⇤
 �

TX

t=1

xj⇤(t) +
p
(e� 2)K lnK

vuut
TX

t=1

f(t). (2.17)
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We then compute the term
P

T

t=1
f(t) as follows and substitute it in (2.16) to achieve the

regret bound of part I :

TX

t=1

f(t) 
TX

t=1

2

✏�(t)


2T a

c1

TX

t=1

1

�(t)


2

1 + b

"
(T + 1)a+b+1

c1c2
+

bT ac1/b
2

c1

#
(2.18)

where we recalled f(t) from (2.9) and the bounds that
P

T

t=1
tb 

R
T+1

1
tb  1

1+b
(T + 1)1+b,

↵(t) � ✏ and 1� ↵(t) � ✏ for ✏ = c1T�a and

TX

t=1

1

�(t)
=

TX

t=1

1

min {1, c2t�b}
=

c
1/b
2 �1X

t=1

1 + c�1
2

TX

t=c
1/b
2

tb  c1/b
2

� 1 + c�1
2

Z
T+1

c
1/b
2

tbdt


1

1 + b

(T + 1)1+b

c2
+

b

1 + b
c1/b
2

.

(2.19)

The regret due to part II is derived as follows:

TX

t=1

↵(t) =
TX

t=1

min
�
1� ✏, c1t

�a
 
=

c
1/a
1

(1�✏)1/aX

t=1

1� ✏+
TX

t=
c
1/a
1

(1�✏)1/a
+1

c1t
�a


1

1� a
c1T

1�a
�

1

3

c1/a
1

(1� ✏)3


1

1� a
c1T

1�a,

(2.20)

where we used
P

T

t=1
t�a 

R
T

0
t�a 

1

1�a
(T + 1)1�a.
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The regret due to part III is derived as follows:

TX

t=1

�(t) =
TX

t=1

min
n
1, c2t

�b

o


1

1� b
c2T

1�b. (2.21)

We now add all the regret due to part I in (2.17), II in (2.20), and III in (2.21), and

use
P

T

t=1
xj⇤(t)  T to achieve the regret upper bound of Algorithm 2 as follows:

E [R(T )]  c3T
1�d +

p
(e� 2)K lnK

vuut
TX

t=1

f(t) +
1

1� a
c1T

1�a +
1

1� b
c2T

1�b. (2.22)

Now, considering the higher order of T in each term, the minimum regret order in time is

achieved if

T 1�d =
p

T 1+a+b = T 1�a = T 1�b, (2.23)

where a = b = d = 1

4
satisfies the above equality and gives regret order of Õ(T 3/4) which

concludes the proof. ⌅

Corollary 5.1. For any K�2 and T �16K lnK, and learning rate

⌘ =
q

5 lnK

2K(e�2)


(T+1)

3
2

(K lnK)
1
2
+ T

1
4 (K lnK)

3
4

4

�
�1/2

the expected regret upper bound of PORO-SC

algorithm

E [R(T )] 

✓p
1.6(e� 2) +

11

3

◆
4
p

KT 3 lnK, (2.24)

holds for any arbitrary assignment of rewards.

Proof. Using the results of Theorem 1, choosing c1 = c2 = c3 = (K lnK)
1
4 and substituting

in (2.18) and (2.22), we find the optimal learning regret upper bound in the statement of

the corollary. Since we need ⌘x̂i(t)  1, then from the definition of x̂i(t) in Algorithm 2
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(line 10, 22) and knowing that pi(t) �
�

K
, ↵(t) � ✏, 1 � ↵(t) � ✏, for T � 16K lnK where

✏ = 4

q
K lnK

T
, by choosing � �

4

q
K lnK

T
, we find ⌘ 

2

K

4

q
(K lnK)

3

T 3 which satisfies the required

condition (i.e., ⌘x̂j(t)  1). ⌅

Algorithm 3 Play-But-Observe-Another with Switching Costs (PBOA-SC)

Parameters: � 2 (0, 1], ⌘ 2

✓
0, 1

2

3

q
(K�1) lnK

T

�
,

✏ = 3

q
(K�1) lnK

T
.

Initialization: wi(1) = 1, t = 1, pi(0) =
1

K
,

I(0) ⇠ p(0) = (p1(0), ..., pK(0)), 8i 2 [K].
1: while t  T do

2: Set ↵(t) = min

⇢
1� ✏, 3

q
(K�1) lnK

t

�
.

3: Draw u ⇠ U [0, 1].
4: if ↵(t) � u then {\\Switch}

5: Set pi(t) = (1� �) wi(t)PK
r=1 wr(t)

+ �

K
, 8i 2 [K].

6: Choose and play I(t) ⇠ p(t) = (p1(t), ..., pK(t)).
7: Choose an arm J(t) other than I(t) uniformly at random and observe its reward

xJ(t)(t) 2 [0, 1].

8: Set x̂i(t) =
(K�1)xi(t)

2↵(t)(1�pi(t))
1J(t)=i, 8i 2 [K].

9: else {\\Not switch}
10: Set pi(t) = pi(t� 1), 8i 2 [K].
11: Set I(t) = I(t� 1).
12: Set J(t) = J(t� 1).
13: Play I(t).
14: Choose J(t) and observe its reward xJ(t)(t) 2 [0, 1].

15: Set x̂i(t)=
(K�1)xi(t)

2(1�↵(t))(1�pi(t))
1J(t)=j , 8i 2 [K].

16: end if

17: Update !i(t+ 1) = !i(t) exp (⌘x̂i(t)), 8i 2 [K].
18: t = t+ 1.
19: end while

2.4.2 PBOA-SC Learning Algorithm

We propose the second online learning algorithm, Play-But-Observe-Another with Switch-

ing Costs (PBOA-SC) algorithm for a self-unaware player with at least one observation
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Fig. 2.4: Feedback graph for PBOA-SC.

capability. Based on this learning policy, at each round, the player chooses arms dynami-

cally for both play and observation. In the following, we assume the player’s observation

capability is one. In the following, we will also generalize it to multiple arm observation

capability. The player can choose an arm to play, and at the same round, choose another

arm, other than the played arm, to observe the reward. Again, if the player switches the

arm it incurs the costs. The feedback graph of PBOA-SC is shown in Fig. (2.4) where when

arm i is played, the edge i ! j, i 6= j, is connected if arm j is selected to be observed.

Hence, we define an indicator Iij 2 {0, 1} such that
P

K

j=1,i6=j
Iij = 1 for all i 2 [K], to

represent the observation policy in POBA-SC algorithm. The pseudocode of PBOA-SC

learning algorithm is given in Algorithm 3.

Arm Selection Policy of PBOA-SC

Similar to PORO-SC algorithm, we consider a Bernoulli stochastic process to define the

player’s switching policy. At each round, before taking the action, the player switches with

probability ↵(t) and does not switch with probability 1 � ↵(t). The switching policy  (t)

is defined as follows:

 (t) =

8
>>><

>>>:

Switch, w.p. ↵(t),

Not Switch, w.p. 1� ↵(t).

(2.25)
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If the player decides to switch, then it first samples an arm I(t)⇠ p(t) to play, and at the

same round, chooses an arm J(t)⇠ 1

K�1
uniformly at random other than the played one

to observe the reward xJ(t)(t). Otherwise, if the player decides to not switch, then it sets

I(t)=I(t� 1) to play and J(t)=J(t� 1) to observe.

Unbiased reward estimator design for PBOA-SC

To construct the unbiased reward x̂i(t), we divide the observed reward xJ(t)(t) by the

probability that it is chosen to be observed. If the player switches, this probability is equal to

2↵(t) 1

K�1
(1�pJ(t)(t)) (line 8 Algorithm 3); Otherwise it is 2(1�↵(t)) 1

K�1
(1�pJ(t�1)(t�1))

(line 15 in Algorithm 3). By this construction, below we show that the estimated reward is

unbiased:

E (t) [x̂i(t)] =
(K � 1)xi(t)

1� pi(t)
1I(t)=i. (2.26)

Then, by taking the expectation w.r.t. the randomness of I(t), we get

EI(t)⇠p(t)

⇥
E (t) [x̂i(t)]

⇤
= xi(t). (2.27)

which confirms the unbiased estimate of the reward. For any i 2 [K] we also have

Ei⇠p(t)

⇥
E (t) [x̂i(t)]

⇤
= xI(t)(t). (2.28)

Similarly, we find the second moment of the estimated reward as follows:

EI(t)⇠p(t)

⇥
E (t)

⇥
x̂2i (t)

⇤⇤
=
(K � 1)x2

i
(t)

4(1� pi(t))
g(t). (2.29)

where

g(t) =
1

↵(t)
+

1

1� ↵(t)
. (2.30)
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Fig. 2.5: PBOA-SC model.

Next, we give the main theorem of PBOA-SC algorithm and find the optimal ↵(t) and the

exploration rate � which minimize the regret of the player.

Theorem 6. In Algorithm 3, for ↵(t) = min {1� ✏, c1t�a} and �  1 where ✏ = c1T�a and

c1, a > 0, if a = 1

3
, then the minimum upper bound regret order is Õ(T 2/3).

Proof. The regret of the player at each round t is

r(t) =

8
>>><

>>>:

xj⇤(t)� xI(t)(t) + 2c, w.p. ↵(t),

xj⇤(t)� xI(t)(t), w.p. 1� ↵(t),

(2.31)

where xj⇤(t) is the reward on the best arm indexed by j⇤. Note that the term 2c represents

the total switching costs due to two actions taking by the player at each round (one for

playing and the other one for observing). Taking the expectation of regret w.r.t. switching

policy  (t), we get

E (t)[r(t)]  xj⇤(t)� xI(t)(t) + 2↵(t), (2.32)
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where we used c  1 and xI(t)(t)  1. Summing over T and taking the expectation w.r.t.

the randomness of I(t), we have

E [R(T )] 
TX

t=1

xj⇤(t)�
TX

t=1

EI(t)⇠p(t)

⇥
xI(t)(t)

⇤

| {z }
I

+2
TX

t=1

↵(t)

| {z }
II

.
(2.33)

The regret in equation (2.33) consists of two parts. The first part I arises as a result of

the player not playing the most rewarding arm all the time but playing some other low

rewarding arms. The second part II adds to the regret bound due to the not allowing to

switching all the time for playing and observing the arms. We derive an upper bound on

each part separately, then add them together.

The regret due to part I is derived similar to the same part as the regret derivation in

proof of Theorem 1, hence

TX

t=1

xj⇤(t) +
TX

t=1

EI(t)⇠p(t)

⇥
xI(t)(t)

⇤


(e� 2)(K � 1)⌘

4(1� �)

TX

t=1

g(t) +
lnK

⌘(1� �)
. (2.34)

By getting the derivative w.r.t. the learning rate ⌘ we find the optimal ⌘ =
q

4 lnK

(K�1)(e�2)
PT

t=1 g(t)

and substitute in (2.34) which gives

TX

t=1

xj⇤(t) +
TX

t=1

EI(t)⇠p(t)

⇥
xI(t)(t)

⇤


p
(e� 2)(K � 1) lnK

1� �

vuut
TX

t=1

g(t). (2.35)

We then compute the term
P

T

t=1
g(t) as follows and substitute it in (2.35) to achieve the
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regret bound of part I :

TX

t=1

g(t) 
TX

t=1

1

↵(t)
+

1

✏


1

1 + a

"
ac1/a

1

(1� c1T�a)
1+

1
a

+
T 1+a

c1

#
+

T 1+a

c1
. (2.36)

The regret due to part II is derived as follows:

2
TX

t=1

↵(t) 
2

1� a
c1T

1�a. (2.37)

Adding all the regret due to part I in (2.35) and II in (2.37) and considering the higher

order of T in each term, the minimum regret order in time is achieved if

p

T 1+a = T 1�a. (2.38)

where a= 1

3
satisfies the above equality and gives the regret order of Õ(T 2/3) which concludes

the proof.

⌅

Corollary 6.1. For any K�2 and T �8(K � 1) lnK, � = 1

2
and learning rate

⌘ =
4

T 2/3

s
lnK

(K � 1)(e� 2)


7

((K � 1) lnK)1/3
+

(K � 1) lnK

(T 1/3 � ((K � 1) lnK)1/3)4

�
�

1
2

the expected regret upper bound of PBOA-SC algorithm

E [R(T )] 
⇣p

7(e� 2) + 3
⌘

3
p
(K � 1)T 2 lnK, (2.39)

holds for any arbitrary assignment of rewards.
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Proof. Using the results of Theorem 2 by choosing c1 = ((K�1) lnK)
1
3 and substituting in

(2.35), (2.36) and (2.37), we find the optimal learning regret and upper bound the statement

of corollary. Since we need ⌘x̂i(t)  1, then from the definition of x̂i(t) in Algorithm 3 (line

8, 15) and knowing that 1� pi(t) �
�

2
, ↵(t) � ✏, 1� ↵(t) � ✏, for T � 8(K � 1) lnK where

✏ = 3

q
(K�1) lnK

T
, by choosing � = 1

2
, we find ⌘ 

1

2

3

q
(K�1) lnK

T
which satisfies the required

condition (i.e., ⌘x̂j(t)  1). ⌅

Next, by the following corollary we show the impact of switching costs on the regret

bound when the player observes multiple arms at each round.

Corollary 6.2. In PBOA-SC algorithm, when the player plays an arm and observes m

K � 1 arms, it incurs at most c(m+ 1) switching costs at each round. The expected regret

upper bound of the player for switching cost c2(1/
3
p

m2, 1] is

E [R(T )]  O
⇣

3
p
m2(K � 1)T 2 lnK

⌘
, (2.40)

and for switching cost c2(0, 1/
3
p

m2] is

E [R(T )]  O
⇣

3
p
(K � 1)T 2 lnK

⌘
, (2.41)

where they hold for any arbitrary assignment of rewards.

Proof. The proof follows similar steps in the proof of Theorem 2 and Corollary 2.1 with

the following modifications. In the regret derived in (2.31) we substitute 2c by c(m + 1)

and in PBOA-SC we substitute 1/(K � 1) by m/(K � 1) since at each time, m actions are

being chosen uniformly at random. Then, the regret upper bound can be derived by similar

analysis as

E [R(T )] 

✓p
7(e� 2) +

3c(m+ 1)

2

◆
3

r
T 2

(K � 1)

m
lnK,
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Fig. 2.6: Arm selection with s number of binary dilemma decision.

where considering the lower and upper bound of switching cost in the statement of the

corollary the proof is completed. ⌅

Remark From the results of Corollary 6.2 in equation (2.40), we observe that multiple

m observations inflates the regret bound by a factor of
3
p

m2 by setting c= 1 in the given

bound for the switching cost. Whereas, in equation (2.41) we observe that the regret upper

bound gets independent from the number of observation m by setting c= 1/
3
p

m2. Indeed,

this implies that the regret upper bound improves as the number of observations increases if

switching costs is set to c1/
3
p

m2. Therefore, we concluded that for a self-unaware player

with switching costs more observations do not necessarily improves the regret bound as it

incurs more switching costs. However, if switching costs is bounded as a function of multiple

observation, the regret might be improved. We will further illustrates these findings in the

simulation results.

It is also noted that, since both PORO-SC and PBOA-SC only store the weight vector

with the size of K in the memory, and update all its values in each run, then the time and

space complexity of the proposed algorithms is in the order of O(K) per iteration.
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(a) K = 4, � = 0.1. (b) K = 8, � = 0.125.

(c) K = 16, � = 0.0625. (d) K = 32, � = 0.03125.

Fig. 2.7: Evaluation of non-stochastic K = 32, � = 0.03125.

2.5 Self-unaware Player with Multiple Binary Dilemma De-

cisions

In the previous section, we saw that in PORO-SC setting the player faces two binary

dilemma before taking the actual action (the first one for switch or not switch, and the

second one for play or observe). Also, in PBOA-SC, the player faces one binary decision

dilemma, switch or not switch. We derived the regret bound of Õ
�
T 3/4

�
and Õ

�
T 2/3

�

for PORO-SC and PBOA-SC algorithms, respectively. These results helped us to further

investigate the regret upper bound of a more general setting, wherein at each round the

player faces multiple number of binary dilemma before taking the action. In the following

we give the results of such a setting.
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Theorem 7. For any self-unaware player with at least one observation at each round and s

number of binary decisions each governed by a Bernoulli stochastic process with parameter

↵i(t) decaying in time as t�a for a > 0 and i = 1, . . . , s, if a = 1

s+2
, then the minimum

regret upper bound order is

E [R(T )]  Õ
⇣
T

s+1
s+2

⌘
. (2.42)

Proof. The proof is parallel to the proof of Theorem 5 with the consideration of s number of

decaying functions in equation (2.22) and (2.23). Then, with a similar analysis the following

condition satisfies the minimum regret order in time:

p

T 1+sa = T 1�a, (2.43)

which completes the proof. ⌅

2.6 Performance Evaluation

In this section, we evaluate the performance of the proposed algorithms empirically by

measuring the regret in various settings. Since the focus here is on non-stochastic settings,

we first create and test a set of non-stochastic environments, then, we run the proposed

algorithms on the constructed non-stochastic environments, and provide the results. The

simulation is done in MATLAB.

2.6.1 Non-stochastic Environment Setup

We simulate a stochastically constrained adversarial environment by adopting the approach

of [65] to create a non-stochastic environment. This method has been demonstrably e↵ective

in testing adversarial algorithms via extensive experiments [66]. We adopt the framework

nearly as is except that we generate rewards in [0, 1] instead of losses in [�1,+1]. This
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di↵erence also changes the mean of reward distribution on the arms. We describe the non-

stochastic environment setup in detail as follows. Given the time horizon T , we split the

rounds into n consecutive (odd and even) phases as follows:

1, . . . , t1| {z }
T1

, t1 + 1, . . . , t2| {z }
T2

, . . . , tn + 1, . . . , T| {z }
Tn

,
(2.44)

where Tr = b1.6rc, for r = 1, . . . , n, is increasing exponentially with r. We define µi(t)

to denote the average reward for playing arm i at round t for the odd and even phases as

follows:

In odd phases: ) µi(t) =

8
>>><

>>>:

1, if i = j⇤,

1��, otherwise,

(2.45)

In even phases: ) µi(t) =

8
>>><

>>>:

�, if i = j⇤,

0, otherwise,

(2.46)

where � = 1/K represents the mean gap and j⇤ denotes the best arm index. Then, at

round t, we generate the random reward xi(t) equal to 1 with probability µi(t), and equal

to 0 with probability 1� µi(t) for all i 2 [K].

Next, we validate our adversarial environment as follows. We run three well-known

stochastic algorithms, UCB1 [20], MOSS [21], UCBV [67] and the popular non-stochastic

algorithm, EXP3 [16] on the simulated adversarial environment with various number of arms

K and average over 100 random trials. Figs. 2.7a, 2.7b, 2.7c, 2.7d show the empirical regret

of the four algorithms, with the shaded areas representing the two standard deviation of

the empirical expected regret. Based on the plots, we can see that the algorithms designed

for stochastic settings, i.e., UCB1, MOSS, and UCBV, exhibit a nearly-linear regret, failing

in the adversarial environment, whereas EXP3 achieves a sub-linear regret. This confirms
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the adversarial nature of the simulated environment.

2.6.2 PORO-SC and PBOA-SC Algorithms Evaluation on Non-stochastic

Environments

We run the PORO-SC algorithm on the non-stochastic environment with various number

of arms K. Fig. 2.8a compares the regret upper bounds achieved by the analytical and

simulation results. As we can see the regret bound is sublinear in time and it increases as

the number of arms increase. This is consistent with the regret dependency on K achieved

by our theoretical analysis in the Corollary 5.1. Similarly, we run PBOA-SC algorithm and

achieve the regret upper bounds for various K shown in Fig. 2.8b. The simulation results

confirm the theoretical analysis achieved in the Corollary 6.1.

In other set of simulations, we set the switching cost c = 1 and run PBOA-SC with

multiple observations. In Fig. 2.8c we see that as the number of observations m is increasing

the regret gets worse. The results are consistent with the Corollary 6.2 and its remark which

shows the regret is inflated by
3
p

m2. In another set of simulations, we set the switching cost

c=1/m and run the PBOA-SC with multiple observations. Fig. 2.8d illustrates the regret

upper bound results for this setting. As expected, since we set the switching cost smaller

than 1/
3
p

m2, the regret upper bound improves as the number of observations increases.

This observation complies with our theoretical results provided in the Corollary 6.2 and

its remark. Another observation is that, increasing from m=1 to m=4 makes significant

decrease in the regret compared to the di↵erence made between m = 4 and m = 8. The

reduction in the regret becomes even marginal as the number of observing arms becomes

su�ciently large. This observation implies that the player can achieve a reasonably better

performance by small number of observations due to non-linear dependency of regret bound

to the number of observations.
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2.7 Discussion and Future Work

Many problems in real-time application scenarios can be posed and investigated by the

multi-armed bandit (MAB) learning frameworks. In this chapter, we have studied the

non-stochastic setting of self-unaware bandits with arm switching costs with applications

in wireless communication security and intelligent policing. Below, we point out certain

aspects of our approach and results which can be further investigated or improved to some

extent. We believe our work can shed light on many other interesting directions in MAB for

future exploration. Also, we introduce several new non-stochastic online learning settings

which deserve to be further explored as of future work.

• Similar to the literature [53, 56, 62], we assumed any pair of actions have the same fixed

switching costs bounded by one. However, depending on the application scenario, switch-

ing costs may be di↵erent between each pair of actions. This case has been under inves-

tigation by Koren et al. [54] with the introduction of a new metric called movement costs

in which the switching cost is linearly proportional to the arm index di↵erences between

the pair of actions. Developing and analyzing a new set of online learning algorithms

for self-unaware bandits with di↵erent moving costs for each pair of actions is of great

importance and interesting.

• Another interesting setting is to study the centralized and decentralizedmulti-self-unaware

player with switching costs. Combinatorial multi-armed bandits [68], along with reward

observation policy and switching costs introduced in this chapter can be adapted to ad-

dress the centralized setting. In the decentralized setting, collision may happen among

the players if more than one player takes the same action. Very recently, Bubeck et al. [69]

investigated the decentralized MAB setting with consideration of di↵erent collision infor-

mation sharing scenarios among the players. The work can be adapted to address the

learning problem for decentralized multi-self-unaware player case.

• The online learning algorithms we presented in this chapter assume that the time horizon

T is known a priori to the the player. However, to relax the assumption, they can be
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converted to algorithms with an arbitrary time horizon using the doubling trick [70].

• Our algorithms adapt EXP3 which is based on the exponentially weighted averages meth-

ods. An e↵ort can be made to adapt the INF algorithm [21] to further improve the regret

bound by a factor of
p
lnK for the self-unaware bandit player with arm switching costs.

• Our analysis provided the upper bound on the expected regret with a relatively larger

variance. To improve the results, a confidence bound on the weak regret can be found by

adapting the EXP3.P algorithm [16] and providing bounds with high-probability guar-

antees.

2.8 Conclusion

We investigated the fundamental problem of exploration and exploitation for self-unaware

bandit players with arm switching costs. We proposed two novel algorithms: Play-OR-

Observe with Switching Costs (PORO-SC), and Play-But-Observe-Another with Switching

Costs (PBOA-SC) to address this problem and theoretically proved their order-optimal sub-

linear regret upper bounds. We also showed that depending on the switching cost’s bound,

multiple arm observations may improve or deteriorate the regret bound, thus, providing

new results on the impact of switching costs on the regret. Our key idea in the proposed

algorithms exploited the advantage of binary decision modeling by the stochastic Bernoulli

processes with the optimal parameters decaying in time. We generalized our approach and

gave the regret upper bound results of any self-unaware player with multiple binary decision

dilemma. Finally, we provided extensive evaluations to validate the theoretical findings.
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(a) PORO-SC. (b) PBOA-SC.

(c) PBOA-SC with K=32 and c=1.
(d) PBOA-SC with K = 32 and c = 1

m 

1/3
p

m2.

Fig. 2.8: Evaluation on PORO-SC and PBOA-SC
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Chapter 3: Vehicular Cooperative Adaptive Cruise Control

Systems Security: Jamming Attacks Impact and

Learning-Based Defense

Cooperative Adaptive Cruise Control (CACC) is considered as a key enabling technology

to automatically regulate the inter-vehicle distances in a vehicle string and improve the

tra�c throughput e�ciency. In the existing CACC systems, the coupling between wireless

communication uncertainty and system states is not well modeled. In this chapter, we

integrate the jamming attacks and wireless channel fading e↵ects into the CACC state

space equations such that it e↵ectively captures the coupling impact. Then, we propose a

novel time domain approach to analyze the mean string stability (MSS) of such a model.

Based on the proposed model, we analyze the impact of the jammer’s location on the string

stability. We derive a su�cient condition for the packet successful delivery probability

which indicates that the jammer has a higher probability to destabilize the string when

it is closer to the first vehicle following the lead vehicle. We also propose a methodology

to compute the upper and lower bounds of the inter-vehicle distance trajectories between

the lead vehicle and its follower. Furthermore, string safety is investigated by numerically

estimating the collision probability across the string. We conduct comprehensive Monte

Carlo simulations to evaluate the stability and safety of the string in various scenarios. We

identify that string stability and safety are highly influenced by the jamming attacks signal

and jammer’s location. We show the consistency between the main results achieved by MSS

analysis and the Monte Carlo simulations.

Finally, as a defense strategy for the setting of multi-channel wireless communication

among the vehicles, we derive the mean string stability condition with respect to the min-

imum packet loss probability, number of channels and headway-time, when the vehicles
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and jammer employ online learning-based channel access policies for data transmission and

attack, respectively.

3.1 Introduction

Vehicular cyber-physical systems (CPS) expand vehicles’ capabilities through integration

of computation, communication, and control [71]. Vehicle string, also known as platoon, is

one of the important vehicular CPS applications which operates based on tight coupling

of cyber (wireless communication) and physical processes (vehicle dynamic response and

inter-vehicle distances). This application is enabled by the Cooperative Adaptive Cruise

Control (CACC) system which is expected to be an indispensable part of the intelligent

transportation system (ITS) in the near future [72].

CACC as an extension of Adaptive Cruise Control (ACC) has been developed to improve

the vehicle string performance and e�ciency [73]. CACC system alleviates tra�c conges-

tion, improves mobility and increases road safety. In addition, this technology reduces fuel

consumption and provides better comfortability for the passengers compared with solely

human controlled vehicles [74].

In a CACC system, absolute relative distance and velocity is measured by a radar, and

preceding vehicle’s acceleration information is sent over a wireless communication channel to

the immediate following vehicle. This information is fed into the feedback and feedforward

controllers to compute the control command for the corresponding vehicle in the string.

The main challenge in designing a safe and stable CACC system lies in the tight cou-

pling of cyber and physical states. In a CACC enabled vehicle string, the distance between

vehicles is changed depending on the spacing policy [75], and the lead vehicle’s actions (i.e.,

acceleration/deceleration). This variation in inter-vehicle distance influences the wireless

channel quality in terms of received-signal-strength, which this further a↵ects the packet

delivery ratio. In the existing literature [73, 76–79], the consideration of this coupling be-

tween the system state (inter-vehicle distance) and wireless channel condition is missing.
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This cyber and physical state interaction is modeled in this thesis which plays an important

role in analyzing CACC system’s stability and safety.

Moreover, in a CACC system, wireless communication channels are subject to jamming

attacks which can cause significant disturbances in safe and e�cient operation of a vehicle

string [80]. Several types of attacks including malicious vehicle [81], data injection [82]

and denial-of-service (DoS) attack on sensor information [83] have been studied recently.

However di↵erent from the existing works, in our work, attacker is a jammer which can

launch the jamming signal over the channels from di↵erent location to disrupt the com-

munication. Considering cyber and physical states coupling, we integrate jamming attacks

signal impact into the CACC state space dynamics and derive a su�cient condition for the

packet successful delivery probability which indicates that as the attacker gets closer to the

first vehicle following the lead vehicle, it has a higher chance to make the critical unsafe

situation in the string.

Vehicle string performance is studied by the so called string stability metric. A string

is called stable if the spacing error attenuates upstream in the string. When the CACC

state space equations are deterministic, string stability is analyzed using the frequency

domain approach [73]. However, in our model, due to the wireless communication channel

uncertainty and its state dependency coupling, this metric cannot be used to evaluate the

string performance. Therefore, we propose a new time domain approach to analyze the

mean string stability (MSS) and use it as a metric to evaluate the behavior of CACC

systems through extensive Monte Carlo simulations.

In our previous work [84], we introduced the basic idea of jamming attacks on vehicle

string and analyzed the string stability in the time domain for various attacker’s location.

However, in the current work, we investigate the jamming attacks impact from both stabil-

ity and safety perspective. First, we introduce the mean string stability (MSS) metric and

analyze the string stability by theoretically deriving a su�cient condition for packet success-

ful probability. We also derive the lower and upper bound of inter-vehicle distance between

the lead vehicle and its immediate follower. Second, we investigate the vehicle safety by
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numerically estimating the collision probability across the string for di↵erent location of the

attacker. The results of our study can also be found in [85,86].

Our main contributions in this work are summarized as follows:

• We model and formulate the cyber-physical state coupling between cyber (wireless

communication) and physical state (inter-vehicle distance) in a vehicle string with

CACC under jamming attacks.

• We derive a su�cient condition for packet successful delivery probability for which

the string under jamming attacks becomes mean stable/unstable.

• We derive the lower and upper bounds of the inter-vehicle distance between the lead

vehicle and its immediate following vehicle.

• We analyze the safety of vehicle string for di↵erent attacker’s location by numerically

estimating the collision probability across the string.

• We conduct extensive Monte Carlo simulations to analyze the mean string stability

and the inter-vehicle distance states evolution in a string under various system settings

and scenarios.

Through a comprehensive study, we obtain the following findings:

• The jamming attacker’s location being close to the first vehicle following the lead

vehicle is the most e↵ective location for the jammer to destabilize the string and

create critical safety issues.

• Collision probability between the lead vehicle and its immediate follower is higher

than the other vehicles in the string.

• String is more vulnerable to jamming attacks when the lead vehicle is decelerating.

This finding is expected to motivate more future research on physical state-aware

cyber-attacks and defenses for CACC systems in specific and cyber-physical systems

in general.
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3.2 Related Work on CACC Security

3.2.1 Vehicle String Topology and Stability

In general, a vehicle string is modeled by unidirectional (forward/looking) or bidirectional

(forward/and/backward/looking) framework [87]. A vehicle string may use single/hop or

broadcast beacon messages depending on the underlying vehicle-to-vehicle (V2V) wireless

communication protocol. However, stability analysis will di↵er for each topology as the

control laws governing the string dynamics are di↵erent.

Diana et al. [87] analyzed the string stability in the frequency domain using the mass-

spring-damper framework. Required conditions for control parameters and variable headway-

/time have been derived for the constant and velocity-dependent space policies. This work

represents a fundamental analysis on string stability for di↵erent control strategies. How-

ever, it does not address the impact of wireless channel uncertainty on the system perfor-

mance.

Similarly, other existing works [73,88] consider normal operation of CACC system (i.e.,

no consideration of packet loss due to the wireless fading channel or jamming attacks).

In these works, the frequency response of CACC system is derived and string stability is

analyzed in a fairly nice format in the frequency domain. Necessary and su�cient conditions

for string stability of a heterogeneous vehicle string are studied by Naus et al. [73]. Network

delay and sampling e↵ects are introduced in the string stability analysis by Öncü et al. [76].

However, the impact of inter-vehicle distance on the wireless communication reliability is

not considered in these works.

3.2.2 Vehicle String Security

Several works have studied the security of vehicle string in terms of attacking on wireless

communication or control components [80,89–92]. Dadras et al. [89] propose a new insider

attack. They assumed that the attacker has the capability of modifying the controller’s

gain such that it can destabilize the string. In [90], mass-spring-damper follower dynamics
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Fig. 3.1: Vehicle string with CACC system under jamming attacks.

model is considered to study the string performance under a new class of physical state

attacks. In this model, a malicious vehicle in the string does not obey the string control

command and instead takes arbitrary acceleration and deceleration. It shows that the at-

tacker is e↵ective when the attacker is near the rear of the string. However, our work is

di↵erent from [90] in terms of string modeling, attacker’s nature, purpose of the attack, and

the evaluation method employed to measure the impact of the attack. In another work [80],

various security vulnerabilities on the CACC system have been identified. Message falsi-

fication and radio jamming attacks e↵ect are studied through simulations using Vehicular

Network Open Simulator (VNOS). However, the CACC control structure and jamming at-

tacks strategies are considered as a black-box in the simulation environments. In addition,

the coupling between the system states and wireless communication channel condition is

not well modeled.

Recently, Qin et al. [91] have studied string stability under stochastic communication

delays. It is assumed that packet loss introduces random delay that follows the geometric

distribution for each discrete time. A non-linear controller’s gain is derived such that the

string stability can be maintained. In this work, it is assumed that packet loss distribution

is independent of string’s dynamics instant states. In other words, state dependency of

packet loss has been ignored. In addition, path loss and fading impact on packet delivery

ratio and system performance are missing.
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3.2.3 Vehicle String Simulation Tools

There are several well-known and widely used vehicle string and cooperative driving sim-

ulators such as Veins (Vehicles in Network Simulation) [93], SUMO (Simulation of Urban

MObility) [94], and Plexe [95]. The recent simulator, Plexe, complements the previously

developed vehicle string simulation frameworks. For the purpose of this chapter, although

a combination of existing simulators can be used, however, in order to be exactly focused

on the needs and construct a coherent simulation environment, we implement the random

string state space dynamics in MATLAB software and simulate the string behavior under

various scenarios.

3.3 CACC System and Attack Model

Our system model is shown in Fig. 3.1 which consists of three main parts: vehicle string,

wireless channels, and an attacker. In this section, we describe each individual part briefly,

and then in the subsequent sections a mathematical model is derived to study the string

performance based on the system model components interactions.

3.3.1 Vehicle String Model

We consider a vehicle string consisting of n+1 homogeneous vehicles (identical longitudinal

dynamic properties). Each vehicle is equipped with a radar and V2V wireless commu-

nication technology (e.g., IEEE 802.11p Dedicated Short Range Communication (DSRC)

[96–98]). The radar located in front of each vehicle measures the absolute relative distance

from the vehicle ahead of it. The DSRC technology is also used to transmit each vehicle’s

acceleration information to its immediate following vehicle. Each vehicle is also equipped

with a CACC controller system which uses the radar and V2V communication information

to generate the acceleration/deceleration command in order to regulate the inter-vehicle

distance.
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3.3.2 Wireless Channel Model

In the vehicle string shown in Fig. 3.1, each vehicle sends its acceleration information to

its immediate following vehicle over the wireless communication channel. This single-hop

communication model is widely used in vehicle string systems [73, 76, 89]. Tushar Tank et

al. [99] show that with this message transmission model because of direct line-of-sight

(LoS) and ground-reflected component in wireless signal, Rician fading channel represents

a suitable fading model in the vehicle string application [100]. Hence, we consider Rician

fading channel when modeling the wireless channels in the vehicle string.

3.3.3 Attacker

Similar to the contemporary work by Sun et al. [101], we consider a signal jammer which

is mounted on a drone flying over the vehicle string. The drone is equipped with a moving

object tracking technology [102] such that it can lock, and hence, be able to follow the

moving vehicles in the vehicle string. This capability is enabled by the recent advanced

developments in the drone manufacturing industry [103], as well as, drone applications in

V2V communication [104]. It is noted that a malicious vehicle driving aside the platoon

could be another attacking scenario. Our analysis follows a similar approach and the main

results remain the same due to the similarity of both attacking scenarios. Since the power

source of the drone is limited, we assume a reactive signal jammer [105]. A reactive jammer

is able to sense the channel and launch its jamming signal whenever the vehicles trans-

mit the information through the wireless medium. For this type of jammer in order to

find out the packet sending time, the jammer should be equipped with the pilot sensing

hardware/software devices [105].

in this thesis, we assume the DSRC protocol in ad-hoc mode for vehicle string com-

munication network. According to this protocol, the safety messages (i.e., acceleration

information) is sampled and transmitted every 100ms [106, California PATH-UC Berkeley],

[96]. Then, each message is encapsulated in only one packet with the total packet size of
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Fig. 3.2: CACC control structure.

1526 bytes [107]. Similar assumptions for this model have been considered in the vehicle

string literature [73, 76, 92]. The data transmission rate in DSRC is between 6 Mbps and

27 Mbps. Hence, a packet size of 1526 bytes is transmitted within 452µs till 2034µs. As we

can see, the packet transmission time is very short in comparison to the packet transmis-

sion period, i.e.,100ms. Therefore, when the jammer emits the jamming signal, since the

packet transmission time is short, we assume that it jams the whole packet data, and if the

jamming is successful, the packet is dropped; Otherwise, it is delivered to the immediate

following vehicle and decoded successfully.

In general, a broad range of possible attack models in Connected and Automated Ve-

hicles (CAVs) have been introduced in [108]. Our attack model falls in the category of

network-oriented in Perception System Model proposed in [108]. Specifically, the jamming

signal interference power lowers the signal-to-interference-plus-noise ratio (SINR) at the

physical layer which its impact resonates into the higher layer protocols, in our case causing

denial-of-service (DoS).
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3.4 CACC Control Structure and String State Space Repre-

sentation

3.4.1 Longitudinal Vehicle Dynamics

The common linearized third-order state space representation used for modeling longitudinal

vehicle dynamics is given as follows [76]:

q̇i(t) = vi(t),

v̇i(t) = ai(t),

ȧi(t) = �⌘�1
i

ai(t) + ⌘�1
i

ui(t),

(3.1)

for i=0, 1, . . . , n where qi(t)2R+, vi(t)2R+, and ai(t)2R are absolute position, velocity,

and acceleration of the ith vehicle, respectively. ⌘i and ui(t)2R 6=±1 represent the internal

actuator dynamics and the commanded acceleration of the ith vehicle, respectively. The

transfer function of the longitudinal vehicle dynamics Gi(s) is derived as follows:

Gi(s) =
Qi(s)

Ui(s)
=

1

s2(⌘is+ 1)
, (3.2)

where Qi(s) = L(qi(t)) and Ui(s) = L(ui(t)) represent the Laplace transformation of the

absolute position and commanded acceleration of the ith vehicle, respectively. A summary

of our main notation can be found in Table 3.1.

3.4.2 CACC Control Structure

CACC system control structure is shown in Fig. 3.2. In this model, Hi(s)=1+hds represents

the spacing policy dynamics. Headway-time constant, hd, indicates the time that it takes

vehicle i to arrive at the same position as its preceding vehicle (i� 1). The spacing policy
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Table 3.1: Summary of the main notation.

Notation Definition

n total number of the vehicles excluding the leader.
qi(t) the absolute position of the ith vehicle.
vi(t) the velocity of the ith vehicle.
ai(t) the acceleration of the ith vehicle.
ui(t) the commanded acceleration of the ith vehicle.

ũi�1(t) the received acceleration information of the (i� 1)th vehicle at the ith vehicle.
ei(t) spacing error between the ith and (i� 1)th vehicle.

Ei(j!) the Fourier transformation of the ei(t).
hd a constant headway-time.
di(t) the distance between the ith and (i� 1)th vehicles.
�i[k] the instantaneous SINR of the ith vehicle at time k.
pi[k] the probability of successful packet delivery of the ith vehicle at time k.
�i[k] a stochastic Bernoulli process with parameter pi[k].

✓̂i the estimated collision probability between the ith and (i� 1)th vehicle.
E{·} the expectation operator.

is one of the key design factors in CACC control systems. Mainly, two spacing polices,

constant and velocity-dependent, have been proposed in the literature [73,87]. in this thesis,

we consider velocity-dependent spacing policy which has also been used in [73,76,87]. This

spacing policy enables each vehicle to not only maintain a safe distance with its preceding

vehicle in high speeds, but also increases the tra�c throughput on the roads by reducing

the inter-vehicle distances at low speeds. Considering velocity-dependent spacing policy, the

desired distance is defined as hdvi(t). This means that the distance between two vehicles

Ai,i =

2

6666664

0 0 �1 0 0

0 0 �1 �hd 0

0 0 0 1 0

⌘�1
i

kp,i 0 �⌘�1
i

(kp,ihd + kd,i) �⌘�1
i

(1 + kd,ihd) ⌘�1
i

0 0 0 0 �h�1
d

3

7777775
,

Ai,i�1 =

2

6666664

0 0 1 0 0

0 0 1 0 0

0 0 0 0 0

0 0 ⌘�1
i

kd,i 0 0

0 0 0 0 0

3

7777775
, Bc =

2

6666664

0

0

0

0

h�1
d

3

7777775
.

(3.9)
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increases if the velocity of the preceding vehicle increases, and vice versa. The inter-vehicle

spacing error ei(t) is determined by the di↵erence between the actual relative distance,

di(t)=qi�1(t)�qi(t) measured by the radar, and the desired distance, hdvi(t), as follows:

ei(t) = di(t)� hdvi(t). (3.10)

In the CACC control structure shown in Fig. 3.2, Ki(s) = kp,i + kd,is is a feedback

proportional-derivative (PD) controller where kd,i is the bandwidth of the controller and is

chosen such that kd,i<<1/⌘i [76]. The PD controller parameters kp,i and kd,i are set such

that the internal stability of the vehicle dynamics is satisfied. The feedforward controller

Fi(s) = (Hi(s)Gi(s)s2)�1 is also designed such that the zero steady state spacing error

(ei(t)=0 as t!1) can be achieved [73]. In the CACC control structure, ub,i and uf,i also

represent the feedback and feedforward controllers’ output, respectively. The summation of

these two outputs provides the commanded acceleration ui for the ith vehicle.

Due to the packet loss either caused by the attacker or fading, we utilize a low cost

memory unit in the CACC control structure which has the capacity for saving only one

packet information. Each time, if the memory receives the packet successfully, it updates

the information; otherwise, it keeps the last successful received information. This will be

modeled in Section 3.5.2 and incorporated into the state equations. The zero-order-holder

(ZOH) converts the discrete-time signal into the continuous-time which then is fed into the

controller Fi(s).

3.4.3 CACC State Space Representation

State space representation of the CACC control structure is given in [76]. However, since

we shall study the CACC system performance from the safety perspective, we also add the
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inter-vehicle distance state to this representation as follows:

ḋi(t) = vi�1(t)� vi(t),

ėi(t) = vi�1(t)� vi(t)� hdai(t),

v̇i(t) = ai(t),

ȧi(t) = �⌘�1
i

ai(t) + ⌘�1
i

ui(t),

u̇f,i(t) = �h�1
d

uf,i(t) + h�1
d

ũi�1(t).

(3.11)

Commanded acceleration of the (i�1)th vehicle, ui�1(t), is transmitted through the wireless

channel to the ith vehicle. The received acceleration information is denoted by ũi�1(t).

In the remainder of this article, we omit the continuous-time domain representation t.

From (3.11), we can see that the output of the feedforward controller, uf,i, depends on the

received commanded acceleration ũi�1. The commanded acceleration ui is the summation

of feedback ub,i and feedforward uf,i controller outputs which is derived as follows:

ui = ub,i + uf,i

= kp,iei + kd,iėi + uf,i

= kp,i(di � hdvi) + kd,i(vi�1 � vi � hdai) + uf,i,

(3.12)

where the second and third equality use the feedback PD controller Ki(s) and equa-

tion (3.10). By substituting (3.12) in (3.11), the continuous-time CACC state space repre-

sentation is expressed as

ẋi = Ai,ixi +Ai,i�1xi�1 +Bcũi�1, (3.13)
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where xT
i
= [di ei vi ai uf,i] for i= 1, 2, ..., n is the state space variable vector. The

matrices Ai,i, Ai,i�1 and Bc are given in (3.9).

The lead vehicle (vehicle #0 in Fig. 3.1) does not follow any vehicles, hence it will not

receive any information neither through wireless nor its radar. As a result, the lead vehicle

dynamics will be di↵erent from the other vehicles’ dynamics in the string. The lead vehicle

dynamics is defined by the vector xT
0
=[d0 e0 v0 a0 uf,0] as

ẋ0 = A0x0 +Bsul, (3.7)

where

A0 =

2

6666666666664

0 0 0 0 0

0 0 0 0 0

0 0 0 1 0

0 0 0 �⌘�1
0

0

0 0 0 0 0

3

7777777777775

, Bs =

2

6666666666664

0

0

0

�⌘�1
0

0

3

7777777777775

.

3.4.4 Vehicles String State Space Representation

Following the CACC state space representation for vehicle i in (3.13), we now construct the

vehicle string state space representation as follows:

˙̄xn = Ānx̄n + B̄cũn�1 + B̄sul, (3.8)

where ul is an arbitrary commanded acceleration taken by the lead vehicle. Ān, B̄c and

B̄s are given in (3.9). x̄n = [xT
0

xT
1

xT
2

... xTn ]
T represents the augmented state space

variables of the vehicles’ dynamics in the string. In (3.8), ũn�1 = [0 ũ0 ũ1 ... ũn�1]T

is a vector where its elements denote the received acceleration information of ith vehicle for

i = 0, ..., n � 1. The first element in the vector ũn�1 is zero which indicates that the lead
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vehicle does not receive any acceleration information.

Considering that the DSRC transmission policy is based on sending out the acceleration

information every 100ms over the wireless channel [96, 106], to comply with this specifica-

tion, ũi�1(t) is sampled at times tk = kh for k = 0, 1, 2, ..., where h = 100ms. Hence, from

(3.8), the following state space representation captures the signal sampling and holding it

by the ZOH in the receiver:

˙̄xn = Ānx̄n + B̄cũn�1 + B̄sul,

ũn�1(t) = ũn�1,k, t 2 [tk, tk+1],

(3.11)

where ũn�1,k= ũn(tk). Hence, the exact discrete-time representation for the continuous-time

system in (3.11) using the similar method used in [109] is derived as follows:

xn[k + 1] = ¯̄Anxn[k] +
¯̄Bcũn�1[k] +

¯̄Bsul[k], (3.12)

where ¯̄An = eĀnh, ¯̄Bc =
R
h

0
eĀn⌫d⌫.B̄c,

¯̄Bs =
R
h

0
eĀn⌫d⌫.B̄s, are the time-invariant matrices

and h is the sampling interval.

Ān =

2

66666664

A0 0 0 · · · 0

A1,0 A1,1 0 · · · 0

0 A2,1 A2,2 · · · 0
...

. . .
. . .

...

0 · · · 0 An,n�1 An,n

3

77777775

5(n+1)⇥5(n+1)

, B̄c =

2

666664

0 0 · · · 0

0 Bc · · · 0

0 0
. . . 0

0 0 · · · Bc

3

777775

5(n+1)⇥(n+1)

,

B̄s =

2

6666664

Bs

0

0

0

0

3

7777775

5(n+1)⇥1

.

(3.9)
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3.4.5 String Stability

Definition: String is stable if the produced spacing error as a result of the lead vehicle’s

action does not get amplified when it propagates upstream in the string.

This definition is expressed as follows [77]:

kenk1 < ken�1k1 < ... < ke2k1 < ke1k1, (3.13)

where k.k1 denotes the infinity norm which determines the maximum absolute value of

the corresponding spacing error in a time horizon of t. In other words, the time-domain

definition of the string stability is given by

maxt |en(t)| < maxt |en�1(t)| < ... < maxt |e2(t)| < maxt |e1(t)| . (3.14)

When the dynamic of the CACC interconnected vehicle string is deterministic, string sta-

bility is studied using the frequency domain approach and string is stable if the following

condition is satisfied [73]:

|�i(j!)| =

����
Ei(j!)

Ei�1(j!)

����  1 8!, i = 1, ..., n (3.15)

where Ei(j!) = F(ei(t)) represents the Fourier transformation of the spacing error for the

ith vehicle.

However, when due to the fading or jamming attacks, communication uncertainty is

introduced into the CACC dynamics, random state space variables govern the CACC sys-

tem’s behavior. Thus, in order to evaluate CACC performance with random state space

variables we propose to use the time domain definition of mean string stability (MSS). In

the remainder of the this chapter, for the clarity we use bold letters to denote the random

variables.

Definition: String is mean stable if the mean spacing error does not get amplified when
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it propagates upstream in the string.

MSS is expressed as follows:

E {maxt |en(t)|} < E {maxt |en�1(t)|} < . . . < E {maxt |e2(t)|} < E {maxt |e1(t)|} , (3.16)

where ei for i = 1, ..., n denotes random spacing error variable and E {·} represents the

expected value.

3.5 Jamming Attacks Integration into CACC Model

In this section, we model and incorporate jamming attack and channel fading impact into

the state space representation of the string in (3.12). The final model will capture the

dependency and coupling of the physical states (inter-vehicle distances) and the cyber part

(wireless channel states).

3.5.1 Attack Model

The jammer’s destructive signal is considered as an additive Gaussian random variable

J ⇠ N (µj , �2j ) with constant mean µj and variance �2
j
. The jammer’s transmitted signal

power is calculated as Pj = |µj |
2 + �2

j
, [110]. This jamming model is a flexible model for

representing a wide range of jamming signal scenarios. The ratio M = |µj |
2

�
2
j

represents

the jamming signal’s features in terms of signal’s power. For example, when M = 0 (i.e.,

µj = 0), the jamming signal becomes a zero-mean Gaussian random variable which generates

a relatively powerless noise signal rather than a strong jamming signal. Whereas, when

M ! 1 (i.e., �2
j
= 0), the jamming signal power appears as a constant jamming signal

in the model [110]. However, the general scenario will be the case that 0 < M < 1. In

this case, there is a strong jamming signal with noise in the medium that jammer’s antenna

beam covers. Considering free space path loss model [111], the mean power of the jammer’s
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signal at the receiver of the ith vehicle at time k is obtained by

Ii[k] =
GjGr�2(|µj |

2 + �2
j
)

(4⇡)2(si[k])↵
, (3.17)

where,

si[k] =

8
>>>>><

>>>>>:

q
(
P

j

m=i+1
dm[k])2 + l2, i  j � 1

l, i = j
q
(
P

i

m=j+1
dm[k])2 + l2, i � j + 1

(3.18)

for i, j = 1, 2, ..., n represents the jammer distance from ith vehicle when the jammer is

located above the jth vehicle in the string. Gj and Gr denote the jammer and vehicles’

receiver antenna gain, respectively. ↵ indicates the path loss exponent, � is the associated

wavelength and l denotes the drone’s vertical distance from the string.

3.5.2 CACC State Space with Attack and Fading Model

We consider the jammer’s signal as an interference signal that is added to the ambient noise.

Thus, we compute signal-to-interference-plus-noise ratio (SINR) to derive the probability

of successful packet delivery. Once the attacker launches its jamming signal over the string,

instantaneous SINR of the received signal of the ith vehicle at time k is derived by

�i[k] = SINRi[k] =
Pr,i[k]

N0 + Ii[k]
, (3.19)

where Pr,i[k] / Pt(di[k])�↵ denotes the received signal power, Pt denotes the vehicles’

signal transmission power, N0 = �2n represents the mean power of ambient noise which is

considered as an additive Gaussian random variable with zero mean and variance �2n. As

stated in the system model, Rician fading channel model is considered as a fairly good

stochastic model for the vehicle string application and this class of signal transmission.
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Thus, we consider the received signal amplitude Pr,i[k] in (3.19) to be Rician, distributed

with the parameters K representing the ratio between the power in the direct and scattered

path, and ⌦ denoting the total power from both paths [112, Chapter 3]. Thus, �i[k] follows

the Rician distribution with the parameters K and ⌦ scaled by one and 1/(N0 + Ii)2,

respectively.

To decode the received packet successfully, instantaneous SINR should be greater than

an acceptable threshold SINR, �th [112,113]. Therefore, the probability of successful packet

delivery is defined as follows:

pi�1[k] = P(�i[k] � �th) = 1� F�i[k](�th), (3.20)

where P denotes the probability, and F�i[k](�th) represents the cumulative distribution func-

tion (CDF) of the Rician fading which can be found in [112, Chapter 3], [113]. In fact, pi�1[k]

has the opposite meaning of outage probability which is defined as the probability that the

instantaneous SINR (�i[k]) drops below the acceptable threshold SINR (�th). This proba-

bility is time variable and at each time, it depends on the average SINR computed in (3.19),

which is also a state dependent function.

Next, we introduce �i�1[k] as the stochastic Bernoulli process to denote, �i�1[k] = 1 if

(i� 1)th vehicle’s packet is received to the ith vehicle at time k, and �i�1[k] = 0 otherwise.

Hence,

�i�1[k] =

8
><

>:

1, with probability pi�1[k],

0, with probability 1� pi�1[k],
(3.21)

for k = 1, 2, ... and i = 1, 2, ..., n.

Considering that each receiver has a memory unit (memory unit keeps the last suc-

cessfully decoded acceleration information received from the immediate preceding vehicle),
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ũi�1[k] is computed backward in time as follows:

ũi�1[k] = �i�1[k]ui�1[k] + (1� �i�1[k])ũi�1[k � 1],

ũi�1[k � 1] = �i�1[k � 1]ui�1[k � 1] + (1� �i�1[k � 1])ũi�1[k � 2],

...

ũi�1[2] = �i�1[2]ui�1[2] + (1� �i�1[2])ũi�1[1],

ũi�1[1] = �i�1[1]ui�1[1] + (1� �i�1[1])ũi�1[0],

ũi�1[0] = �i�1[0]ui�1[0].

Note that ui�1[k] denotes the acceleration information of the (i� 1)th vehicle before trans-

mitting it in the channel, whereas ũi�1[k] indicates the output of the memory unit in the

CACC control structure (see Fig. 3.2). Considering the recursive form of above series,

ũi�1[k] can be expressed as

ũi�1[k] = �i�1[k]ui�1[k] +
kX

m=1

�i�1[m� 1]ui�1[m� 1]
kY

j=m

(1� �i�1[j]). (3.22)

Therefore, state space representation of the string under fading channel and jamming attacks

is derived as follows:

xn[k + 1] = ¯̄Anxn[k] +
¯̄Bcũn�1[k] +

¯̄Bsul[k], (3.23)

where ũn�1[k] =
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2

66666666666664

0

�0[k]ul[k] +
P

k

m=1
�0[m� 1]ul[m� 1]

Q
k

j=m
(1� �j

0
)

�1[k]u1[k] +
P

k

m=1
�1[m� 1]u1[m� 1]

Q
k

j=m
(1� �1[j])

...

�n�1[k]un�1[k] +
P

k

m=1
�n�1[m� 1]un�1[m� 1]

Q
k

j=m
(1� �n�1[j])

3

77777777777775

and ul is an arbitrary commanded acceleration profile taken by the lead vehicle.

Equation (3.23) shows that except for the lead vehicle commanded acceleration ul, other

vehicles commanded accelerations are random variables which are computed recursively

with respect to the time. We will use the stochastic dynamical system of the CACC system

presented in (3.23) to study the wireless communication uncertainty and jamming attacks

impact on the mean string stability and safety.

3.6 Mean String Stability and Safety Analysis in Time Do-

main

Su�cient Condition for Mean Stable String: In the following, we use the time domain

analysis of mean string stability to find a condition for packet successful delivery probability

which identifies the best location for the attacker to launch the jamming signal attacks.

Proposition 1. For the dynamics of a string governed by the state space representation

in (3.23), a su�cient condition to have a mean stable and unstable string are pi[m] <

pi�1[m] and pi[m] > pi�1[m], respectively, for i = 1, ..., n and m = 1, ..., k.

Proof. Let ei[k] = Mixn[k] where Mi is a 1⇥(n+1) vector with all the zero elements except

the 6i-th element which is 1. Thus, following (3.23) for the ith vehicle we have,

ei[k + 1] = Mi
¯̄Anxn[k] +Mi

¯̄Bcũn�1[k] +Mi
¯̄Bsul[k]. (3.24)

86



Similarly for (i� 1)th vehicle we have,

ei�1[k + 1] =Mi�1
¯̄Anxn[k] +Mi�1

¯̄Bcũn�1[k] +Mi�1
¯̄Bsul[k]. (3.25)

Now, without loss of generality assume that at time k, ei[k] = ei�1[k], and we aim to

examine the spacing error at time k+1. Considering this assumption, by taking expectation

from both sides of (3.24) and (3.25) w.r.t. the random inter-vehicle spacing error and

subtracting the corresponding sides from each other we will have,

E
⇢
ei�1[k + 1]

�
� E

⇢
ei[k + 1]

�
= E

⇢
Mi�1

¯̄Bcũn�1[k]

�
� E

⇢
Mi

¯̄Bcũn�1[k]

�
. (3.26)

SinceMi�1
¯̄Bcũn�1[k]= ũi�1[k] andMi

¯̄Bcũn�1[k]= ũi[k], then, E{Mi�1
¯̄Bcũn�1[k]}=E{ũi�1[k]}

and E{Mi
¯̄Bcũn�1[k]}=E{ũi[k]}. Next, by taking expectation from both sides of (3.22), we

have

E{ũi�1[k]} = pi�1[k]ui�1[k] +
kX

m=1

pi�1[m� 1]ui�1[m� 1]
kY

j=m

(1� pi�1[j]), (3.27)

and, similarly,

E{ũi[k]} = pi[k]ui[k] +
kX

m=1

pi[m� 1]ui[m� 1]
kY

j=m

(1� pi[j]), (3.28)

where in (3.27) and (3.28) we used the fact that E{�i[k]} = pi[k]. From (3.27) and (3.28), it

is followed that if pi[m] < pi�1[m] for m = 1, ..., k, then E{ũi[k]} < E{ũi�1[k]}. Combining

this result with (3.26), it yields to E
⇢
ei[k + 1]

�
< E

⇢
ei�1[k + 1]

�
which concludes the
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proof for mean string stability su�cient condition. Similar proof can be sketched for mean

unstable stability su�cient condition in Proposition 1. ⌅

Remark: Since the packet successful delivery probability is an increasing function w.r.t.

the attacker distance form the target vehicle (according to (3.18), (3.19) and (3.21)), from

the results in Proposition 1, we conclude that the su�cient condition is satisfied for string

mean unstability and stability when attacker is above vehicle i = 1 and i = n, respectively

(i.e., when attacker is above vehicle i=1 then pi[m] > pi�1[m], and when it is above i = n

then pi[m] < pi�1[m] for i = 1, . . . , n and m = 1, . . . , k are satisfied).

Bounds on the Inter-vehicle Distance: In the following, we derive the upper and

lower bound inter-vehicle distance between the lead vehicle and its immediate follower.

Consider state space representation in (3.23), inter-vehicle distance between the lead vehicle

and its follower; d1[k] can be expressed as

xn[k + 1] = ¯̄Anxn[k] +
¯̄Bcũn�1[k] +

¯̄Bsul[k],

d1[k] = Mxn[k],

(3.29)

or,

d1[k + 1] = f(d1[k], ũ0[k], ul[k]), (3.30)

where M = [0 0 0 0 0 1 0 · · · 0], f is a deterministic function governed by

(3.23) and the time-invariant matrices listed in (3.9), and

ũ0[k] = �0[k]ul[k] +
kX

m=1

�0[m� 1]ul[m� 1]
kY

j=m

(1� �0[k]). (3.31)

Proposition 2. Given the lead vehicle’s acceleration profile ul, lower and upper bound inter-

vehicle distance between lead vehicle and its follower can be achieved by (3.30) when ũ0[k] =
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min {ul[j] for j = 1, ..., k} and ũ0[k] = max {ul[j] for j = 1, ..., k}, respectively.

Proof. Let initial states d1[0] and ul[0] are given, and �0[0] = 1. Considering that min{d1[k+

1]} = f(d1[k],min{ũ0[k]}, ul[k]) and using (3.22), three possible cases are investigated:

Case 1, ul[j] < ul[j + 1]: In this case, if �0[j + 1] = 0 then min{ũ0[j + 1]} = ul[j];

otherwise, min{ũ0[j + 1]} = ul[j + 1].

Case 2, ul[j] > ul[j+1]: In this case, if �0[j+1] = 0 or 1 then min{ũ0[j+1]} = ul[j+1].

Case 3, ul[j] = ul[j+1]: In this case, regardless of �0[j+1] value min{ũ0[j+1]} = ul[j].

From the above three cases, this concludes that min{d1[k+1]} = f(d1[k],min{ũ0[k]}, ul[k])

where ũ0[k] = min {ul[j] for j = 1, ..., k}.

Upper bound proof can be sketched similar to the lower bound proof. ⌅

Hence, reachable inter-vehicle distance states set can be achieved as follows:

min{d1[k]}  Reachable distance  max{d1[k]}. (3.32)

Vehicle Minimum Transmission Power: As a defending strategy against the jam-

ming signal, we study the vehicles’ minimum required transmission power such that for a

jammer with fixed power and location, the string can maintain the mean stability. This

problem is formulated as follows:

Ei(j!)

Ei�1(j!)
=

kd,ij! + kp,i

⌘i(j!)
3 + (kd,i + 1)(j!)2 + (kd,i + kp,ihd)(j!) + kp,i

(3.34)

Ei(j!)

Ei�1(j!)
=

⌘i(j!)
3
+ (1 + kd,i)(j!)

2
+ (kd,i + kp, ih)(j!) + kp,i

⌘ihd(j!)
4 + (kd,ih

2
d + hd + ⌘i)(j!)

3 + (kp,ih
2
d + hd + 1)(j!)2 + (kd,ihd + kd,i)(j!) + kp,i

(3.35)
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Algorithm 4 Collision Probability Estimation.

Parameters: ul[k] = ↵k, Ci = 0, Initial speed vi[0] for i = 1, ..., n.

Initialization: Solution of ✓̂i.

1: Initialize k  0.

2: for r = 1, · · · , R do

3: k  0

4: while v0[k] = 0 or di[k] = 0 do

5: xn[k + 1] =
¯̄
Anxn[k] +

¯̄
Bcũn�1[k] +

¯̄
Bsul[k]

6: d[k] = Gxn[k]

7: if di[k] = 0 then

8: Ci  Ci + 1

9: end if

10: k  k + 1

11: end while

12: end for

13: ✓̂i =
Ci
R

minimize Pt

subject to xn[k + 1] = ¯̄Anxn[k] +
¯̄Bcũn�1[k] +

¯̄Bsul[k],

E {maxt |en(t)|} < E {maxt |en�1(t)|} < ...

... < E {maxt |e2(t)|} < E {maxt |e1(t)|} .

(3.33)

The first and second constraints refer to the string dynamics and mean string stability con-

dition, respectively. The objective function Pt is embedded inside the first constraints which

can be traced through (3.19), (3.20), (3.21), and (3.23). Unfortunately, due to the string’s

complex dynamics and unknown objective function in the above optimization problem, ana-

lytical closed form solutions are not tractable to be derived. Hence, we utilize Monte Carlo

simulations to compute the minimum transmission power for the vehicles under various

system settings (refer to Section 3.8.2 for the results).

Collision Probability Estimation: We outline a procedure to compute the colli-

sion probability estimation across the string. Let vector d[k] = Gxn[k], where d[k] =

[d0[k] d1[k] d2[k] ... dn�1[k] dn[k]] represents inter-vehicle distance variables in the

string, and G denotes a matrix with dimension of (n+1)⇥ 5(n+1) with all elements equal
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to zero except the elements in (i, 5i � 4) for i = 1, 2, ...n + 1, which are equal to 1. Let

✓i := P (di = 0) denotes the probability that vehicle i crashes into the vehicle in front

i � 1. Considering that that the lead vehicle decelerates with ul[k] = ↵k where ↵ < 0,

Algorithm 4 outlines a Monte Carlo simulation which computes the unbiased estimate of

collision probability by ✓̂i := E[✓i].

3.7 String Stability Analysis

3.7.1 Simulation Parameter Setup

We consider a vehicle string formed with n = 10 vehicles plus the lead vehicle. The lead

vehicle’s index is zero and the rest of the vehicles are ordered from one to ten moving

upstream in the string. We assume that the vehicles are homogeneous and the internal

actuator dynamics are identical for all the vehicles in the string (i.e., ⌘i = ⌘ = 0.1 for

i = 0, 1, 2, ..., n). Also, kd,i = kd = 0.5 << 1/⌘ and kp,i = kp = k2
d
= 0.25 for i = 1, ..., n

are chosen to satisfy the internal stability of the vehicle dynamics [106]. Wireless channel

parameters are set similar to [84,111], with �th = 18 dB and fading parameters K = 4 and

⌦ = 6.

In order to perform the time domain analysis, we conduct Monte Carlo simulations.

Every Monte Carlo simulation execution consist of R = 100, 000 runs. Similar to [76, 84],

we utilize random phase multi-sine signal generation method [114] to generate commanded

acceleration profiles for the lead vehicle. One sample of the lead vehicle’s acceleration

and its corresponding velocity profile up to 100 seconds can be found in [84]. Simulation

computations are conducted with MATLAB software on a single PC, Intel Core i7-CPU

3.4GHz.

3.7.2 String Stability Analysis and Headway-time Optimization

In this subsection, we assume perfect channel condition (no fading, no attack scenario) and

analyze the string stability in frequency and time domains for CACC and ACC (CACC
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without V2V communication) modes. We validate the time domain method via comparing

it with the frequency domain method, then in the remained subsections, we utilize time

domain analysis to evaluate the impact of jamming attacks on the CACC performance and

functionality.

Using the CACC control structure shown in Fig. 3.2, we first derive the string stability

transfer functions Ei(j!)

Ei�1(j!)
of the ACC and CACC modes as shown in (3.34) and (3.35),

respectively. Then, we compute the minimum headway-time by solving the following non-

linear and deterministic optimization problem:

minimize hd

subject to ! � 0,

hd > 0,

����
Ei(j!)

Ei�1(j!)

����  1, for i = 1, 2, ...n.

(3.34)

This optimization problem is solved using General Algebraic Modeling System (GAMS)

software [115]. Minimum headway-time hd for the ACC and CACC modes are obtained as

2.101 and 0.284 seconds, respectively. For a given lead vehicle acceleration profile ul, we

show the vehicles’ velocity for ACC and CACC modes with their minimum headway-time

in Figs. 3.3 and 3.4, respectively. Figs. 3.5a and 3.5c illustrate the absolute magnitude

of the string stability transfer function of ACC and CACC systems for various headway-

times against wide range of frequencies (0 � 105rad/s). In Figs. 3.5a and 3.5c, for the

headway-times which
��� Ei(j!)

Ei�1(j!)

��� exceeds 1, string becomes unstable1.

We analyze the string stability in the time domain and validate the results by comparing

them with the results of the frequency domain approach. The results are illustrated in Figs.

1
We demonstrate the performance of ACC and CACC systems under equal settings in a full video demo

at: https://youtu.be/B1ls0HaGULs
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Fig. 3.3: Vehicle velocity for ACC mode with minimum headway-time, hd = 2.101 seconds.

3.5b and 3.5d. For the case of ACC system, by comparing the results in both frequency

and time domains (i.e., Figs. 3.5a and 3.5b), we observe that when the headway-time is

set to 0.5 and 1.5 seconds the string becomes unstable. String is stable for both domains

when the headway-time is set to 2.2 and 3 seconds. For the case of CACC system, Figs.

3.5c and 3.5d show that in both domains for the headway-time of 0.2 seconds, string is

unstable. String is stable for the headway times of 0.5 seconds, 1 second and 2 seconds.

This comparison indicates that string stability analysis of both frequency-domain and time-

domain are consistent and endorse each other.

3.7.3 Jamming Attacks Impact

In this subsection, we study the impact of attacker’s location on the mean string stability

(MSS). We assume that the attacker emits its jamming signal over the wireless links for the

whole time horizon. We also assume that the signal transmission power for all the vehicles

and jammer’s signal power are fixed and identical in all the time.

We generate 1, 000 acceleration profiles using the random phase multi-sine signal gener-

ation method [114] with profile duration of t = 100 seconds. For each acceleration profile,

we run a Monte Carlo simulation and compute the mean maximum spacing error of ith
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Fig. 3.4: Vehicle velocity for CACC mode with minimum headway-time, hd = 0.284 seconds.

vehicle as follows:

E {maxt |ei(t)|} :=
1

Np

NpX

p=1

0

@ 1

Nq

NqX

q=1

�
maxt|eipq(t)|

�
1

A , (3.36)

where Np and Nq are the number of commanded acceleration profile and iteration, respec-

tively. eipq(t) denotes the spacing error generated for the pth profile at iteration q for the

ith vehicle in a time horizon of t seconds. After computing E {maxt |ei(t)|} for i = 1, 2, ..., n,

we use (3.16) to study the mean string stability.

Fig. 3.6a demonstrates the jammer’s capability in terms of destabilizing the string. As

the results show, when the attacker is above the i = 1, first vehicle following the lead vehicle,

not only the mean maximum error oscillates upstream the string, but also the magnitude

of the errors are larger in comparison to the no attack scenarios shown in Fig. 3.4. The

results in Fig. 3.6a also show that, as the attacker moves upstream in the string, its ability

to destabilize the string diminishes. This is because as the attacker moves far away from

the lead vehicle, the packet delivery ratio increases, and hence produced spacing error at

the front vehicles decreases. As a result, the more the attacker moves away from the lead
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(a) Frequ. domain for ACC. (b) Time domain for ACC.

(c) figures/Frequ. domain for CACC. (d) Time domain for ACC.

Fig. 3.5: String stability analysis results in frequency and time domains for ACC and CACC
modes with various headway-time.

vehicle, the more spacing error is corrected by the CACC controllers such that when the

attacker is above the forth vehicle, string becomes mean stable. Therefore, we conclude

that the closer the attacker gets to the vehicle i = 1, the more e↵ective it is in destabilizing

the string.
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Fig. 3.6: Attacker's location impact on MSS and safety.

3.8 Safety Analysis

3.8.1 Jamming Attacks Impact on Safety

Figs. 3.6b and 3.6c each illustrates one realization of vehicles’ distance from the lead vehicle

when attacker is above vehicle i = 1 and i = 4, respectively. As we can see in Fig. 3.6c,

multiple collisions happen when attacker is above the vehicle i = 1. However, vehicles

maintain a safe distance from each other when attacker is above vehicle i = 4 (Fig. 3.6c).

This observation inspired us to estimate the collision probability across the string when

CACC system is under jamming attacks.

Using Algorithm 4, Fig. 3.7 shows the estimated collision probability for various decel-

eration coe�cients ↵ and initial velocity of the vehicles. We can see that regardless of ↵ and

initial velocity, when the attacker is above vehicle i, average estimated collision probability

of ✓̂i > ✓̂j for i 6= j. Also, ✓̂i is decreasing as the attacker moves upstream in the string.

Safety analysis results are also consistent with the MSS analysis achieved in the previous

section.

Fig. 3.8 illustrates the collision probability for the various number of vehicles in the

string and di↵erent location of the attacker. As we can see, when attacker is above vehicle

i = 1, collision probability between two, three, four and five vehicles are larger and as the

attacker moves upstream in the string this probability decreases. These results are also
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Fig. 3.7: Heat-map showing vehicle collision probability estimation across the string for
various attacker’s location.

Fig. 3.8: Probabilities of the collision for various number of vehicles in the string with
di↵erent locations for the attacker: Collision between (a) two vehicles, (b) three vehicles,
(c) four vehicles, (d) five vehicles.

consistent with the estimated collision probability across the string shown in Fig. 3.7.
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Fig. 3.9: Minimum transmission power vs. headway-time.

(a) (b) (c) (d)

Fig. 3.10: (a) Lead vehicle acceleration profile. (b) Fading impact on inter-vehicle distance.
(c) Inter-vehicle distance trajectories with jamming attacks happening in the whole time
horizon. (d) Inter-vehicle distance trajectories when jamming attacks happen in the times
that the lead vehicle decelerates.

3.8.2 Vehicle Minimum Transmission Power Impact

We run Monte Carlo simulations to compute the vehicles’ minimum transmission power

using (3.33). The results in Fig. 3.9 illustrates that for a fixed headway-time, as the

jamming signal power increases, the vehicles’ minimum transmission power need to be

increased to stabilize the string. In addition, assuming a fixed signal power for the jammer,

as the headway-time increases, a higher transmission power is required for the vehicles to

maintain the mean string stability. This is because, based on the velocity dependent spacing

policy, with a bigger headway-time, vehicles are moving with larger inter-vehicle distance

compared to the one with smaller headway-time.
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3.8.3 Jamming Attacks and Fading Impact on the Inter-Vehicle Distance

Between the Lead Vehicle and its Follower

Consider a given lead vehicle’s acceleration profile ul in Fig. 3.10a. Using the results derived

from Proposition 2 in Section 3.6, we study three di↵erent scenarios to show the impact of

fading and jamming attack on the reachable inter-vehicle distance evolution.

First Scenario

We study the impact of Rician fading channel without the presence of the attacker (i.e., µj =

0,�2
j
= 0). Fig. 3.10b shows 10, 000 possible reachable inter-vehicle distance trajectories

which are upper and lower bounded according to (3.32). We see that, although the lower

bound distance trajectory hits the zero (unsafe state), inter-vehicle distance trajectories are

mostly overlapping with each other and the following vehicle maintains a safe distance from

the lead vehicle.

Second Scenario

In this scenario, we assume that the jammer emits its jamming signal over the wireless

channel established between the lead vehicle and its follower. Fig. 3.10c illustrates 10, 000

possible inter-vehicle distance trajectories when the attacker jams the signal for the whole

time horizon of 100 seconds. As shown in Figure 3.10c, distance trajectories almost cover

all the reachable inter-vehicle distance states between the lower and upper bound, and some

trajectories also hit the zero distance (unsafe states).

Third Scenario

In this scenario, we describe an attacking strategy that is occurring only partially in the time

horizon. We assume that the drone launches the jamming attack signal only when the lead

vehicle decelerates. This attacking capability is enabled based on the moving object tracking

technology equipped in the drone [102]. A drone with this technology is able to detect

the moments that the vehicle is decelerating. Fig. 3.10d illustrates the 10, 000 distance
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Fig. 3.11: Learning-based channel access for defense and attacks in CACC with multi-
channel communication systems.

trajectories for the proposed attacking strategy. As the results show, distance trajectories

are dense and closer to the lower bound to make the safety critical situations instead of

being distributed within the bound and being closer to the upper bound. Some trajectories

also hit the zero distance (unsafe state). Finally, comparing the distance trajectories in

Fig. 3.10c (attacking within the whole time horizon) and Fig. 3.10d (attacking at the times

the lead vehicle decelerates), the results show that the partially attacking strategy is e↵ective

from the attacker’s perspective to make the safety critical situations.

3.9 CACC with Multi-Channel Communication: Learning-

based Defense Against Learning-based Jamming Attacks

In Section 3.6 we found that string is mean stable if pi < pi�1 for i = 1, . . . , n+ 1. In this

section, we first compute the the lower bound on packet successful delivery probability as

pth < pi for 8i. Then, we focus on multi-channel CACC system and derive a condition w.r.t.

the number of channels K and the threshold packet successful delivery probability pth when
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vehicles and jamming attacker employ learning-based algorithms for channel access. The

application scenario is shown in Fig. 3.11.

In order to find the pth, we run a set of simulations with the headway-time varying

between 0.1 and 2 (with the steps of 0.1), and the packet successful delivery probability

between 0.01 and 1 (with steps of 0.01). Then we record the both headway-time and

threshold probabilities for which they define the the border between mean stability and

instability region. Fig 3.12 illustrates the region and demonstrates the pth.

We now study a setting in which each vehicle in the string sends its acceleration in-

formation via K wireless channels to its immediate following vehicle. We consider that

vehicles and the jamming attacker are equipped with a no-regret online learning algorithm

(e.g., Exp3 [16]) to employ as their channel access policy. In this setting, we assume that a

packet is dropped if both the jammer and vehicle(s) choose the same channel for the attack

and data transmission, respectively. If more than one vehicle select the same channel and

the attack signal is not present, then the vehicles share the spectrum and transmit their data

via the available channel bandwidth. A vehicle observes a reward of 1 or 0 if packet is deliv-

ered or dropped, respectively. However, attacker gains a reward of 1 if it attacks to the same

channel as the vehicle which chooses for packet transmission; otherwise, it gains a reward

of 0. The vehicles and attacker employing no-regret online learning algorithms forms a re-

peated two-player constant-sum game. In this game, at each data transmission period (a.k.a.

time slot) each vehicle computes a mixed channel selection strategy ↵(t) = (↵1(t), ...,↵K(t))

according to its built-in online learning algorithm to choose channel it 2 [K] = {1, ...,K}

for data transmission (note that ↵i(t) denotes the probability of choosing channel i at t

for data transmission). Similarly, the attacker computes a mixed channel selection strategy

according to ⇣(t) = (⇣1(t), ..., ⇣K(t)) to choose jt 2 [K] = {1, ...,K} and launch the jamming

signal. Thus, the probability of successful packet delivery is derived as

p(t) = 1�
KX

i=1

↵i(t)⇣i(t). (3.37)
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Fig. 3.12: Stability and instability region: Probability of successful packet delivery versus
headway-time.

Next, we give the main results of this study.

Theorem 8. For any repeated constant-sum game formed by the vehicles and the attacker

employing any no-regret non-stochastic online learning algorithms for channel access, the

string is asymptotically mean stable if and only if K >
1

1� pth
.

Proof. According to [116, Ch. 4] our constant-sum game with a reward of r(it, jt) 2 {0, 1}

for both the vehicles and attacker, converges to Nash equilibrium (NE). This immediately

follows that leaning algorithms are mutually best response for the infinite-horizon time

T ! 1. In this case, the game value is given by

V = max
⇣

min
↵

r(↵, ⇣) = min
↵

max
⇣

r(↵, ⇣), (3.38)

where r(↵, ⇣) =
KP
i=1

KP
j=1

↵i⇣jr(i, j). The above game value will be maximized if the empirical

distribution of channel selection for vehicles and attacker converges to the uniform distri-

bution over the K channels i.e., ↵i(t) = ⇣i(t) =
1

K
for i = 1, ...,K [116]. By substituting
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(a) m = 1 (b) m = 3

(c) m = 6 (d) m = 10

Fig. 3.13: Stability and instability region: Vehicles and attacker employ online learning
algorithms for channel access (m denotes the number of channels attacked by the jammer).

this value in (3.37) we obtain the asymptotic packet successful delivery as

lim
t!1

p(t) = 1�
KX

i=1

1

K2
=

K � 1

K
. (3.39)

To satisfy the asymptotic mean stability condition we need to have
K � 1

K
> pth which

completes the proof. ⌅
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Remark 3: This theorem holds regardless of any initial weights that online learning

algorithms may begin with. However, it is worth mentioning that, if learning algorithms

begin with the uniform initial weights according to their respective algorithms, and
K � 1

K
>

pth holds, then stability condition will be guaranteed for whole the time-horizon T and not

just asymptotically. Conversely, if the algorithms begin with non-uniform initial weights,

and
K � 1

K
> pth holds, then at some points in time before convergence, p(t) might fall

below the threshold probability pth which leads to string instability during the transition

phase. Note that, studying games in the transition phase still is an on going research [117].

Corollary 8.1. If the jammer chooses m channels out of K to launch the attack signal,

then the string will be asymptotically mean stable if K >
m

1� pth
.

Proof. Similar to the proof of Theorem 8, the game value will be maximized if ↵i(t) =
1

K
,

and ⇣i(t) =
m

K
for i = 1, ...,K. Then, we will have

lim
t!1

p(t) = 1�
KX

i=1

m

K2
=

K �m

K
, (3.40)

where
K �m

K
> pth satisfies the mean stability which completes the proof. ⌅

Following the above results, in Fig. 3.13 we plot the mean string stability and instability

region for various number of channels K and di↵erent values of packet successful delivery

threshold probability pth. Through Fig. 3.13a to Fig. 3.13d we can see that string stability

region shrinks as the number of channels attacked by the jammer (i.e., m) increases. Given

the headway-time and number of the attacked channels m, our finding enables the CACC

system designer to choose the available number of channels K such that the string can

maintain the means stability.
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3.10 Discussion on CACC Security

3.10.1 Defending Mechanisms Against Jamming Attacks in CACC

Cyber-physical configuration of cooperative adaptive cruise control (CACC) system enables

it to defend against jamming attacks on both cyber and control domains to increase the

resiliency of the vehicle string.

Cyber Domain Defense Methods

On the cyber part, various popular jamming attack detection and countermeasures in-

cluding, regulated transmitted power, frequency hopping spread spectrum (FHSS), direct

sequence spread spectrum (DSSS), and hybrid FHSS/DSSS can be directly applied [118].

As we found that, at some states (when the lead vehicle is decelerating), the string is more

vulnerable to jamming attacks, hence, a straightforward defense mechanism is to improve

the communication reliability on particular wireless links at particular states. For example,

using maximum transmission power, or multi-radios to simultaneously transmit on multiple

channels, using reliable channel coding schemes, etc. Applying machine learning methods

to jointly tune various physical layer parameters such as modulation schemes, transmission

power, frequency hopping, data rate, etc., can be also considered as an e↵ective method to

defend against the jamming attacks in the cyber domain.

Control Domain Defense Methods

On the control part, various controller design techniques such as time or event-triggered,

observer or descriptor-based, and adaptive resilient controller can be utilized to e↵ectively

mitigate the attacks to some tolerable degrees for the vehicle string applications [83, 119].

String stability and safety criteria may require di↵erent types of resilient controller for

feedback and feed-forward controllers in the CACC control structure (Fig. (3.2)).
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Cyber-Physical Co-Design Defense Methods

One can integrate both cyber and control domains’ attack mitigation methods to obtain

a safe and stable string. For example, a combination of frequency hopping scheme as well

as an adaptive event-triggered resilient controller provides a robust defensive mechanism.

However, more complex/advanced defending mechanisms may imply higher deployment

cost. Therefore, finding a cost-e↵ective solution or cyber-physical co-design is of great

interest. But cyber and control technologies may not evolve at the same speed. Once a

vehicle is sold, it could be hard to modify its mechanical and control systems/components,

but it could be feasible to connect the vehicle with commercial o↵-the-shelf radio devices

with advanced communication technology using standard interface, such as Controller Area

Network (CAN) bus.

It is noted that, our mean string stability and safety analysis in this thesis, can be

utilized to evaluate such defense mechanisms. More specifically, given the attacking and

defending schemes, the packet successful delivery ratio can be computed and plugged in

the CACC state space equations in (3.23), then the rest of the analysis can be performed

similarly.

3.10.2 Future Work on CACC Security

As of future work, we believe that our study highlights many research directions in this area.

An interesting problem is to study the cyber-physical co-attacks. The attacker can jam the

wireless communication while cooperating with a malicious vehicle in the string which does

not follow the CACC rules and takes disturbing acceleration commands. To avoid safety

critical situation, cyber-physical co-defense strategies, as discussed in Section 3.10.1, need to

be further investigated to detect and mitigate this type of attacks in vehicle string. Another

problem is to study the upper and lower bound inter-vehicle distance trajectories of all the

inter-vehicle distances. Safety verification through inter-vehicle distance trajectory analysis

will be a promising direction, as well.
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3.11 Conclusion

in this thesis, we modeled the coupling between cyber (wireless communication) and physical

states (inter-vehicle distances) in a vehicle string with CACC system under jamming attacks.

We utilized the time domain approach to study mean string stability (MSS) when CACC

state space equations are governed by random state variables. We derived the su�cient

condition for mean string stability/unstability. We identified that the most e↵ective location

to launch the jamming attack is above the first vehicle following the lead vehicle, and as

the attacker moves upstream in the string, its impact in terms of destabilizing the string

is diminished. We analyzed the inter-vehicle distance trajectories between the lead vehicle

and its follower by driving its upper and lower bound trajectory. Our analysis show that the

jamming attacks are more e↵ective in terms of pushing the inter-vehicle distance trajectories

to the unsafe states when the lead vehicle decelerates. Through, extensive Monte Carlo

simulation we also estimated the collision probability across the string for various attacker’s

location.
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Chapter 4: Machine Learning-Based Delay-Aware UAV

Detection and Operation Mode Identification over

Encrypted Wi-Fi Tra�c

The consumer unmanned aerial vehicle (UAV) market has grown significantly over the past

few years. Despite its huge potential in spurring economic growth by supporting various

applications, the increase of consumer UAVs poses potential risks to public security and

personal privacy. To minimize the risks, e�ciently detecting and identifying invading UAVs

is in urgent need for both invasion detection and forensics purposes. Aiming to complement

the existing physical detection mechanisms, we propose a machine learning-based framework

for fast UAV identification over encrypted Wi-Fi tra�c. It is motivated by the observation

that many consumer UAVs use Wi-Fi links for control and video streaming. The proposed

framework extracts features derived only from packet size and inter-arrival time of encrypted

Wi-Fi tra�c, and can e�ciently detect UAVs and identify their operation modes. In or-

der to reduce the online identification time, our framework adopts a re-weighted `1-norm

regularization, which considers the number of samples and computation cost of di↵erent

features. This framework jointly optimizes feature selection and prediction performance

in a unified objective function. To tackle the packet inter-arrival time uncertainty when

optimizing the trade-o↵ between the detection accuracy and delay, we utilize maximum

likelihood estimation (MLE) method to estimate the packet inter-arrival time. We collect a

large number of real-world Wi-Fi data tra�c of eight types of consumer UAVs and conduct

extensive evaluation on the performance of our proposed method. Evaluation results show

that our proposed method can detect and identify tested UAVs within 0.15-0.35s with high

accuracy of 85.7-95.2%. The UAV detection range is within the physical sensing range of

70m and 40m in the line-of-sight (LoS) and non-line-of-sight (NLoS) scenarios, respectively.
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The operation mode of UAVs can be identified with high accuracy of 88.5-98.2%.

4.1 Introduction

In the past few years, we have seen a significant growth of the consumer unmanned aerial

vehicle (UAV) market for personal recreation. Despite its huge potential in spurring eco-

nomic growth, the significant increase of consumer UAVs raises lots of issues regarding

airspace management, public security, and personal privacy [120]. It was reported that an

Army chopper was struck by an illegally flying drone over a residential neighborhood in

September 2017 [121]. In April 2016, a UAV was peeping outside a teenager’s bedroom

window in Massachusetts [122]. In January 2015, a small UAV crashed on the White House

lawn bringing the worry about security measures [123].

To deal with these threats, consumer UAV registration mechanisms, started by Federal

Aviation Administration (FAA), have been promoted worldwide, which can help law en-

forcement o�cials to handle the UAV and its owner information [124]. UAV-restricted zone

and geo-fencing are requested to set up in sensitive areas, such as airports, nuclear facilities,

and data centers, to protect them from hostile UAV invasion.

However, the enforcement of regulations is not an easy task in practice. Plenty of UAVs

are still unregistered, and many UAVs do not have geo-fencing or the geo-fencing can be

turned o↵ easily. There is an urgent need to quickly detect an intruder UAV in a restricted

area, or assist the forensics investigation to identify its appearance and operation mode.

An ideal detection technique should give us the alert when the restricted area is invaded

by unwanted UAVs at the earliest stage. After that, counter-measures for intruder UAVs

can be applied and the UAV owner may be tracked or located. Therefore, how to e�ciently

detect the consumer UAVs is of utmost importance.

Other than detecting UAVs, identifying UAVs’ operation mode will be very useful for

forensics purposes. Being able to identify the operation mode of intruder UAVs can help

investigators to restore the course of the incidents, which could be used as court evidences in
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a legal process and help law enforcement o�cials to improve countermeasures or responses

to various possible UAV incidents.

Many physical detection mechanisms, such as radar [125, 126], acoustic [127, 128], and

vision [129–131], have been proposed for UAV detection. When using only one of these

sensors for detection, these methods may get less e↵ective in some practical scenarios,

especially in a crowded urban environment. The radar signals may get blocked by walls,

buildings, and other obstacles, which are very common in a civilian environment. The

vision detection technique cannot detect the UAV in non-line-of-sight scenarios and dark.

The acoustic detection can be interfered by the environment noises which may overwhelm

the relative small sound produced by tiny rotor-craft or gliding fixed-wing UAV.

Aiming to complement the above conventional physical detection mechanisms, we pro-

pose to explore machine learning-based Wi-Fi tra�c identification approaches to achieve

fast UAV detection and operation mode identification. It is motivated by the observation

that many existing consumer UAVs are equipped with Wi-Fi interfaces and communicate

with a user handheld device (e.g., smartphone) for command control or video streaming.

Detecting UAVs through wireless tra�c identification brings us several advantages over ex-

isting mechanisms. First, Wi-Fi signal sensing and packet capturing are less a↵ected by

obstacles, other flying objects, acoustic noise, or light conditions that could a↵ect physical

detection mechanisms. Second, Wi-Fi data tra�c provides cyber information about UAVs’

type and their operation mode, which can be very useful for forensics investigation.

Challenges: At the same time, UAV detection through Wi-Fi tra�c identification in-

troduces unique challenges that separate it from traditional tra�c identification [132–134]

and sensing tasks as follows:

1) UAV tra�c can be encrypted. Therefore, existing network monitoring and intrusion

detection mechanisms that are based on packet header examination or port filtering are

not applicable to encrypted UAV tra�c. For example, Wi-Fi controlled UAVs (such as DJI

and Bebop drones) use WPA2 to secure the wireless communication. Although SSID in

the MAC frame may reveal information about the type or vendor of the drone, it can be
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easily changed through drone control apps. 2) Existing machine learning methods cannot

be directly used to identify UAV tra�c in a timely manner. For real-time applications,

we need to identify the UAV as soon as it is appearing in or approaching to a restricted

area. From learning and classification perspective, traditional machine learning methods

[132,133] that only aim at minimizing detection error cannot be directly applied. Detection

delay introduced by the computations on feature generation and future packet arrival time

should also be considered. 3) Traditional time series early detection strategies [135] cannot

be applied to UAV tra�c. The inter-packet arrival time of UAV tra�c is random, so the

traditional time series early detection method which is based on fixed time intervals cannot

be directly applied.

To address the above challenges, we propose a delay-aware machine learning-based UAV

detection framework to strike a tunable balance between UAV detection accuracy and delay.

Our classification framework treats the encrypted data flow as a time series and extracts

statistical features only based on the packet size and inter-arrival time. By considering

the computation time among di↵erent features, our framework adopts a re-weighted `1-

norm regularization and integrates feature selection and performance optimization in one

objective function. To tackle the packet inter-arrival time uncertainty when estimating

the delay cost function, we use maximum likelihood estimation (MLE) method to estimate

the packet inter-arrival time. Finally, expected total cost function integrates misclassifica-

tion/misdetection and delay cost which are updated online when a new packet arrives and

an optimal detection decision is made to minimize the expected total cost function. The

results of our study can also be found in [136,137].

Our main contributions are summarized as follows:

• We propose a machine learning-based framework to achieve delay-aware UAV detec-

tion and operation mode identification over encrypted Wi-Fi tra�c. This framework

extracts features derived only from information of packet size and inter-arrival time.

This framework can be applied to other types of encrypted tra�c, such as cellular

tra�c or proprietary protocol tra�c as long as the packet size and interval can be
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measured.

• In order to reduce the model prediction time for fast UAV detection, our framework

adopts `1-norm regularization and integrates feature selection and accuracy optimiza-

tion in one objective function, which considers the feature importance and di↵erence

of computation time among di↵erent features.

• We propose to use model-based MLE method to estimate the packet inter-arrival

time. Then using the mean square error (MSE) as a well-known metric, we evaluate

the performance of the estimation on the collected real-world dataset.

• Other than detecting and identifying di↵erent types of UAVs, our proposed method

further identifies the UAV’s operation mode, such as standby, hovering, flying, etc.

• We collect a large amount of real-world encrypted Wi-Fi data tra�c of non-UAV and

eight types of consumer UAVs, and conduct extensive evaluations on the performance

of the proposed methods.

Through comprehensive study, we obtain the following findings:

• The UAV tra�c presents di↵erent patterns from non-UAV tra�c. Therefore, machine

learning based methods work well to di↵erentiate UAV tra�c from a wide range of

non-UAV tra�c.

• Due to vendor specific implementation of UAV command control and video streaming

protocols, di↵erent types of UAVs present di↵erent tra�c patterns which can be used

to classify UAVs from di↵erent vendors.

• The UAV Wi-Fi tra�c presents di↵erent patterns under di↵erent UAV operation

modes. This finding implies a strong correlation or coupling between cyber informa-

tion (data tra�c) and physical information (operation mode) of UAVs. This finding is

expected to motivate new cyber-physical defense and forensics mechanisms that lever-

age this cyber-physical coupling. We believe this methodology can be applied to other
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cyber-physical systems (CPS) and motivate more in-depth study on cyber-physical at-

tack co-detection or co-defense for many Internet of Things (IoT) applications, such

as connected cars, smart home, smart healthcare, and industrial control systems.

4.2 Related Work on UAV Detection Mechanisms and Data

Tra�c Identification

4.2.1 UAV Detection Mechanisms

Existing UAV detection mechanisms mainly focus on physical sensing through various

means, including radar, vision, and acoustic.

Radar system is one of the well-known and oldest techniques in aircraft detection dating

back to World War II. In order to adapt the detection of small size UAVs, X-band radar

systems were proposed [138, 139]. However, in the metropolitan areas (e.g., a city) radar

based detection may become less e↵ective due to its line-of-sight requirement [140]. The

vision-based UAV detection based on video cameras [141] has the same weakness as radar

based techniques, as it also requires line-of-sight between the camera and UAV. However,

if the cost is not a much concern, building a detection system based on multiple radars and

cameras fusion to cover the targeted area would be a reliable and promising UAV detection

system.

The acoustic signal-based UAV detection is a method that can solve the out-of-sight

problem [127, 128, 142]. However, this method has its own drawbacks as well. First, the

acoustic signal coming from the UAV can be quite noisy due to the noise generated at the

motors of electric-powered rotor-craft with fixed wings [143]. Second, other similar acoustic

signal generating devices such as electric weed whackers can generate sound signals quite

similar to UAV’s. In order to overcome the drawbacks of individual techniques, hybrid

solutions have been proposed by combining the acoustic sensor and video camera [144].

Another hybrid solution incorporates the radar sensor as well [145].
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RF-fingerprinting Based UAV Detection

Recently, Zhao et al. [146] proposed a new method of RF signal fingerprinting in order

to detect and identify the type of the UAVs. To do that, they propose to use Auxiliary

Classifier Wasserstein Generative Adversarial Networks (AC-WGANs) based on the wireless

signals collected from various types of UAVs. According to their results, this method can

detect the UAVs in indoor and outdoor environments with average accuracy of 95% and

80%, respectively. In the other recent work [146], Bisio et al. [147] proposed a Wi-Fi

statistical fingerprint-based amateur UAV detection method by applying existing multiclass

classification machine learning algorithms. In this work the detection delay is not a concern,

and thus, the main goal is to train a machine learning model to detect the intruding UAV

based on the predefined and fixed number of statistical features which are computed in every

fixed window size. Our proposed method considers detection delay and strike a tunable

balance between detection accuracy and delay as well as feature computation time. Ezuma

et al. [148] proposed a new detection and classification of micro-UAVs using RF fingerprints

of the signals transmitted from the controller to the micro-UAV. In their technique, they

utilized wavelet domain analysis to remove the bias in the signals which also helped in

the processing data size reduction. For the classification purposes, a naive Bayes approach

has been applied to distinguish the UAV signal frames from the non-UAV classes. In the

testing phase, a signal energy level detection is also integrated to improve the detection

performance. In average, the micro-UAV detection accuracy of 96.3% is achieved under

various signal-to-noise ratio (SNR) levels on the channel. We believe integrating our work

with the RF fingerprinting method proposed by Ezuma et al. [148] would result in a delay-

aware, more robust, and accurate UAV detection system as each method could be a very

suitable complement to the other.

A recent work [149] has been proposed to detect the approaching of a UAV within a

short distance through the observation of received signal strength (RSS) changes of Wi-Fi

signals. However, an intruder UAV may just launch inside a restricted area and hover,

or standby on a neighboring roof to spy on someone. In these scenarios, this method will
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not work. Moreover, a changing RSS is not necessarily introduced by UAVs, but could be

other moving objects with Wi-Fi interfaces, such as mobile users carrying smartphones or a

driving car equipped with Wi-Fi connections. So the application scenario of this proposed

technique is limited.

In another work [150], the authors propose a new RF-based drone detection method

based on the physical characteristics of the drone, such as body vibration and body shifting,

which impact the wireless signal transmitted by the drone during the communication. This

method is not useful when the UAV is in the standby mode. Moreover, both [149] and [150]

require line-of-sight connection between the RF signal monitoring system and UAV. Our

proposed method based on Wi-Fi tra�c identification relaxes this strong assumption.

4.2.2 Data Tra�c Classification/Identification

Classical approaches such as port-based, payload-based and deep packet inspection can be

used to identify the type of the non-encrypted network data tra�c. However, nowadays

many application data tra�c are encrypted for security purposes, and our work is closely

related to encrypted data tra�c classification/identification. There are several works for

identifying the encrypted data flow based on protocol data fingerprinting in wired and wire-

less networks, where commonly a combination of statistical and machine leaning approaches

have been used [132–134,151,152].

In [132], a new support vector machine (SVM) based method is proposed to identify three

types of tra�c, HTTP, File Transfer Protocol (FTP), and Email. One of the pioneering

works in this area applies classification techniques to classify tra�c in a wired network

into classes of bulk transfer, small transactions, and multiple transactions [133]. Bernaille

et al. [134] show that it is possible to distinguish the behavior of an application from

the observation of the size and the direction of the first few packets of the Transmission

Control Protocol (TCP) connection. In this work, three classical clustering algorithms,

K-Means, Gaussian Mixture Model and spectral clustering are applied on the dataset to

identify the flow. However, this method requires packet header traces analysis, and initial
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TCP connection packets. Xie et al. [151] proposes a new method called subspace clustering

technique (SubFlow), which learns the intrinsic statistical features of each application to

classify and identify the flow.

However, our work is di↵erent from the existing tra�c identification works in the follow-

ing aspects: 1) Our model provides packet-by-packet analysis, hence the decision is made in

a timely manner as packets enter the detection system. 2) Our model adaptively finds the

optimal number of the packets that are needed for optimal identification with high accuracy,

while considering time cost (or delay). 3) When training the model, feature generation time

is also considered and critical features are selected. Therefore, in the prediction/detection,

useless features are not generated, and thus the detection delay is reduced.

Compared to our earlier work [153], in this thesis, operation mode of the detected UAV

is identified. To do so, we collect a large amount of real-world operation mode data tra�c

of four UAVs and apply multiclass classification machine learning algorithms to identify the

modes. We also extend our delay-aware UAV detection test from four to eight commonly

used consumer UAVs and conduct extensive evaluations on the performance of the proposed

methods. Moreover, we provide performance evaluation for the packet inter-arrival time

estimation using MLE. The results indicate that mean square error (MSE) of estimation is

reduced when the information of a large number of packets are available in the detection

system.

Note that our detection system is applicable to detect the intruding UAVs controlled

by a user handheld device (e.g., smartphone). In other words, communication link between

the UAV and controller should be established in order to monitor the tra�c and detect the

UAV by the proposed method. On the other hand, our method will be ine↵ective if the

intruding UAV is equipped with the advanced autonomous systems such as Autonomous

Guidance, Navigation and Control (GN&C) where no ground control station is required for

command and control.

116



Fig. 4.1: System model for UAV Detection Problem.

4.3 Problem Setup on Delay-aware UAV Detection

4.3.1 System Setup

There is a Wi-Fi signal sensing and packet capturing system that can collect all the Wi-Fi

tra�c within a physical sensing range in real-time. There can be multiple Wi-Fi users

in the sensing range and multiple UAVs or non-UAV devices. The sensing system may

capture non-encrypted packets, for which we assume the system can tell the application

types of the corresponding flow by examining the packet headers or contents. Since these

non-encrypted packets can be easily identified by existing methods, we will only focus on

encrypted Wi-Fi tra�c in this thesis. For an encrypted Wi-Fi frame, the information we

can obtain about the frame is its source and destination MAC addresses, transmitter and

receiver MAC addresses, packet size, and packet arrival time together with other MAC

header information, such as frame type (control, management, or data), sequence number,

and duration/connection ID.

in this thesis, we mainly focus on two sequential tasks. 1) Wi-Fi controlled UAV de-

tection: There are a large body of such kind of UAVs on the market, such as DJI, Bobop,

DBPower drones, and etc. We assume the Wi-Fi communication between the drone and
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controller (e.g., smartphone) is encrypted using security protocols, such as WPA2. We as-

sume a drone restricted area (i.e., No Drone Zone) which no UAVs are allowed to enter

and operate (see Fig. 4.1). Our detection system can be implemented in the center of UAV

restricted zone to monitor the area and detect any approaching UAVs as quickly as possible

with a high accuracy. 2) UAV operation mode identification: For any detected UAV types

in the first step, further identify its operation mode. Operation mode consists of standby,

hover, forward, backward, and etc. It is noted that, if in case, a malicious spying UAV

just get turned on or launched inside the restricted zone and stay on in the standby or

hovering mode to accomplish the spying mission, our detection system not only can detect

the presence of the spying UAV, but it also can identify in which mode the spying UAV is

operating.

For the UAV detection and operation mode identification, we only use data frames. We

divide the encrypted Wi-Fi tra�c into individual flows according to the pair of source and

destination MAC addresses. A unique flow includes the packets between a pair of nodes.

The tra�c in a flow can be bi-directional or unidirectional. In a real-time scenario, these

flows usually interleave with each other in time. The goal of this chapter is to identify the

UAV data flows when frames are captured and decide the UAV type and its operation mode

in a quick manner with high accuracy.

4.3.2 Delay-aware UAV Detection Problem Formulation

The UAV detection over encrypted Wi-Fi tra�c can be formulated as a machine learning

classification problem. Let’s assume that we can obtain a large training dataset with m

flow traces with each trace having n consecutive packets. The traces contain UAV and

non-UAV flows which are labeled with their corresponding flow types yi 2 Y , where Y =

{UAV1,UAV2, ...,UAV��1, non-UAV} and � = |Y| denotes the number of class types in set

Y . UAVj for j 2 {1, ..., � � 1} denotes the UAV type j.

Packet size and packet inter-arrival time are two key attributes we extract from these

traces for UAV detection and operation mode identification. The sequences of packet size
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and packet inter-arrival time for the ith trace are denoted by xi and ⌧ i, respectively. Now,

let xi = (xi,1, · · · , xi,n), where xi,j for i = 1, ...,m and j = 1, ..., n indicates the size of

the jth packet in the ith trace. Similarly, let ⌧ i = (⌧i,1, · · · , ⌧i,n), where ⌧i,j denotes the

inter-arrival time between the jth and (j + 1)th packets (j < n) in the ith trace. Define a

finite set S = {((xi, ⌧ i), yi)}i2{1,...,m}
where the pair (xi, ⌧ i) represents the packet size and

inter-arrival time of the ith trace in set S, respectively.

Let x̃(tk) denotes the received incoming tra�c up to its kth packet arrived at time

tk. Assume a set of multiclass classifiers H =
n
hj�
o

j2{1,...,n}

are trained to classify the

incoming tra�c flow x̃(tk), where � 2 Y . When the Wi-Fi sensing system receives a new

packet of the incoming tra�c flow x̃(tk), its new features are extracted and incorporated in

the prediction system. Intuitively, as more packets arrive, more accurate information about

the tra�c can be gained. On the other hand, collecting more packets introduces longer

identification delay. Therefore, there is a trade-o↵ between detection accuracy and delay in

the detection process.

Let C1(ŷ, ỹ) : Y ⇥ Y ! R denotes the test misclassification cost function where (ŷ,

ỹ) 2 Y , and ŷ = hj�(x̃(tj)) is the predicted class label, while the true class label of the

incoming flow is ỹ. Let C2(tp) 2 R, p > k, be the time cost function which indicates the

time cost value if UAV detection is postponed up to time instant tp. Thus, the estimated

total cost function is given by

J

✓
x̃(tk)

◆
= C1

✓
hk�(x̃(tk), ỹ)

◆
+ C2(tk). (4.1)

In order to find an optimal trade-o↵ between the detection accuracy and delay, the total

cost function J needs to be minimized. Hence, we formulate the delay-aware UAV detection
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Fig. 4.2: Delay-aware UAV detection and operation mode identification workflow.

optimization problem as follows:

p⇤ = argmin
p2{k,...,n}

J

✓
x̃(tp)

◆
, (4.2)

where p⇤ indicates the optimal number of the packets that needs to be received from the

incoming flow before performing the UAV detection decision, and tp⇤ denotes the p⇤th packet

arrival time. When p⇤ = k is the solution of the optimization problem in (4.2), there is no

need to collect more packets because J

✓
x̃(tk)

◆
< J

✓
x̃(tq)

◆
for q = k+1, ..., n. Therefore,

the detection is performed instantly at time tk = tp⇤ . However, when p⇤ 6= k is the solution

of (4.2), it means that the total cost is minimized for k + 1  p⇤  n, thus the detection

120



process is deferred to collect more packets from incoming flow. For the notation purposes,

let the indicator function I(p⇤) = 1 when p⇤ = k; and otherwise I(p⇤) = 0, where p⇤ = k

corresponds to the UAV detection at time tp⇤ .

4.3.3 UAV Operation Mode Identification Problem

In the second task, for the detected UAV, we further identify the UAV’s operation mode.

Eight UAV operation modes are labeled as Z ={“Standby”, “Hover”, “Forward”, “Back-

ward”, “Up”, “Down”, “Right”, “Left”}. In this problem, using existing machine learning

algorithms a set of multiclass classifiers are trained packet-by-packet on a real-world dataset

to minimize the total operation mode misidentification cost.

4.4 Delay-aware UAV Detection and Operation Mode Iden-

tification

In this section, we propose a delay-aware learning-based predictive model in order to solve

the problem formulated in (4.1) and (4.2). Then, we extend our work to further identify the

operation mode of the detected UAV. Fig. 4.2 illustrates the main workflow of the proposed

method.

4.4.1 Learning-Based Model Design

Based on the definition of tra�c flow dataset S in Section 4.3.2, we further define the

data of incomplete tra�c flow, where only the first j  n packets are available in the

dataset, denoted as Sj = {((xj

i
, ⌧ j

i
), yi))}i2{1,...,m},j2{1,...,n} where xj

i
= (xi,1, xi,2..., xi,j) and

⌧ j

i
= (⌧i,1, ⌧i,2, ..., ⌧i,j) indicate the sequence of packet size and inter-arrival time of the

ith trace in the jth subset, respectively. Next, for each dataset Sj , we generate a design

matrix of X
j = [Xj

1
, Xj

2
, ..., Xj

m]T 2 Rm⇥2l, where Xj

i
2 R2l is a row vector as Xj

i
=

h
V1(x

j

i
), ..., Vl(x

j

i
), V1(⌧

j

i
), ..., Vl(⌧

j

i
)
i
where V1(·), ..., Vl(·) are functions which compute the
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Table 4.1: Statistical features (sample size N = 100).

Function: Feature Name Description Comput. time

V1(x): mean x̄ =
1
N

PN
i=1 x(i) 0.672 µs

V2(x): median The higher half value of a data sample. 4.365 µs

V3(x): MedAD
1 MedAD = median(|x(i)�median(x)|) 8.346 µs

V4(x): STD
2 � =

q
1

N�1

PN
i=1(x(i)�mean(x))2 1.608 µs

V5(x): Skewness � =
1
N

PN
i=1(x(i)�mean(x))/�)

3
14.917 µs

V6(x): Kurtosis � =
1
N

PN
i=1(x(i)�mean(x)/�)

4
14.095 µs

V7(x): MAX H = (Max(x(i))|i=1...N ) 0.464 µs

V8(x): MIN L = (Min(x(i))|i=1...N ) 0.652 µs

V9(x): Mean Square MS =
1
N

PN
i=1(x(i))

2
1.147 µs

V10(x): RMS RMS =
p

ms(x) 1.273 µs

V11(x): PS
3 3(mean(x)�median(x))/� 8.011 µs

V12(x): MAD
4 MAD =

1
N

PN
i=1 |(x(i)�mean(x))| 2.531 µs

1
MedAD: median absolute deviation

2
STD: standard deviation

3
PS: Pearson skewness

4
MAD: mean absolute deviation

statistical features of the input samples (i.e., xj

i
, ⌧ j

i
). l denotes the number of features. A

list of statistical feature functions with their associated computation formula is shown in

Table 4.1.

Feature selection based on re-weighted `1-norm by considering both feature

discriminative power and computation time cost: Di↵erent features have di↵erent

significance; we use W j = {W j

1
,W j

2
, · · · ,W j

2l
} 2 R2l to denote the weight vector of jth

subset for all the 2l features. Therefore, W j

i
= 0 means that the ith feature of jth subset

is not useful and can be discarded. Then, given the jth design matrix X
j and y 2 Y , our

problem is to learn a predictive mapping hj�(X
j

i
,W j) ! yi for i = 1, 2, · · · ,m such that: 1)

the disagreement between hj�(X
j

i
,W j) and yi is minimized; and 2) the number of non-zeros

in W j is minimized.

Other than the fact that di↵erent features have di↵erent discriminative power for iden-

tification, we also observe that di↵erent features consume di↵erent amounts of computation

time (refer to Table 4.1). Therefore, in the jth subset among the features that bring the
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same discriminative power in UAV identification, we tend to remove the one(s) that con-

sume more time. This requires us to give personalized penalty on each di↵erent feature. The

more time one consumes, the more penalty it is given. Thus, instead of using conventional

`1-norm regularization [154] that penalizes all the features evenly, we propose the following

new objective loss function with the re-weighted `1-norm:

min
W j

L

✓
y, hj�(X

j ,W j)

◆
+

2lX

i=1

�j
i
|W j

i
|, (4.3)

where the strength of penalty �j
i
for ith feature in jth subset is proportional to the compu-

tational time for this feature. Therefore, the objective function in (4.3) will minimize the

misclassification error and enforce some W j

i
’s to be zeros, especially those that consume

more computation time. Since for computing of expected misclassification cost function,

we shall need probabilistic output of the classifier, then we choose hj�(·) to be one-vs-all

logistic regression function [155]. One-versus-all logistic regression is a generalized version

of the logistic regression into multiclass classification.

Next, we compute the training expected misclassification cost function on each trace i

for every subset j as follows:

Ej(Xj

i
) =

X

yi2Y

P (yi|X
j

i
)
X

ŷ2Y

Pj(ŷ|X
j

i
;W j)Cj(ŷ|yi), (4.4)

where P (yi|X
j

i
) = 1 if ŷ = yi and 0 otherwise. Then, a set of one-vs-all logistic regression

classifiers H =
n
hj�
o

for j = 1, ..., n and � 2 {UAV1,UAV2, ...,UAV1��, non-UAV} are

trained. Based on the probabilistic output of one-vs-all logistic function, we can compute

Pj(ŷ = �|Xj

i
;W j) = hj�(X

j

i
,W j). Cj(ŷ|yi) denotes the misclassification cost function of

training dataset. Cj(ŷ|yi) = 1 if ŷ = yi and 0 otherwise, and ŷ = max
�

hj�(X
j

i
,W j). We
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Algorithm 5 Training phase framework for UAV identification

Input: Wi-Fi tra�c trace dataset {(xi(tn), yi)}, (yi, �) 2 Y ,

� = |Y |, i 2 {1, ...,m}, j 2 {1, ..., n};

Output: E
j
(X

j
i ), W

j
, set of classifiers H =

n
h
j
�

o
;

Step 1: Extract packet size and inter-arrival time of encrypted Wi-Fi tra�c traces and create dataset S =

{((xi, ⌧ i), yi))};

Step 2: Define subsets S
j
=

n
((x

j
i , ⌧

j
i ), yi))

o
, where

x
j
i = (xi,1, xi,2..., xi,j) and ⌧ j

i = (⌧i,1, ⌧i,2, ..., ⌧i,j);

Step 3: Determine design matrices X
j
= [X

j
1 , X

j
2 , ..., X

j
m]

T
, where

X
j
i =

h
V1(x

j
i ), ..., Vl(x

j
i ), V1(⌧

j
i ), ..., Vl(⌧

j
i )

i
2 R2l

;

Step 4: Train a set of classifiers H =

n
h
j
�

o
by solving (4.3):

min
W j

L
�
y, h

j
�(X

j
,W

j
)
�
+

P2l
i=1 �

j
i |W

j
i |;

Step 5: Compute expected training misclassification function:

for i 2 {1 : m}

for j 2 {1 : n}

for � 2 {UAV1,UAV2, ...,UAV��1, non-UAV}

Compute Pj(ŷ = �|X
j
i ;W

j
) = h

j
�(X

j
i ,W

j
);

Compute E
j
(X

j
i ) using (4.4).

summarize the model training phase for UAV identification in Algorithm 5.

4.4.2 Delay-aware Predictive Model

Expected missclassification cost function C1

In the prediction phase of the incoming flow x̃(tk), in order to compute the expected mis-

classification cost function C1, Ej(Xj

i
) is weighted based on the incoming tra�c’s Euclidean

distance from every trace in the training dataset. Consider x̃(tk) be the incoming flow and

X̃k
2 R2l its corresponding feature values. The weight function is defined as a normalized

sigmoid function by fk
wi

= sk
i
/
P

m

i
sk
i
where sk

i
= 1/1 + exp�⌘�

k
i , and ⌘ is some positive

constant, and �k

i
= D̄i � dk

i
/D̄i is the normalized average distances between X̃k and all the

traces in the training dataset [135]. dk
i
= ||X̃k

�Xk

i
||2 indicates the Euclidean distance of

the incoming flow from ith trace in the dataset. In fact, the weight function fk
wi

plays the

role of a similarity function which measures how close the incoming tra�c flow is to each
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Table 4.2: Empirical and exponential cumulative distribution function (CDF) goodness-of-
fit.

UAV type

Bebop 1 Bebop 2 Spark UDI

KS
1

0.0612 0.0508 0.0773 0.0811

CvM
2

0.0720 0.0633 0.0691 0.0794

UAV type

Discovery Tello TDR Wingstand

KS 0.0801 0.0622 0.0910 0.06741

CvM 0.0865 0.0890 0.0533 0.0695

1
KS: Kolmogorov-Smirnov

2
CvM: Cramer-von Mis

of the traces in the training dataset. Hence, the expected misclassification cost function for

x̃(tk) is defined as follows:

C1

✓
hk�(x̃(tk), ỹ)

◆
=

mX

i=1

fk

wi
Ek(Xk

i ). (4.5)

The above equation indicates that more weights are multiplied to the training expected

misclassification value of the ith trace if its distance from the incoming flow is larger and

vice versa.

Estimated time cost function C2

For the incoming flow x̃(tk), future packet arrival times are unknown and random. This

uncertainty in packet arrival times introduces di�culties in constructing a delay-aware UAV

identification algorithm. In order to tackle this challenge, we propose to estimate the in-

coming flow’s future packet inter-arrival time according to the exponential distribution with

parameter µ̂i for i = 1, ..., � achieved by MLE method [156]. In Table 4.2, we present the

goodness-of-fit statistics to show that exponential distribution provides a good approx-

imation for packet inter-arrival time estimation. For the illustration purposes, we also

graphically show the goodness-of-fit for Bebop 2 and DJI Spark in Fig. 4.3.
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Fig. 4.3: CDF plot to compare the fit of exponential distribution to the empirical CDF of
packet inter-arrival time

.

Algorithm 6 Delay-aware UAV identification

Input: Incoming tra�c flow x̃(tk), E
j
(X

j
i ), W

j
, H =

n
h
j
�

o
,

i 2 {1, ...,m}, j 2 {1, ..., n}, � 2 Y , (µ1, ..., µ�);

Output: tp⇤, p⇤, ŷ = max
�

h
k
�(X̃

k
i ,W

k
);

Step 1: Extract packet sizes x̃
k
and inter-arrival times ⌧̃k

of x̃(tk), then compute statistical feature values X̃
k
;

Step 2: Compute �
k
i and weight function f

k
wi

;

Step 3: Compute C1 using (4.5);

Step 4: Identify the trace label which has minimum distance with X̃
k
. Pick the corresponding class inter-arrival

time from [µ1, ..., µ� ], then compute C2 using (4.10);

Step 5: Calculate expected total cost function J using (4.1);

Step 6: Compute (4.2), if p
⇤
= k then, I(p⇤) 1 (perform UAV detection) and break; otherwise k  � k + 1 and

go to Step 1;

Exponential distribution parameter estimation using MLE: Let {T
i
n} be a se-

quence of n independent and identically distributed (i.i.d.) exponential random variables.

Thus, T i

j
⇠ Exp(µi) has a probability density function (pdf) of fT i(⌧ i

j
) = µiexp(�µi⌧ ij)

for ⌧ i
j
� 0 with parameter µi, where j = 1, ..., n, i = 1, ..., � and � = |Y|. Given the data

sequence {T
i
n}, our goal is to estimate the average packet inter-arrival time (i.e., µi). Since

T
i

j
for i = 1, ..., � and j = 1, ..., n are assumed to be i.i.d., then the likelihood function is
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given by

L(µi; ⌧
i

1, ..., ⌧
i

n) =
nY

j=1

fT i(⌧ ij ;µi) = µn

i exp

0

BB@� µi

nX

j=1

⌧ ij

1

CCA. (4.6)

By taking logarithm of both sides in (4.6), we obtain the log-likelihood function as

l(µi; ⌧
i

1, ⌧
i

2, ..., ⌧
i

n) = nln(µi)� µi

nX

j=1

⌧ ij . (4.7)

Then, maximum log-likelihood estimation of µi is achieved by solving the first order maxi-

mization problem of

µ̂i = argmax
µi

l(µi; ⌧
i

1, ⌧
i

2, ..., ⌧
i

n), (4.8)

as d

dµi
l(µi; ⌧ i1, ⌧

i

2
, ..., ⌧ in) = 0, which results in

µ̂i =
nP

n

j=1
⌧ i
j

for i = 1, ..., �. (4.9)

Next, we estimate the packet inter-arrival time of the incoming tra�c flow x̃(tk), through

the following steps: First, the Euclidean distance between x̃(tk) and each trace in the

training set is computed. Second, the class label of the trace which has a minimum distance

from the incoming flow is identified. Third, the average inter-arrival time of the identified

class is selected from (4.9) to estimate the packet inter-arrival time of x̃(tk) using the

exponential distribution.

Now, let ⌧̃i+1 = ti+1 � ti for i = k, ..., n be the packet inter-arrival time of the x̃(tk)
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estimated by the above steps. Then, the estimated time cost function is obtained as

C2(tp) =
pX

i=k

⌧̃i+1 for p = k, ..., n (4.10)

where C2(tp) is a strictly increasing function.

MLE performance metric

We use MSE metric to measure the performance of the parameters estimated by the MLE.

Considering an incoming tra�c flow x̃(tk) and letting ⌧i+1 for i = k, ..., n be the true packet

inter-arrival time of x̃(tk), we have

MSEp =
1

n� p

nX

i=p

(⌧i+1 � ⌧̃i+1)
2 for p = k, ..., n (4.11)

where MSEp denotes the MSE estimation of packet inter-arrival time of x̃(tk) when pth

packet arrives.

Estimated expected total cost function J

According to (4.1), the total cost function J is defined based on C1 and C2 which can

be computed using (4.5) and (4.10), respectively. Algorithm 6 summarizes the total cost

function estimation and incoming tra�c flow’s identification phase.

4.4.3 UAV Operation Mode Identification

We identify eight common operation modes for consumer UAVs in the market which are

labeled as Z ={“Standby”, “Hover”, “Forward”, “Backward”, “Up”, “Down”, “Right”,

“Left”}. UAVs’ operation mode is based on the type of the command they receive from

the controller. Each UAV operation mode produces a distinct tra�c pattern in the Wi-Fi

network. This pattern depends on the type of the command issued by the controller which
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Fig. 4.4: UAV types used in the experiments.

governs di↵erent packet size and inter-arrival time in the trace. Therefore, a multiclass clas-

sification model trained on a suitable dataset can identify a UAV’s operation mode. Given

a dataset which contains a specific UAV’s Wi-Fi tra�c traces labeled with the operation

modes mentioned in set Z , two well-recognized multiclass classification algorithms, SVM

and random forest (RF) are applied to create the discriminative model. Then, the incoming

tra�c flow x̃(tk) is provided as an input to the corresponding multiclass classifier to identify

the operation mode of the detected UAV.

4.5 Data Collection and Preparation

4.5.1 UAV Detection Dataset

We collect tra�c flows from eight types of consumer UAVs shown in Fig. 4.4: Parrot

Bebop 1 Quadcopter Drone (Bebop 1), Parrot Bebop 2 Quadcopter Drone (Bebop 2), DJI

Spark (Spark), DBPower UDI U842 Predator FPV (UDI), DBPOWER Discovery FPV

(Discovery), DJI Tello (Tello), Tenergy TDR Phoenix Mini RC Quadcopter Drone (TDR),

and Wingsland Mini Racing Drone (Wingsland). We use a DELL Latitude laptop embedded

with a wireless network interface card (NIC), Intel Corporation Wireless 8260, operating in

promiscuous mode to monitor and collect the Wi-Fi network tra�c. For each UAV type,

we collect the UAV tra�c while they are flying and streaming video to the controller. To

do so, we set the channel frequency of the monitoring sensor in the same channel as the
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UAV’s operating channel, then run Wireshark version 2.4.11 to capture the Wi-Fi tra�c

data. Each UAV type dataset contains 3,000 tra�c traces with each trace having n = 200

consecutive packets.

After collecting the data and identifying the UAVs’ tra�c flows, we clean the data and

prepare it for the training and testing dataset. In the data cleaning phase, we remove

all the broadcast packets (e.g., 802.11 beacon frames), damaged packets and packets with

only receiving address (e.g., 802.11 ACK frames). The remaining packets include video

streaming, control commands, UAV’s response to the control commands, and UAV status

updates such as direction, velocity, height and GPS information. In Fig. 4.5, we show the

packet size distribution of the UAV types used in our experiment.

Note that the data cleaning is performed in order to train and test the classification

model o✏ine. However, when testing in the real scenario the incoming tra�c may consist of

broadcast packets, or packets with only ACK frames as well which all are easily discarded by

the predefined filtering option on the packet capturing/monitoring software (i.e., Wireshark)

before entering to the delay-aware UAV detection system.

4.5.2 Non-UAV Dataset

In an e↵ort to make a diverse non-UAV dataset, we create a dataset which consists of two

main sub-dataset: First, we use the Wi-Fi data tra�c available online from CRAWDAD

database [157]. We choose this dataset because of the following reasons. 1) This dataset

consists of live and non-live video streaming tra�c captured from commonly seen popular

applications such as Google Hangouts, ooVoo, Skype, TED and Youtube. 2) The tra�c

data are collected from a smartphone app where the user makes a diverse set of mobility

patterns. Second, we have also captured encrypted Wi-Fi tra�c on a university campus

Wi-Fi network where a mixed multiple tra�c types such as video streaming, social network

apps, VoIP, email, web browsing applications are usually running. If the UAV identification

system is set up on the campus, our method should be able to di↵erentiate UAV tra�c

from these non-UAV tra�c. The non-UAV dataset (Google Hangouts, ooVoo, Skype, TED,
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Fig. 4.5: Packet size distribution of di↵erent UAVs: x and y axes denote packet size and
pdf, respectively.

Youtube, and Campus tra�c) also contains 3,000 tra�c traces with n = 200 consecutive

packets.

4.5.3 UAV Operation Mode Dataset

The following steps are taken for an operation mode data tra�c collection of a specific

UAV type: 1) Wi-Fi connection is established between the UAV and controller. 2) A

specific operation mode command (e.g., “Forward”) is given via controller to the UAV and

is held. 3) Wi-Fi medium monitoring sensor is activated to monitor the wireless channel

tra�c. 4) Wireshark is run on the promiscuous mode to capture the packets. 5) Before

releasing the command in the controller, first, Wireshark is stopped, and then the collected

tra�c is saved and labeled according to the commanded operation mode. 7) This process

is repeated for all the operation modes until enough data tra�c is collected.
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(a) Training and testing
accuracy.

(b) F-measure metric on
di↵erent class.

(c) Linear discriminant
analysis for n = 200.

Fig. 4.6: Performance evaluation on UAV Detection.

4.6 Performance Evaluation

4.6.1 Learning-based Model Performance Evaluation

By randomly sampling the dataset, we split the whole dataset into training and testing

datasets with the ratio of 70% and 30%, respectively. We create subset Sj for j = 5, ..., 200

by adding packet-by-packet information to each subset j according to the step 2 in Al-

gorithm 5. Then, we form the design matrix X
j for j = 5, ..., 200 by extracting 2l = 24

statistical feature values listed in Table 4.1. One-vs-all logistic regression multiclass clas-

sification algorithm with re-weighted `1-norm technique proposed in (4.3) is run over each

design matrix X
j .

Fig. 4.6(a) illustrates the accuracy of the classification algorithm in training and testing

on each design matrix X
j . The shaded areas denote the regions surrounded by one standard

deviation above and below the mean accuracy. The results show that a mean testing

accuracy of higher than 88% is achieved when the information of fifty or more packets

(j > 50) are available in the subset. The model learning process also confirms the intuition

that as more consecutive packets are available in the subset, the mean accuracy of predictive

model increases. F-measure (weighted harmonic mean of precision and recall) for di↵erent

UAV types and non-UAV is shown in Fig. 4.6(b). Average F-measure of higher than 86%
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Fig. 4.7: Precision and recall metrics.

is achieved on the test data for n = 200. Fig. 4.7 also shows the corresponding precision

and recall which indicate an acceptable discriminative power of the trained classifiers.

As a closely similar and related multiclass classification algorithm to one-vs-all logistic

regression, we apply linear discriminant analysis (LDA) statistical method on the dataset

[155]. This method is a generalized version of statistical Fisher’s LDA. The LDA method

finds a linear combination of the features to distinguish di↵erent classes in the dataset.

The output of this analysis is shown in Fig. 4.6(c) for n = 200. Various types of linear

feature combination for di↵erent classes are shown in this figure with arrows followed by

its associated feature index ( 1, 2, ... , 24). Successive discriminant function in the LDA

analysis provides four proportions LD1 = 0.70, LD2 = 0.1448, LD3 = 0.0480, and LD4 =

0.0232, which describes the proportion of between-class variances. It is well visualized in

this figure that how UAV types and non-UAVs are distinguished on LD2 verse LD1 as a

result of the features’ linear combination.
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(a) Selected (yellow) and
discarded (blue) features.

(b) Total feature compu-
tation time features.

(c) Mean square error in
di↵erent UAVs.

Fig. 4.8: Feature selection and packet inter-arrival time estimation performance evaluation.

Fig. 4.9: Delay-aware UAV identification using Algorithm 6

4.6.2 Feature Selection and Computation Time

Our objective function in (4.3) jointly minimizes the missclassification error and runtime

by discarding useless features. Fig. 4.8(a) shows the set of selected features for each model

trained on jth subset for j = 5, ..., 200. As it is shown in the figure, when the sample size is

small (e.g., n < 30), all the features are selected by the model. This is because, on the one

hand, small sample size does not provide enough information to the classifier to distinguish

di↵erent classes with high accuracy, and on the other hand, it consumes less amount of time

to compute the feature values. However, as the sample size increases, misclassification error

is reduced and the feature computation time increases which results in the smaller set of

selected features by the algorithm.

In order to evaluate the impact of feature selection method on the prediction time,
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we select 1,000 traces uniformly at random from the UAV dataset and consider them as

incoming flows (i.e., x̃(tk)). Then, we compute the feature generation time of the flows

for k = 5, ..., 200. Fig. 4.8(b) illustrates the mean total feature generation time of the

flows versus the number of the packets in the trace with and without feature selection

method. The shaded area denotes one standard deviation above and below the mean total

computation time. The results show that as the number of the packets increases, with

feature selection, the mean total feature generation time oscillates in a non-increasing trend

depending on the number of selected features. However, without feature selection, the total

computation time increases when the number of packets increases. Therefore, the proposed

feature selection method reduces the prediction runtime despite the fact that the sample

size is increasing.

4.6.3 MLE Performance Evaluation

For each UAV type, we select 1, 000 traces uniformly at random from the UAV dataset.

We consider the selected traces as incoming tra�c flows. Then, we follow the step 2 in

Algorithm 6 to estimate the packet inter-arrival time of each flow. Using (4.11), we evaluate

the MLE-based estimation performance. Fig. 4.8(c) shows the mean MSE between the true

and estimated packet inter-arrival time with shaded area of one standard deviation. The

results show that as more packets arrive, the mean MSE decreases. This means that as

more packets are captured, the cost function C2 estimation improves as the estimation

accuracy of inter-arrival time enhances. This results in achieving high quality delay-aware

UAV identification.

4.6.4 Delay-aware UAV Identification Test

We consider eight types of incoming UAV tra�c flows each belonging to a specific UAV type,

and run the delay-aware UAV detection algorithm on them. Due to the space limitation,

we only show the test results for Bebop 1 in three steps Fig. 4.9(a), (b), (c), and summarize

the outcome in the far right table in Fig. 4.9(d).
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In Fig. 4.9(a), k = 10th packet arrives at time tk = 20.56ms and based on the received

tra�c flow till then, total cost function J is estimated. In this case, it is estimated that the

minimum total cost function will occur when p⇤ = 71th packet arrives at tp⇤ = 139.41ms.

Therefore, the decision for the flow detection is deferred. The far right column of the table

in Fig. 4.9(d) indicates that if the UAV identification is performed in k = 10, then the

detection probability will be 42.54% (Pr = 0.4254). In Fig. 4.9(b), k = 40th packet arrives

at time tk = 84.75ms. In this case, the algorithm estimates that the minimum expected

total cost function will occur when p⇤ = 74th packet arrives at tp⇤ = 142.94ms. If the

identification is performed in k = 40, then with the probability of Pr = 0.6891 the flow will

be detected as a Bebop 1 tra�c flow. This process is continued until the arrival of the kth

packet for which k = p⇤. According to Fig. 4.9(c), this condition is satisfied when k = 75th

packet arrives at tk = 146.42ms for which k = p⇤ = 75. In this case, UAV detection is

performed and the detection probability is Pr = 0.9015.

Next, we select 1,000 tra�c traces uniformly at random from the test dataset and test the

flows based on the proposed delay-aware UAV early detection algorithm. Table 4.3 shows

the test results where E[p⇤] = 1

N�

PN�

i=1
p⇤
i
denotes the average optimal number of packets,

E[tp⇤ ] =
1

N�

PN�

i=1
tp⇤i indicates the average arrival time of p⇤th packet where N� is the num-

ber of selected traces for class � and � 2 {Bebop 1,Bebop 2, Spark,UDI,Discovery,Tello,TDR,Wingsland}.

In Table 4.3, accuracy is defined as the number of correct detection divided by the total

number of traces selected for the test. The results show that for the eight tested UAV types,

our proposed method can detect and identify the UAVs in average within 0.15� 0.35s with

high average accuracy of 85.7� 95.2%.

4.6.5 UAV Detection Distance

UAV detection range is quite dependent on the Wi-Fi tra�c monitoring sensor’s hardware

specification (i.e., antenna type and gain). In this experiment, we have used a DELL

Latitude laptop embedded with a wireless network interface card (NIC), Intel Corporation
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Table 4.3: Tested UAVs’ identification performance.

Tra�c E[p⇤] E[tp⇤ ](ms) Accuracy (%)

Bebop 1 87 (±8) 160.43 (±10.01) 87.84 (±1.20)

Bebop 2 95 (±13) 151.91 (±18.82) 90.75 (±1.74)

Spark 93 (±11) 142.80 (±15.57) 95.23 (±0.69)

UDI 141 (±21) 350.79 (±23.41) 85.76 (±2.38)

Discovery 94 (±3) 131.11 (±10.42) 92.52 (±0.85)

Tello 72 (±7) 121.65 (±31.30) 93.68 (±1.01)

TDR 68 (±13) 100.77 (±12.75) 89.66 (±2.10)

Wingsland 75 (±18) 92.46 (± 21.22) 94.39 (±1.85)

Wireless 8260, operating in promiscuous mode to monitor and collect the Wi-Fi network

tra�c. Considering this type of packet capturing system, for our experiment shown in

Fig. 4.10, in the line-of-sight (LoS) and non-line-of-sight (NLoS) i.e., blocked by a wall/trees,

the system can detect the introducing UAV in the range of 70m and 40m, respectively. For

the distances beyond these ranges due to heavy packet loss the detection accuracy reduces

significantly. This will be our next challenging problem to tackle the UAV detection using

tra�c identification when the tra�c su↵ers from packet loss.

4.6.6 UAV Operation Mode Identification Evaluation

Consumer UAVs’ operation mode capabilities maybe di↵erent from each other depending on

the vendor specifications and manufacturing model. Here, for the UAV types, Bebop 1, Be-

bop 2 and DJI we identify eight common and popular operation modes as Z ={“Standby”,

“Hover”, “Forward”, “Backward”, “Up”, “Down”, “Right”, “Left”}. However, FPV does

not support the “Hover” mode, so we exclude this mode from set Z for this type of UAV.

In order to identify the operation mode of these UAVs, we apply SVM and RF multiclass

classifiers on the collected real-world data tra�c. For each UAV type, we train the SVM

and RF predictive model packet-by-packet for n = 10, ..., 300 by tuning the best model

parameters for each subset. For the SVM classification method, we utilize radial basis

function (RBF) kernel and tune the best model parameters. For Bebop 1, Bebop 2, DJI,
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Fig. 4.10: UAV detection test scenarios
.

Fig. 4.11: Training and testing accuracy of operation mode identification using SVM and
RF classification algorithms.

and FPV the total number of operation mode tra�c traces in the training dataset is equal

to 9600, 9600, 9600, and 8400, respectively. By randomly sampling each dataset, we split

the whole dataset into training, cross validation and test datasets with the ratio of 60%,

20% and 20%, respectively. Using 10-fold cross validation repeated three times the best

model parameters are tuned. For example, for Bebop 1’s operation mode identification

when n = 300, the best model tuned parameters are C = 64 and ✏ = 0.15 with the number
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Fig. 4.12: Feature importance analysis.

of support vector machines of {173, 139, 142, 131, 126, 174, 150, 142} for each operation mode

in set Z , respectively.

Fig. 4.11 illustrates the accuracy of the classification in training and testing for the four

UAV types when SVM and RF are utilized for operation mode identification. The gray

(darker) and green (lighter) lines denote the mean accuracy of training and testing with

the shaded area of one standard deviation, respectively. Since the SVM and RF models are

trained and cross validated for parameter tuning on di↵erent UAV types operation mode

dataset, training and testing accuracy varies to some extent for each UAV type. However,

both SVM and RF methods show an acceptable accuracy in e↵ectively distinguishing the

tested UAVs’ operation modes.

Fig. 4.12 illustrates the results of the feature importance analysis for various number

of packets in the set. We can see that for di↵erent UAVs, the most important feature

sets can be di↵erent. For example, for Bebop 1 operation mode identification, V5(x), V12(x)

(skewness and MAD of packet size), V17(⌧), and V24(⌧) (skewness and MAD of packet inter-

arrival time) are indicating high importance value. However, for Bebop 2, V4(x), V11(x)

(STD and PS of packet size), V21(⌧), V22(⌧), V24(⌧) (Mean Square, RMS and MAD of

packet inter-arrival time) are showing high importance value. This indicates that: 1) For

any given UAV type the data tra�c patterns for various operation modes are di↵erent. 2)
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Fig. 4.13: Operation mode identification confusion matrix, precision, recall and accuracy
for di↵erent UAV types for n = 300.

The operation modes of each UAV type follows a di↵erent data tra�c pattern than the

other UAV types. 3) In order to train an e↵ective model for the UAV operation mode

identification, it is safe to consider all of statistical features so that the model can freely

choose an e↵ective set of important features which provides higher discriminative power.

Confusion matrices for operation mode identification of four tested UAVs when n =

300 is shown in Fig. 4.13. This figure indicates the overall performance of the SVM and

RF multiclass classification algorithms. In each confusion matrix, the diagonal and o↵-

diagonal cells correspond to operation modes that are correctly and incorrectly identified,

respectively. The right most column of the matrix indicates the precision (positive predictive

value) and false discovery rate, as the top and bottom values of each cell, respectively.

Similarly, the bottom row of the matrix shows the recall (true positive rate) and false

negative rate, in top and bottom part of each cell, respectively. Lastly, the cell in the most

bottom right of the matrix, indicates the overall operation modes identification accuracy and

error, respectively. As the results show, the operation modes of the UAVs can be accurately
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identified with high accuracy of 88.5� 98.2% through wireless tra�c fingerprinting.

4.7 Discussion on Open Problems in UAV Detection

4.7.1 Significance of UAV Early Detection

Considering that a consumer UAV can fly at 50-70mph and some racing UAVs could even

fly above 150mph, a delay of one second will translate to a flying distance of 22m to 66m,

which can be significant in practice for incident responses and safety/privacy protection.

Therefore, reducing the detection delay is paramount important in the UAV invasion detec-

tion application. Another improvement in detection time can be achieved using features’

computational dependencies property [158,159]. Statistical features shown in Table 4.1 are

computationally dependent, so new techniques proposed in [158] can be applied to reduce

the detection time. If number of the features are large, then large-scale feature computa-

tional dependency graph proposed in [159] can be employed to reduce the detection time

as much as possible.

4.7.2 Applicability to Other Communication Protocols

This work is based on the observation that many of consumer UAVs utilize Wi-Fi com-

munication protocol for remote pilot control and video streaming. However, some type of

consumer UAVs (e.g., DJI Phantom, 3DR Solo, Yuneec) may use other types of custom

communication protocols such as Lightbridge, Sololink and Yuneec protocol. Our proposed

framework is applicable to other types of consumer UAVs that use di↵erent communication

protocols. Our framework works for encrypted wireless tra�c and only needs packet size

and inter-arrival time information (no need to use any packet content information). As

long as we can obtain this information, our framework can be applied to not only detect

the UAV using the proposed delay-aware mechanism, but also identify its operation mode.

in this thesis, the hypothesis is that UAVs present unique tra�c patterns that can be

separated from other non-UAV tra�c due to their use of a di↵erent set of communication
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protocols and physical operation. We believe smart IP camera and handheld smartphone

gimbal using a di↵erent set of communication protocols will be separable from UAV tra�c

as well.

4.7.3 Recognizing New Types of UAVs

in this thesis, we applied supervised learning frameworks which can classify the known

classes (UAVs) appeared in the training set. It will be interesting to extend our work to

recognize new types of UAVs (unseen classes). It belongs to the open set recognition prob-

lem which is still an open research problem in machine learning areas. Existing technologies

including [160] could be explored to recognize new types of UAVs and at the same time

reducing the model retraining overhead. Although only a limited number of types of UAVs

are tested in this work, the proposed framework should be able to handle a large dataset

of di↵erent UAV subtypes. The users are free to adjust dataset to cover di↵erent appli-

cations on di↵erent UAV subtypes. Through experiments, this chapter has demonstrated

the discriminative power of the proposed classifier, which indicates the e↵ectiveness of pro-

posed methodologies. The users are free to adjust both UAV and non-UAV dataset to cover

di↵erent application scenarios (e.g., university campus, government building, airport, etc).

4.7.4 More Sophisticated Scenarios

The framework developed in this thesis could be extended to tackle more sophisticated

scenarios, such as simultaneous detection of UAVs operating on multiple channels. A more

powerful adversary could even hop among di↵erent channels to escape from detection. Some

multi-channel network monitoring mechanisms [161] could be integrated in this scenario.

An intelligent adversary could change its tra�c pattern by injecting packets to avoid being

detected. However, this kind of adversary could be limited by energy budget (i.e., limited

number of packets can be injected due to limited battery capacity) and mission requirement

(i.e., genuine command control packets and video streaming packets cannot be suppressed).

Therefore, an enhanced machine learning model which can e↵ectively test sub-tra�c could
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still be e↵ective when facing such an intelligent adversary. Furthermore, investigating the

possibility of combining tra�c information and physical layer information (such as RSS and

modulation schemes) to enhance the identification performance and enable UAV localization

is of great interest.

4.8 Conclusions

Detecting and identifying consumer UAVs is of utmost importance for regulation enforce-

ment, forensics investigation, public security, and personal privacy protection. To comple-

ment existing physical detection mechanisms, we proposed a delay-aware machine learning-

based UAV detection and operation mode identification framework over encrypted Wi-Fi

UAV tra�c. This framework extracts features from packet size and inter-arrival time and

in the model training phase adopts re-weighted `1-norm regularization with consideration

of computation time among various features. Therefore, feature selection and performance

optimization are integrated in one objective function. To deal with packet inter-arrival

time uncertainty when estimating the cost function, we utilized model-based MLE method

to estimate the packet inter-arrival times of the incoming flow. We collected a large amount

of encrypted Wi-Fi tra�c of eight types of consumer UAVs and conducted extensive eval-

uation on the performance of our proposed methods. Experimental results show that the

proposed methods can detect and identify tested UAVs within 0.15�0.35s with the accuracy

of 85.7� 95.2%. The UAV detection range is within the physical sensing range of 70m and

40m in the line-of-sight (LoS) and non-line-of-sight (NLoS) scenarios, respectively. The op-

eration modes of UAVs can also be well identified with accuracy in the range of 88.5�98.2%.

The operation mode identification reveals the cyber-physical coupling property of UAVs.

Based on this coupling, we can infer information on the physical status (operation mode)

of UAVs given information on their cyber part (Wi-Fi tra�c data).

Although this work uses Wi-Fi tra�c to detect and identify consumer UAVs, we believe

the proposed machine learning-based detection framework and methodology are general
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enough to be applied to other cyber-physical/IoT systems using di↵erent wireless commu-

nication technologies (e.g., Bluetooth and cellular). We hope this work to shed light on the

cyber-physical attack co-detection or co-defense for many other CPS/IoT systems.
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Appendix A: Missing Proofs

Proof of Theorem 4. The proof of Theorem 4 closely parallels that of the proof of Theorem

5.1 in [16]. Hence, due to space limitation, we only provide the main di↵erences. Let the

actions I and J be chosen uniformly at random from K and L actions, respectively, to be

the good actions. Consider regret analysis for the best channel selection problem by fixing

power on the best power level J . The reward associated with a good channel I is generated

for all t=1, ..., T , as xI(t)= 1, with probability 1/2+✏; and xI(t)= 0, w.p. 1/2�✏, where

✏ 2 (0, 1/2]. The reward distribution on all the other action pairs is defined to be one or zero

with equal probabilities. The sensor’s access policy is denoted by  . Let G =
TP
t=1

xit,J(t) be

the gain of the sensor and Gmax=max
i

TP
t=1

xi,J(t). The number of times action i is chosen

by  is a random variable denoted by Ni,J . Considering the action pair (i, j) as the good

action pair, then if (it, jt)=(i, j) the expected reward at time t is (1/2+✏), and it is equal

to 1/2 if (it, jt) 6=(i, j). Hence,

Ei,j [rt] = (
1

2
+ ✏)Pi,j{it, jt = i, j}+

1

2
Pi,j{it, jt 6= i, j}

=
1

2
+ ✏Pi,j{it, jt = i, j},

(A.1)

where Pi,j indicates the joint probability on the action pair (i, j). Summing over T in

(A.1) , and considering that
TP
t=1

Pi,j{it, jt= i, j}=Ei,j [Ni,j ], gives the expected gain of the

algorithm A as Ei,j [GA]=
P

T

t=1
Ei,j [rt]=

T

2
+✏Ei,j [Ni,j ]. By adapting Lemma A.1 in [16] to

the both set of channel and power level actions, we get

E?[GA] 
T

2
+ ✏(

T

KL
+

T

2

r
�

T

KL
ln(1� 4✏2)). (A.2)
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Considering that E?[Gmax] � T (1
2
+ ✏), we derive the regret lower bound as follows:

E?[Gmax]�G ,J � ✏

0

B@T �
T

K
�

T

2

r
�
T

K
ln(1� 4✏2)

1

CA, (A.3)

where G ,J indicates the sensor’s gain over channel selection assuming power level is the

best fixed one. For some small c, and ✏= c
p
K/T a lower bound of ⌦(

p
KT ) is achieved.

Similarly, by fixing the best channel index I, we get

E?[Gmax]�GI, � ✏

0

B@T �
T

L
�

T

2

r
�
T

L
ln(1� 4✏2)

1

CA, (A.4)

where GI, indicates the sensor’s gain over power level selection assuming its channel index

has been fixed to the single best one. For some small v, and ✏= v
p
L/T a lower bound of

⌦(
p
LT ) is achieved. Combining the two lower bounds derived in (A.3) and (A.4) gives us

the overall lower bound regret on the statement of the the theorem. ⌅

146



Bibliography

[1] J. Shi, J. Wan, H. Yan, and H. Suo, “A survey of cyber-physical systems,” in 2011 In-

ternational Conference on Wireless Communications and Signal Processing (WCSP),

Nov 2011, pp. 1–6.

[2] H. Yuan, Y. Xia, and H. Yang, “Resilient state estimation of cyber-physical system

with multichannel transmission under DoS attack,” IEEE Transactions on Systems,

Man, and Cybernetics: Systems, pp. 1–12, 2020.

[3] R. Liu, F. Hao, and H. Yu, “Optimal SINR-based dos attack scheduling for remote

state estimation via adaptive dynamic programming approach,” IEEE Transactions

on Systems, Man, and Cybernetics: Systems, pp. 1–11, 2020.

[4] Y. Li, D. E. Quevedo, S. Dey, and L. Shi, “SINR-based DoS attack on remote state

estimation: A game-theoretic approach,” IEEE Transactions on Control of Network

Systems, vol. 4, no. 3, pp. 632–642, Sep. 2017.

[5] Y. Li, L. Shi, P. Cheng, J. Chen, and D. E. Quevedo, “Jamming attacks on re-

mote state estimation in cyber-physical systems: A game-theoretic approach,” IEEE

Transactions on Automatic Control, vol. 60, no. 10, pp. 2831–2836, 2015.

[6] B. Krebs, “Cyber incident blamed for nuclear power plant shutdown,” Washington

Post, 2008.

[7] Y. Mo, T. H. Kim, K. Brancik, D. Dickinson, H. Lee, A. Perrig, and B. Sinopoli,

“Cyber–physical security of a smart grid infrastructure,” Proceedings of the IEEE,

vol. 100, no. 1, pp. 195–209, Jan 2012.

147



[8] R. Gan, Y. Xiao, J. Shao, and J. Qin, “An analysis on optimal attack schedule

based on channel hopping scheme in cyber-physical systems,” IEEE Transactions on

Cybernetics, pp. 1–10, 2019.

[9] Husheng Li, Lifeng Lai, and R. C. Qiu, “A denial-of-service jamming game for remote

state monitoring in smart grid,” in 45th Annual Conference on Information Sciences

and Systems, March 2011, pp. 1–6.

[10] S. Liu, P. X. Liu, and A. E. Saddik, “A stochastic game approach to the security

issue of networked control systems under jamming attacks,” Journal of the Franklin

Institute, vol. 351, no. 9, pp. 4570 – 4583, 2014.

[11] R. El-Bardan, S. Brahma, and P. K. Varshney, “Power control with jammer loca-

tion uncertainty: A game theoretic perspective,” in 2014 48th Annual Conference on

Information Sciences and Systems (CISS), March 2014, pp. 1–6.

[12] H. Zhang, P. Cheng, L. Shi, and J. Chen, “Optimal denial-of-service attack scheduling

with energy constraint,” IEEE Transactions on Automatic Control, vol. 60, no. 11,

pp. 3023–3028, Nov 2015.

[13] A. Garnaev, M. Baykal-Gursoy, and H. V. Poor, “Security games with unknown

adversarial strategies,” IEEE Transactions on Cybernetics, vol. 46, no. 10, pp. 2291–

2299, Oct 2016.

[14] H. Zhang, P. Cheng, L. Shi, and J. Chen, “Optimal DoS attack scheduling in wire-

less networked control system,” IEEE Transactions on Control Systems Technology,

vol. 24, no. 3, pp. 843–852, May 2016.

[15] H. Zhang and W. X. Zheng, “Denial-of-service power dispatch against linear quadratic

control via a fading channel,” IEEE Transactions on Automatic Control, vol. 63, no. 9,

pp. 3032–3039, Sep. 2018.

148



[16] P. Auer, N. Cesa-Bianchi, Y. Freund, and R. E. Schapire, “The nonstochastic multi-

armed bandit problem,” SIAM J. Comput., vol. 32, no. 1, pp. 48–77, Jan. 2003.

[17] A. Alipour-Fanid, M. Dabaghchian, N. Wang, L. Jiao, and K. Zeng, “Online learning-

based defense against jamming attacks in multi-channel wireless cps,” IEEE Internet

of Things Journal, pp. 1–1, 2021.

[18] R. S. Sutton and A. G. Barto, Reinforcement Learning: An Introduction. Cambridge,

MA, USA: A Bradford Book, 2018.

[19] S. Bubeck and N. Cesa-Bianchi, “Regret analysis of stochastic and nonstochastic

multi-armed bandit problems,” Foundations and Trends in Machine Learning, vol. 5,

no. 1, pp. 1–122, 2012.

[20] P. Auer, N. Cesa-Bianchi, and P. Fischer, “Finite-time analysis of the multiarmed

bandit problem,” Machine Learning, vol. 47, pp. 235–256, 2002.

[21] J.-Y. Audibert and S. Bubeck, “Minimax policies for adversarial and stochastic ban-

dits,” in Proceedings of the 22nd Annual Conference on Learning Theory (COLT),

January 2009, best Student Paper Award.

[22] E. Kaufmann, N. Korda, and R. Munos, “Thompson sampling: An asymptotically op-

timal finite-time analysis,” in Algorithmic Learning Theory, N. H. Bshouty, G. Stoltz,

N. Vayatis, and T. Zeugmann, Eds. Berlin, Heidelberg: Springer Berlin Heidelberg,

2012, pp. 199–213.

[23] T. Lai and H. Robbins, “Asymptotically e�cient adaptive allocation rules,” Advances

in Applied Mathematics, vol. 6, no. 1, pp. 4 – 22, 1985. [Online]. Available:

http://www.sciencedirect.com/science/article/pii/0196885885900028

[24] N. Littlestone and M. Warmuth, “The weighted majority algorithm,” Information

and Computation, vol. 108, no. 2, pp. 212 – 261, 1994.

149



[25] Y. Freund and R. E. Schapire, “A decision-theoretic generalization of on-line learning

and an application to boosting,” J. Comput. Syst. Sci., vol. 55, no. 1, p. 119–139,

Aug. 1997.

[26] A. J. C. Gittins and J. C. Gittins, “Bandit processes and dynamic allocation indices,”

Journal of the Royal Statistical Society, Series B, pp. 148–177, 1979.

[27] Y. Yuan, H. Yuan, D. W. C. Ho, and L. Guo, “Resilient control of wireless networked

control system under denial-of-service attacks: A cross-layer design approach,” IEEE

Transactions on Cybernetics, vol. 50, no. 1, pp. 48–60, Jan 2020.
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