A VARIABLE DECISION SPACE
APPROACH FOR IMPLEMENTING
A CLASSIFICATION SYSTEM

by

Ryszard §. Michalski

Second International Joint Conference on Pattern Recognition, pp. 71-75,
Copenhagen, Denmark, August 13-15, 1974,



74CHOB85-4C

® (&) acm IIFIP

SECOND
 INTERNATIONAL

JOINT CONFERENCE
ON PATTERN
RECOGNITION

August 13-15, 1974
Copenhagen, Denmark



2nd International Joint Conference on Pattern Recognition,
August 13-15, 1974, Lyngby-Copenhagen, Denmark.

A VARTABLE DECISICN SPACE APFROACH FOR IMPLEMENTING A CLASSIFICATION SYSTEM

- e S R.

8. Michalski

Department of Computer Science
University of Illinois
Urbans, Illinols 61801 U.S.A.

Sumpary

This paper gives a brief expoaition of a varlable
decisfon space classification approach based on the
gpplication of a recently dewlopgd concept of a
varisble valued loglc system 35k, {specifically r.;rat.em'
?Ll}. This approach produces descriptions of cbject
elasses which involve only the most appropriate or
sufficient descriptors (features) characterizing each
ebject class ("varisble decision space'), a3 opposed to
cenventional classification approaches which use the
game get of deseriptors for describing each cleaas
{'constant decision space'). Two classificstion
methods are described: ICD (Dependent Class Descrip=
tions) and ICD (Independent Class Deseriptions) and
are 1llustrated by an example.

1. INTRODUCTION

In conventional decision (festure) space methods,
deseriptions of clasees of objects (class deseriptions}
are usually in the form of probabilistic or algebraic
expressions which depend on the seme variables
{fentures) for every class. Geometrically this means
that the clagses correspond to certain n-dimensgional
domaing in the n-dimensional decision space. Such
methods, which we will call comstant decision space |
methods, do not hawe proper mechenisms for selecting,
from the orlginal set of veriables, the subsets of
them which are most sujtable for describing each clasa.
Also, tc decide class membership, dnmovledge of the
values of all varisbles deseribing an object is
required, no matter to which class the objeect belongs.

The sbove requirements are significant restric-
tions of the conventional methods. It is easy to
notice that, e.g., humans, in deseribing and recogs=
mlzing chjects use class descriptions imvelwing
varisbles (descriptors) which usually are most sultable
for describing each individual class. Consequently,
each ‘class may be described by a different set of
deseriptors. Thus, as we will say, they use & yarisble
decision space method., For exemple, in describing the
letter 'H', one might say that it "consists of 2
parallel vertical cars linked in the middle by &
horizontal short bar'. But when deseribing the letter
'0', one might ssy that 1t is "an ellipse elongated
vertically'. The only comon descriptor in both
descriptions is the concept "vertieal'.

The need for developing variable declsion space
methods is becoming recognized. For example, methods
orlented in this direction were recently described by
Watanabvel and Hs.wn-RuthQ. The fMrst, to this author's
knowledge, implemented adaptive recognition system
which used a wvariable decision space method was
developed by Karpinski and Michalski®,

The present paper gives a brier™™ exposition of &
variable decision space classification epproach based
an the application of & recently dﬂ'lseln%ed. concept of
8 varisble valued logic (VL) system s™:B (specifically

Far the lack of space, the definitiom of the VIj

. syatem has not been ineluded. We will present here,
however, examples of the Vip formulas and their
interpretation. Therefore, a Reader not mcquainted
with papers’ds 6 w11 be able to understand the
centents of this paper to & satlsfactory dsgree.

“*For & more detailed description -see paperT.

system VI1). In the VIj system, any proposition and
each of the variables in a proposition range over
independent domeins. These domains are determined
accordirg to the meaning of the propesition and
veriebles, and to the requirements of a given problem.
The ¥Ij logic system appears to be well suited for
classification problems. In such applications,formulas
of the VI; system are usged as descriptions of object
classes, and the varisbles 1n these formulas are used
as descriptors charscterizing individusl cbjects.
Object deseriptors can often he interprefed as vari-
ables with different number of values (e.g., ecolor:
yellow, red, blue, ete.; sex: male, female; tempera=
ture: low, medlum, high, very high), and therefore the
Vg system cen be easily appiled. The system also
provides a sound theoretical basis for constructing
'most efficlent' or 'simplest' (according to defined
eriteria} class descriptions which use only the most
eppropriste descriptors for charscterizing each class
of objects. It alse has a number of other attractive
features from the viewpolnt of classification problems,
such Bs high computaticnal efficlency, spplicability in
intrinsically nom=linear or zultimodal problems,
simplicity for human comprehension, the comparatively
smell nurber of learning sapples reguired, ete.7

In thie paper.we distinguish two specific classi-
fication methods based on the system VIg ('VI,-besed
methods'):

DED = & Dependent Clasa Deseription method
ICD - an Ipdependent Class Descrdption method,
and 11lustrate each method by an example.

2. ¥VIp-BASED CTASSIFICATION METHODS

2.1 Event Svace as the Universe of Bepresepktations

of Cbjects

By VL, -based clagsification methods we mean
methods of using the Viy system for clsssification
purposes. These metheds assume that cbjects to be
classified are described by segquences of values of n
variables, the demairs of which are finite sets Iy,
i=1,2...,0. The set of all possible such sequences
(serving as & unlverse of cbject representationms) is
called an event spece and is denoted by E{dy,ds,. ..,dnj
or, briefly, E, where &, 1 = 1,2,...,n, are the
eardinalities of the Iy. Thus we have:

“(dl"a""*"'n:' =D XDy X eew X D (1)

Elements of an event space are called events.
Variables (the values of which are compenents of events)
are generally ldentified by nemes and no order smong
these varisbles 1s implied. To be specific, however,
we will assume that these wariables ere x3,¥9,...,%;,
and their demains are Dy, Doy vwey Dy, respectively.
Variables %y, 1 = 1,2,...,n, correspond to certain
descriptors (features, properties, relstioms, or
demains of relations) widch are used to characterize
cbjecta (e.z., they could be various mezsurements
derived from cbjects). Values of varisbles could be
pumbers (e.g., results of measurements) or, in the
most general case, names of any objects.

In the AQVAL/L implementationd of the system VI,
(to which we will refer in thds paper] it is assumed”



that demains Dy are sets of non-negative integers:
By = [0,1,2,...,4y) where 4 = ¢ - 1. (2)

If “he originel demsins of variables are not such
sets of non-negative integers, then they should be
mepped into such sets. This mapping can be accom=
plished in the followlng way.

If an eriginal domain of & varisble is & Pinite
set, then the elements of the domsin are ordered
according to some desired semantic or syntactiac -
property, and are assigned positi e 0,1,2,... '
ihese positions will then be taken e vni.uea u;'hve.ri-
#bles (verisbles with darains in the form (2) will from
now on be called AQVAL/l-varjebles). By 'ordering
according to a semantic property’ we mesn an crdering
based on the meanimg of values of varimbles. For
example, consider s wvarisble Theight of = person'. Ita
values can be measurements of & person's height
expressed in centimeters, or in words, such as "tall,
short, sverage, wvery tall', dependimg om the degres of
preciseness required in a given classificatian problem.
If the latter case is assumed, then an ordering of the
domain according to a semsntic property could be
'short, average, tall, wvery tall', reflecting
increasing height described by these adjectives. By
en 'ordering according to a gyntactic property’ we
aean, e.g., an alphabetic order. A syntactic ordering
is used when a domain 15 & set of nemes of independent
dbjects, e.g., & set of first names [Helen, Barhara,
Hamma, Renata) (a varisble with this demain is called
a2 pominal or cartesian varisble).

If a domain of a4 variable is an interval of a real
line {i.e., when the varisble is continmuous), then this
demain is quentized into diserete units. These unlts
ere assigned positions 0,1,2,...,4 which are taken as
valuss of an AQVAL/1-variable (the problem of how to
quantize continuous verisbles goes beyond the scope of
this paper).

2.2 VI System

A full definiticn of tha ible-valued logle
syatem VIp was given in papersHD, Here we will
restrict ourselves to describing only a few basic
coneepts and te 1llustrating them by examples.

The well-formed formulas inm VIy (VIy formulas) ara
interpreted as expressions of & fumction (called & VL
Eiem):

f: B=Dy xDyx eeaxD = D (3)

yhere D = {0,1,2,...,f] is called an gutput yarisble

domain.

The gystem iz complete, that 4s for svery
function (3), there exists at lesst ome VIj formile
which iz an expression of thls function. Following is
a gimple exarple of a V1) fermula and its interpreta-
tion.

Example 1.
5€=532][xh-2:5,?][25f01\r EEx'fU.J]V Ux $3](x,=3] (&)

The forms in brackets are called selactors. They
represent conditions which a value of the variable
within a selector must fulfill 4n order to satlsfy the
sglector. If a selector is satlsfled, then 1t is
essigned the highest value in the domein D, that 4s d,
otherwise value 0. Constents ocutside the gelectors are
elements of domain D. Cencatenations of selectors and.
& constant (from D) sre interpreted as logleal products
(comjunctions) and are celled terms. Togleal products
are evaluated as the mindimm of walues of their
components (the yalue of & constant is the constant
itzelf). Terms are linked by the gymbol 'v ' dencting

2
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8 logical sum {(diajunction). The loglesal sum is
evaluated B8 the maximm of all the values of the
termms. A VI; formule in the form of a legical sum of -

terms {e.g., (4)) 19 called a disjunctive simple
formula ur,"si.mpl;r, a INI; formula. L

Assumdng that the domaing of varisbles X}, %2, X3,
X &nd ¥ 'are respectively:

Dl = [.OP]'JE;J] DE = EGP]-:IEJJJJ’I'} D} o [OJIJ'E!}]
n].. = [011':2!3;“'; 5:5171 Ds - lD,l,E]

and the demaln of values of the formula is
b= (0,1,2,3], the formula (4) is interpreted as an
expression of & function:
£ DlxDExD}kaxnﬁ-D (5)

The formule (4) iz sssigned yelue 3 (has value 3),
if the velue of variable xs is greater than or squal to 2,
the value of variable x, is between 2 and 5, inclusively,
or 15 7, end the value of varisble xc iz not 0. (Note
thaet the values of varisble ¥*1 8nd xy have no affect on
this outcome.] The formmla has walu@ 2, i1f the shove
campound condition dees not hold (i.e., if cne or more
selectors 1s not satisfied), mnd the value of variable
x3z is 0 or 3. If both of the sbove compound conditions
de not hold, and, if the value of varisble % is
smaller than or equal to 3 and the value of varisbhle
%z iz 3, then the formula has value 1.

If none of the shove compound conditions hold, the
formula has value 0.

Example 2. 2z txg=1, 21N 1 x; =0, 1] (6)

This fermula illustrates how & symmetry with
regard to sode or all variables can be expressed in
the Vly system and, also, illustrates the sow=called
exception cperation {denoted by %, ). The formula is
interpreted as follows: 1t has velue 2 if the values
of xy and arjthmetically sum to 1 or 2, except when
variable x; has value O or 4. In the latter case, the
Tormuls is assigned value 1. If none of the shove
conditions hold, the formuls has value 0. (A selector
which has varisbles connected by the operator +, 18

called & gymmetric selector. )

It can be gseen from the shove examples, that the
Vig system expresses VL functions by setting various
conditions on the walues of varisbles and by linking
these conditions by logical connectives. :

2.5 AQUAL/1 Program

A relation between a wrlverse of cbject represen=-
taticne and a get of classes to which objects are
assigned is called & clascification relatlen. An
expression of this relation in the form of a mathe=
matical forpula or an algorithm is called a classifi-
cation rulsl .  Suppose that in & given classifica-
tion problem, the wmiverse of object representations
is an event space E and that the set of classes is D
{3). Thus, a VL funstien f: E - D can be
interpreted as a classification relation, and & VIg
exprespion of this function sa a classification rule.

For & given VL function, there exist, in general,
very many different VIj expressions of this funetiom.
These expressions may involve different numbers of

variables and different mumbers of cperations and,

consequently, different computational costs will bhe
imvelved in handling, storing, modifying, and
evaluating these expressions. Thua, the problem
arises of how to determine, for & glven clessificatiom
relation (in the form of & VL function}, & VIq
expression of this relation which will be the moat
desired (optimal) according to & certain optimality
fumetlonal. '



A solution to the sbove problem has bean achieved
by developing a computer program AGQVAL/1¥, which, for a
given VL function, produces & IWI; (disjunctive simple)
expression of it, which ia near-optimal, or optimal,
according to an assumed optimality functieonal. The
program also produces 8 measure & of the maximm
possible difference, in the mumber of terms, between
the obtained and a formmla with the mindmum
mumiber of terms. Thus, if A = 0, the formula cbtained
has the sbsclutely minimal mmber of fterms which 1s
posaible in a I¥L) expression of the given VI fumctlon.

A VL function f for which an optimel expression
15 desired can be specified to the AQVALS]l program by:

l. Msting asta of events from E, such that
each set includes all known events for
which & VL function f takes the same walue
k, k=0,1,2,...,4 That £s, by Listing sets:

FE = (o= (&,3, .00k ) | £le) = K], n

wvhere k = ﬂ',l,---,jf., and ii denotes
a velue of variable xj.

2. & IVIy expressicn of the functien £ (In
this case AQVAL/1 will try to optimize, if
possible, the given expression according to
the user-specified optimnlity funetiemal).

The functional description of AGVAL/1l, and other.
information nent to this pregram, ere described
by M .

2.4 Dependent and Independemt VIn Class Descriptioms

i We will deseribe here two methods of using
AQVAL/1 to determine optimal classification rules

according to an assumed optimality m:ticu'_tal:

— methed DCD, which produces the so-called
Dependent Class Descriptions, and

= method ICD, which prodoces the so-called
Independent Class Descriptions.

#2.4k.1 Method DCD. Assume that the a priori
probebility that an object (which 1s %o be classified)
ig from class k, k = 0,1,2,...,4, 18 p(k). Assume
further, that the probabilities plk), k = 0,1,2,...,4
are ordered:

pld) > p{d-1) > ... > p(1) > (o) (8)
snd resain constant in time.

Suppose now that €{k), k = 0,1,2,...,4, denote
deseriptions of classes k, respectively. These
descriptions C{k) are statements of certain conditioms
for the values of wveriables xy, I = 1,2,...,n, (where
xy represent descriptors characterizing objecta). If
the cenditicms in & description C(k) (where & denotes
& particular value of k), are sabisfied, then the
cbject is clessified as belonging to class k. An
assunption is made here, that deseriptions are
evaluated ope at a time, and also that if more than
cne of the deseripticns is satisfied, then the cbject
iz classified as belonging to the class with the
highest a pricrl probsbility. Under these assumptions,
to pinimize the average number of descriptions which
are evaluated before & classification declsion is made,
the order of evaluation of the descriptions should
correspond to the descending order of a priorl class

“The name AQVAL/1 was derived from 'Algorithm AL
Applied for the synthesls of Variable-Valued Logic
formulas. The algorithm A9 iz a general, very
efficient Engm:l‘t-hnB' for solving covering problems
{in particulax, for minimization of logic functlons
with large number of variables) which was used in
AQVAL/1.

prababilities, 1.e., first should be evaluated
degeription C{f), then Cfg-1}, and sc on te C(0}.

The fact that descriptions are always evaluated
in the same order can be used to simplify these
degeriptions (due to the 'sleve effect'). HNamely,
the conditions in & given deseription C(k), whose only

a is to ddstinguish cless & from classes
+1, k42, ..., 4 can be removed from the deseription
C(k}. To achleve a classification rule which takes
advantage of tha sbove sssumption , the AQVAL/1
progrem should be used in the following way. Elements
of the domain D should be assigned %o classes k in such
& way that i represents the cless with the highsst a
priori cless provability, f-1, the next highast, ete.,
mntll 0, which represents the class with the lowest
a priori class probability. ILearning samples (in the
form of events =¢E) for classes X, k = 0,1, ..., 4,
should be speciffed s sets EFF, AQVAL/1 will produce
a INLy expression for the function f: E = D
specified by sets F& (i,e., Fk = [e|f{e) = X],
k=0,1,...,4). The obtained expression will be
quasi-optimal sceording to & user specified optimality
functionald ¥ (by 'quasi-cptizal' we mean optimal or
approximetely-optimal).

In the obtained formmla, the deseription of &
class k& is represented by the loglcal sum of terms
with constent X. There is, cbvicusly, no term with
constent Q, thus the class O is not represented
explicitly in the formula, but implicitly, i.e., those
evente are assigned to i1t which do not satisfy amy
term in the formuls. The obiained class desceriptions
are interrelated in the sense that satisfying & term
with constant k is a necessary, but not sufficient
condition for classifying an object to cless k. The
gufficisnt condition reguires also thet pone of the
terms with a copstant k > k iz satisfied. The above
explains the name DCD (dependent cless desecriptions)
glven to the method described.

2.h,2 Methed ICD.
dent class descriptions.

# clasg degcriptions are to be evaluated in
parallel, or

& they are to be evaluated sequentially (es in
method DCD), but & pricrl class probabilities
very for each time ean chject is to be classified.

The letter situstion exists, e.g., when the classifi-
cation syatenm receives, together with the representa-
tion of the cbhject to be classified, also s
preliminary hypothesis about the clags membership of
the object.” In this situaticn, the claseification
syetem should first of all test the given hypothesis.
Therefore, cless descriptions should be independent of
each other, which means that satisfying a description
of class k should be a sufficient condition of
classifying an object to clasa k.

This methed produces indepen-
It cen be used when:

Such independent descriptions are created by
deseriving each class by & single VIp formuls which
can take only two yalues O or 1, that is, which is an
expression of & functlemn f: E -+ [Q,1l]. If the
formula assumes yalue 1, then the class description
associated with this formuls is considered to be
gatisfied, i1f Q0 -- not satisfied.

A set of independent class deseriptions is
cbtained by running AQVALSL in the so-called IC' or
"DC' mode.. In the 'IC' ('Intersecting Covers' mode
.!Q‘FAL,."]. produces a set of Vip formulas, each belng an

.An example of such & hypothesis 1s an "edmitting
disgnosis® given to a patient admitted to a
hospital.

-7



independent generallzation of the learning samples of
{ndividual classes. Therefore, some formulas
dezcribing different classes may {potentially) inter-
sect, i.e., may be satisfied by the same events
(however, they will not be simulteneously satisfied
By any'events from the leamning sets). In the 'DC’
{Msioint Covers) mode, all formulas obtalned will’
he palrwise disjoint.

The penalty for having independemt class
‘ gescriptions is that they will usually be 'leonger®
than dependent class deseriptions (f.e., will have
more terms andfor more sslectors). In the following
gsection we will illustrate both methods, DCD and ICD,
by an example.

3, DEVELOFING A CLASSIFICATION SYSTEM
LEING DCD AND ICD METHODS

Figure 1 presents 1k groups of 'enimals™®’,
4Lgstme that each group ineludes all characteristic
exezples of 'animals' of ope species. Guppose now
that the problem is to design a wvery efficient classi-
rication system which for any 'animal' from Fig. 1 (or
'sufficiently similar' to one in Fig. 1) correctly
determines the species to which it belorgs.

A. Thne first step in solving such & problem by the
¥Iq-based approach, is to design an event space which
gerves s the umiverse of representations of all
gtiecss (i.e., in this cese 'animals'). This step
consists of defining a basic set of descriptors and
their domains, minimizing the size of the domeins and
mapping the domains into sets of non-negative integers
{see Michalekil).

In the example under consideration the set of basic
deseriptors ineluded 13 descriptors such es: nusber of
black circles on the bedy (3), mmber of tails {2),
rusber of crossmarks on tails (3), type of body texture
{(7), shape of the body (&), ete. (rumbers in parentheses
dencte cardinalities of domains of deseripters).

3. The next step is to develop a classification rule
with the help of the AQVAL/l program.

511l animals were described in terms of the mssumed
13 deseriptors. Descripticns of the members of cne
species were combined inte individual learning sets
Tk, k= 0,1,...,13. A detailed report of the cbialned
results is given in paperl; hers, for the lack of space,
we will give only & few explanations.

fethod DCD (Devendent Class Descripbions)

To use this method, an order of clzsses has to be
assumed. In our exsmple we have assumed the crder
according to numbers 0,1,...,13 in Fig. 1. A minimal
fsdith regerd to number of terms) VIj formula found by
AQUAL#1, describing sll 1b classes, had 20 terms and
Sk selectors. For illustratiem, let us interpret
obtained dsscriptions of classes D and T:

€(9) = [xg=1][xy=0][x) ;=01
ClT) = [x20][5=0, 1} xg=1]V [x,=0](xg=1])

Azcording to ©f9), an animal belongs to specles 0
fJeaxems), 4f 4t haa 2 circles, no triangles and an
irregular shape. According to C(7), an animal
belongzs to species T, if it does not satisfy descrip-
tions Cfi}, i < 7, =nd satisfies at least ome of the
conditions: 1) has ome tail with no crossmarks and

The 'animals' were selected [after slight modifica-
tiem) from problem cards in the bock 'Altitude Gemes
and Problems', by Educstional Development Center, Inc.
ulzli;l;gg by the Webster Division of MeGraw-Hill Bock
Day i

texture 1a blank or (7 , or 2} has no extremities
and one or more triangles on the body.T

Method ICD {Independent Class Descriptions)
Here no order among clagses 1s assumed. A

minimal {with regard to mumber of terms) VI formula
found by AQVAL/1 had 30 terms and 89 selectors (thus,
the price for having ipdependent deseriptions was 10
terms and 35 selectors). ILet us, for compariscm,
list the cbtained independent description C(7) of
class 7 (8{0) is cbviously the same as C(0)):

BT) = [xy=120xg=010xg=11v [x,=0][x=0)[xg=1]

{[x1=1] means 'one black circle’, [%5=0] =-- no empty
eireles).

4, coNCLUDING REMARKS
The eypproach described in this paper can he

aspecielly useful for solwing classification problems
with very large mmher of clasaes, problems which are
intrinsically non-linear and/or when only & small
nusber of learning samples is availsble. Is is
currently being investigated for applitllt‘-imi in areas
such g2 inferential medieal decision making
geologicel classification problems, texture
dizserimination? end plant pathology.
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