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Abstract

DECISION-GUIDED RECOMMENDERS WITH COMPOSITE ALTERNATIVE
Khalid Alodhaibi, PhD

George Mason University, 2011

Dissertation Director: Alexander Brodsky

Recommender systems aim to support users in their deamsading process while in-
teracting with large information spaces and recommendstehmnterest to users based on
preferences they have expressed, either explicitly orioitigl Recommender systems are
increasingly used with product and service selection dwehiternet. Although technology
has made it easy to search for and interact with most infoamaypes, the volume surge
in data presented is overwhelming and hard to filter. Whigesof-the-art recommender
systems focus on atomic products or services, this reséacabes on developing a frame-
work, models and algorithms for recommending compositeices and products based
on decision optimization. Composite services are chatizetk by a set of sub-services,
which, in turn, can be composite or atomic and make the recemadiation space very large
(or infinite, for continuous case). Complex recommendatimuels involving composite
alternatives, such as product configurations and servidkagas, have not been addressed.
The proposed framework contains models that allow for fadteasy user preference elic-
itation that can be captured in a utility function, and pd®s algorithms for diversifying
a recommendation set. Such recommendations will be dyrdijnaefined using database

views extended with decision optimization based on mathiealgprogramming.



A key challenge addressed in this research is combiningehibility of diversity rank-
ing functionality with the capabilities of information pressing to learn and capture users’
preferences through an iterative learning process.

The proposed framework presents a method for utility fumctlicitation, which is
based on iteratively refining a set of axes in thdimensional utility space. User prefer-
ences are initially learned using regression analysis diaBarative Filtering (CF) tech-
niques. At every step, the user is asked to rank a set of reemaations, each being
optimal for one of the current axes. Based on the user fe&dhélity axes are adaptively
adjusted based on a confidence degree. Consequently, Ittyefuitiction is constructed.

In addition, the framework proposes a new approach to diyaaset of recommenda-
tions, which is based on constructing and usingradimensional diversity feature space,
which is separate from the utility space used for utilitgigdition. Furthermore, the frame-
work presents a diversity algorithm to address the MaximuweiBity Problem (MDP) of
recommendations, which is randomized and based on iteragtlaxation of selections by
the Greedy algorithm with an exponential probability digition.

Finally, the proposed framework is validated with sevesgdezimental studies using
publically available datasets, such as MovieLens and Yatmmeasure the efficacy and
efficiency against state-of-the art algorithms and tealesg The results show that the
proposed algorithm is highly efficient computationallygdaronsistently outperforms com-
peting algorithms and systems in terms of precision, redalersity measures, and MAE
(mean absolute error). In addition, the proposed frameworkerges to the optimal or
near-optimal solutions in under 100 ms using a machine witkl ICore 2 Duo CPU
2.53GHz and 3GB RAM. The proposed collaborative filteringhteque achieved a pre-

cision of 90% on average.



Chapter 1: Introduction

While interacting with large information spaces, RecomderSystems aim to support
users in their decision-making process and recommend itdnrgerest to users based
on preferences they have expressed, either explicitly pliamly. Recommender systems
are increasingly used with product and service selecti@n the Internet. While state-of-
the-art recommender systems focus on atomic products\acssythis research focuses on
developing a framework, models and algorithms for recondimgncomposite services and
products based on decision optimization, and eliciting pseferences within the context
of recommender systems. The proposed framework combireltetkibility of diversity
ranking functionality with the information processing ehjities to learn and capture the
preferences of the user through an iterative learning gsocEne framework proposes and
informs the user of what is available in terms of compositmmemendations with mini-
mum interaction from the user side. In sections 1.1, 1.2 aBdlZExplain the motivation
and the research challenge, state the problem, and prowdmmary of research contri-

butions.



1.1 Motivation

One of the main challenges we face is information overloatthogh technology has

made it easy to search for, and interact with most infornmatypes, the ever-expanding
volume and increasing complexity of information on the Wab made recommender sys-
tems essential tools for users in a variety of informaticeks®g or e-commerce activities.

This trend of information overload is increasing and maesla&tfficient ways of learning

user preferences. Recommender systems help overcomeadbism by exposing users

to the most relevant items. Naive information retrieval)(Epproaches (e.g., [3,19,119])
provide mechanisms for effective fuzzy ranking, but are Eggpropriate to use when intel-
ligence is needed in the recommendation process [35,69%cedly when recommending

complex products and services. Traditional Database Managt Systems have shown
efficient handling of data with solid integrity, but lack thenking capability needed for

answering Information Retrieval (IR) queries. In additi@BMS are also not capable of
providing diversity functionalities needed for recommenslystems.

Recommender technology is the central piece of the infaomateeking puzzle. Major
e-commerce sites such as Amazon and Yahoo use recommentitimology in many
ways. Many new systems are on their way (e.g. Microsoft Bany) entrepreneurs are
competing to find the right approach to use this technolofgce¥ely. Related research
went so far as to ask the question “Will recommenders killd&2’, and analyzed emerging
topics regarding recommender systems as a whole and sp#gifiwir role in the industry

[47].



In an article published in CNN Money, entitled “The race teate a 'smart’ Google”,
Fortune magazine writer Jeffrey M. O’Brien, writes: “The M/ahey say, is leaving the
era of search and entering one of discovery. What’s therdifiee? Search is what you
do when you're looking for something. Discovery is when stnmg wonderful that you

didn’t know existed, or didn’t know how to ask for, finds you.”

1.2 Research Challenge

Recommender systems (e.g., [1,37,49,80,90]) are expéztgdide the user to find the
most suitable products and services. Recommender systgggest items of interest to
users based on preferences they have expressed, eithieitgxmt implicitly.

The need for decision guidance over information retrieegidmes more obvious when
interacting with the Internet where information space rgéa Although technology has
made it easy to search for and interact with most informatypes, the volume surge in
data presented is overwhelming and hard to filter. The trdndformation overload is
increasing with the recent shift toward customized produetdles and service composi-
tions. Composite services are characterized by a set o$esudices, which, in turn, can
be composite or atomic and make the recommendation spagdavge (exponential in
number of components, or infinite, for continuous case),iarpdicitly defined.

In addition, the new surge of current mobile computing desisuch as PDAs and WAP-
enabled mobile phones with screen size that could be 20@ smealler than that of a PC, is

introducing pressure on recommender systems to move bélyeradcuracy measure. This

3



technological trend requires that we carefully choose twhscommendations to return in
a single search [101]. If the few returned recommendatioasianilar to each other, then
it is unlikely that the user will be satisfied [26].

Thus, key market drivers are information overload, produstdles and service com-
positions, and display size limitations, which are commgtvith each other. From one
end, information overload is mainly influenced by the grayvirsage of the Internet, and
service compositions. On the other end, the popularity db\&eabled mobile devices is
introducing space size limitations.

To address these competing drivers, recommender systerdsmearefully “reducé
the large information space into a small number of recomragolthat are highly relevant
to users and meet the display size limitations. The reduativinformation space can
be addressed by incorporating optimization techniqueshtmse the best item(s) from
some set of available alternatives. To perform optimizgttiecommender systems must be
able to elicit the utility function that captures the usgeferences. Given the accurately
elicited utility function, optimization enables recomnaen systems to identify and present
users with a small number of recommendations that are optinmear-optimal with regard
to the utility function.

The elicited utility is only an estimate of users’ preferescbecause users may not have
explained their preferences accurately, or the recommesydtem could not capture the
preferences precisely. Therefore, itis important thasthall number of recommendations
returned be not only near-optimal, but also sufficientlyedse. The reason for diversity is

to account for uncertainty in elicited utility and allow tbheer sufficient freedom of choice.
4



For this reason, many practical systems are interactil@yialg the user to scroll through
a set of choices to make a decision [73].

There has been extensive research in the area of recomnsystiems (e.g., [1,22,68]).
Popular surveys of recommendation techniques classifymmetender systems as either
content-based, collaborative, or hybrid systems. Corliased systems often employ clas-
sifier techniques to recommend an item to a user based up@tam®n of the item and a
profile of the user’s interests. In contrast, collaborate@mmenders use the preferences
of “similar” users, rather than the characteristics of amit to make suggestions to the
current user. More recently, utility-based, knowledgeduh and demographic techniques
have been introduced for reasoning about recommendatiast existing recommender
systems are dealing with several challenges and techniguel as multi-criteria rank-
ing (e.g., [11,17,42,50,72,91,101]), intrusiveness efifeack (e.g., [1,2,34]), diversity of
recommendations (e.g., [17,41,63,63,73,81,101,108¢) udlity function elicitation (e.g.,
[10,15,28,43,79,93,94,105,108,110]). Many commeraia eesearch prototype systems
employing one or more of these techniques have been progosetommend flights,
movies, restaurants, and news articles (e.g., [1,22,81dwever, these systems recom-
mend only atomic products or services. Composite servieeslaracterized by a set of
sub-services, which, in turn, can be composite or atomicraake the recommendation
space very large (exponential in number of components,fonite, for continuous case),
and implicitly defined. Most existing recommender systemwigle users with a list of
atomic items as a recommendation, e.g., a book or DVD. Hokveeseral domains can

benefit from a system capable of recommending packagesws iie the form of bundled
5



sets, such as travel packages or electronic systems catf@ufe.g., stereo entertainment,
personal computer).

Addressing challenges outlined above in the context of dexmecommendation mod-
els involving composite alternatives such as product canditions and service packages
adds another dimension of complexity and have not been sskelile While there are few
research recommender systems (e.g., [91,122]) that grgva@tuct bundling, the selection
of atomic products in a bundle is done manually by the usen §31]. From the system
perspective, it is still an “atomic” offering. Work presedtin [122] introduced a “shop-
bot” to search online for the lowest price of a bundle of prdu Similarly, there are a
few commercial recommender systems such as Expedia andldcéy that provide par-
tial product bundling, but again, the composition needsa@érformed manually by the
user, where the system is acting as a filtering agent to livatl@ble options as the user
moves from one atomic service to another. | further detadearch challenges and related

work in Chapter 2.

1.3 Problem Statement and Summary of Contributions

As discussed, the existing recommender systems suppagrtatminic products and ser-
vices. The objective of this research is to devedopnified framework for composite rec-
ommendationbased on decision optimization. The framework containsetsithat allow

for fast and easy usereference elicitatiopwhich is captured as a utility function, and pro-

vides an efficientalgorithm to diversify a set of recommendatioSsich recommendations



are dynamically defined using database views extended witlsidn optimization based
on mathematical programming. In addition, this researctdoots comprehensiwalida-
tion studiesto measure the effectiveness and efficiency of the propgseaach. A key
problem to address in this research is to combine the fléyiloif diversity ranking func-
tionality with the information processing capabilitiesléarn and capture the preferences
of the user through an iterative learning process. Moreifipaity, the key contributions

of this research are:

1. Framework for recommending composite products and servicg | developed a
framework based on the CARD approach [5], extended with aphase iterative
process of 1) utility function elicitation and 2) diversditon of a recommendation
set. While there are several recommender systems that(exgst[1,22,104]), their
scope is atomic products and services. The propoBegtision-Guided Recom-
mender with Composite Alternatives (DG-RCAY framework supports compos-
ite product and service definitions, and recommendatica®ased on dynamically
learned utility function and decision optimization. Corsfte services are character-
ized by a set of subservices, which, in turn, can be composd&gmic. This leads to
a very large recommendation space (exponential in the nuaflimmponents). As
a result, the existing ranking methodologies would notesedien the number of at-
tributes is very large. The proposed framework involvesdad easy interaction with
the user to (a) dynamically elicit the weighted utility fuion, and then (b) produce a

diverse set of recommendation that contains an optimahnesendation in terms of



the estimated utility function. Finally, there are sevérgbrid recommender systems
exist where two or more recommendation techniques are cwdho produce better
recommendation results. DG-RCA learns the utility of therusith a collaborative
filtering technique then cascades the result set to be refittbch knowledge-based
technique based on diversity space, and finally presentssliewith a diverse set
of composite products and services. According to popularidyrecommender sur-
veys [13,22,40], and to the best of my knowledge, there isylwith recommender
system that combines Collaborative Filtering and knowéedgsed recommendation
techniques in this sequence. DG-RCA is the first recommesyd#em that utilizes
a hybridization approach based on a cascaded collabofitireng and knowledge-

based recommendation techniques.

. Utility function elicitation and learning: | developed methods for utility function
elicitation and learning, including cases when no priorviealge of user prefer-
ence is given. The learning process continues as feedbasktriscted from the
user. Methods are based ofva-dimensional utility space (as opposed to thigh-

dimensional recommendation/diversity space). Becausara/g/orking in compos-
ite products and services space, the number of attributesrislarge due to the
multitude of composite services. Consequently, the recenttation/diversity space
is toohigh-dimensional to learn the recommendation utility accuysaed needs an

exponentially large learning set and time for accurateniegr

The method is based on iteratively refining a set of axes imttianensional utility



space, starting from the utility space standard axes whehistorical learning is
utilized. At every step, the user is asked to rank a set ofrecendations, each
being optimal for one of the current axes. Based on the useibick, the method
refines the set of axes that become closer to each other. Qaargdy, the utility

function is constructed.

To add breadth to the research, the utility function eltmtais enhanced to be adap-
tive with a regression analysis technique, to predict thedgpences of the current
user. The preference learning is based on an historical-eritkria rating submitted
by the same user on similar products or services. Using astensfamily of criteria
mq,- -+, my, €ach criterion is represented by a rating given by the saraal value
m; in the range ofm;*, m;] wherem,;x andm; are the worst and the best level of

thei-th criterion respectively.

In addition, utility elicitation is expanded to include teang from other users with
similar preferences, where historical total rating datauailable for users. A new
technique is introduced for “collaborative filtering” le@mg of the current user. It
estimates similarity among users based on a confidence meadicating the degree
to which we rely on these users’ ratings when predictinghgatifor the current user.
The technique is light yet efficient, and is based on a thiesfuw the number of

co-rated items. It enforces a positive correlation thré&sbetween any two users.

Works of Nielsen et al, Suryadi et al, Russell et al, and Ghska et al [73,96,99

,101] elicit the utility function from a database of obsahehavioral patterns, while



Chajewska [111] focuses on eliciting the utility functioor a database of already
elicited utility functions. All of these approaches aregted to produce a utility
function from a database. While few recommender system#&gedor estimating
and refining the preferences of the user [68,106,116,120iksvsuch as Pazzani
[81] have exemplified the need for such techniques. Howenare of these works,
to the best of my knowledge, work on recommendations for casite product and

services, which makes the recommendation space very large.

. Methods for diversifying a recommendation set:1 developed methods for diver-
sity using the separation of utility space from recommeiodédiversity space. Re-
turning the user a set of recommendations baséd on the accuracy measure of
the utility function learned could result in a set of reconmai@ions where items
are often similar to each other and do not have sufficientrsitye Working with
composite space has the challenge of the selecting frorarlagace, but also gives
an opportunity to diversify using higher-dimension recoematation/diversity space.
One of the key contributions of this research is the “novepm@ach for separating
utility space from recommendation/diversity space, argirigpthe diversification of
the returned set on the recommendation/diversity space. r@sult set contains a
recommendation that optimizes the learned weightedyfilihction. In addition, |
present a randomized algorithm that provides a compestlation with respect to
finding a diverse set from candidate recommendations. Tg@idim is lightweight

yet efficient. The idea of the algorithm is to iterativelyaelthe selection by the

10



Greedy algorithm [16,101] with an exponential probabititgtribution. This relax-
ation allows the algorithm to identify a better solutionwitigh probability. Finally,
the randomized diversity algorithm is enhanced to be adaptsed on learning. To
the best of my knowledge, this research is the first attempidorporate learning

when diversifying a recommendation set.

The work presented in [16,52,81] details several algoritfon selecting diverse rec-
ommendation alternatives based on the similarity of irdiiai attributes. The work
done by Linden, et al [64], also suggests a diverse rankiggridhm. These meth-
ods choose a set of alternatives based on a distance meafuutated for each of
the multiple criteria. Zhang and Hurley [73] used a similpap@ach with respect to
calculating diversity, but their similarity measure of seamendations was based on
a set rather than individual recommendations. Howevereédirenced work above
provides diversity by compromising similarity in a way ttogatimizes the similarity-
diversity trade-off, namely uses the same space for siityiland diversity. In addi-
tion, learning has never been leveraged to impact the sdopeandidate set when

diversifying.

. DG-RCA research prototype: | developed the relevant components of DG-RCA to
model highly-complex service compositions for the travemain, which includes
accommodations, rental vehicles, and air transportatioaddition, components of
DG-RCA were developed to demonstrate the applicabilityhef DG-RCA frame-

work for the movie domain as described by Yahoo! movies angidl@ens datasets.

11



Some prototype travel domain systems exist (e.g., ATA , I9K,BPIRE [51]); how-

ever, all of these prototypes recommend atomic travel sesyexcept for ITR, which
works with composite products. However, the compositiopagdormed manually
by the user. The relevant components of the proposed ppe@isovides alternative
solutions of packages for users and decision makers bas#tedifferent models

and methods defined.

. Extensive validation studies:l conducted extensive validation studies to prove the
effectiveness and efficiency of different components of RGA framework. With
the approval from Human Subjects Review Board (HSRB) at Gebtason Univer-
sity, | conducted a user study of 30 users to measure qualitycanvergence of the
DG-RCA framework. Case studies are limited by how many uasrdnterviewed
and do not scale. In addition, | used both synthetically geted datasets as well as
data extracted from a publicly available travel site. Hiydlused publicly available
datasets by Yahoo! Movies, and MovieLens. For example, ¥ahovies dataset has
multi- criteria ranking of 34,800 ratings for 1,716 usersoWwéLens dataset (movie-
lens.umn.edu) has 10 million ratings for 10681 movies by67ltsers. Both datasets

were split into training data and test data.

| examined the efficacy of the DG-RCA framework by developspgcific perfor-
mance measurements of the algorithms proposed, and cainpiinestate-of-the art
available algorithms [e.g., 17,73,101]. Validation seslconducted show that the

DG-RCA framework significantly outperforms competing aiguns and systems in
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terms of precision, recall, and MAE (mean absolute erraf)q4].

1.4 Thesis Statement

Decision-Guided Recommender can be developed to suppoptasite alternatives, which

will:

e Automate bundling of products and services selection ingiml way.

e Outperform existing recommender systems in terms of guafitomposite recom-

mendations.

e Be feasible in terms of algorithms efficiency and scalahilit

The approach undertaken in this research involved extessib the work done by
Brodsky, et al, to develop a recommender framework thatetpgomposite product and
service definitions. The following chapters provide mortade about areas | worked on.

This dissertation is organized as follows:
e Chapter 2: Related work

e Chapter 3: Composite Alternatives Framework (DG-RCA fraumk). In this chap-

ter, | cover the main components of DG-RCA and how they imterdth each other.

e Chapter 4: Iterative Utility Elicitation for Diversified @oposite Recommendations.

In this chapter, | describe the utility function elicitationethod when no historical
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data is available (using the utility space standard axe®),the diversity method,

which uses the same space used by utility function elioitati

Chapter 5: A Randomized Algorithm for Maximizing the Divigysof Recommen-

dations. In this chapter, | describe the refined diversityrapch and algorithm.

Chapter 6: An Adaptive Utility Learning Method for Compa@sRecommendations.
In this chapter, | present a method for learning the userepeaete based on multi

criteria ranking.

Chapter 7: A Confidence-Based Recommender with AdaptiverBity. In this
chapter, a collaborative filtering technique is introdutedearn the preference of
the user when total rating historical data is used. In aoldjtihe diversity method is

refined to be adaptive and incorporate learning.

Chapter 8: Conclusions and Future Work.
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Chapter 2: Related work

2.1 Introduction

A recommender system can be viewed as a complex servicehwheomposed of inter-
related components, such as users, items (products ocesg)vutility function, and the

returned recommendation set. The problem can be formutestéallows [1]:

e Let C be the set of all users and Istbe the set of all possible items that can be

recommended.
e Letwu be a utility function that measures the usefulness of ikdmuser c.

e For each user € C, we want to choose such itesne S that maximizes the user

utility w.

Understanding the preference of the user and knowing whaxdgable in terms of
products and services are two crucial elements for recorderesystems to succeed. An-
other challenge is how the recommender leverages theydtditer to enhance the matching
process.

Recommender systems have been extensively studied sencedhl990s. Recent pop-

ular surveys (e.g., [1,22,68]) classify the current getiemaof recommendation in many
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ways. Figure 2.1 shows an example of how many ways recommeaydeems can be
classified. Of interest to this research is classificatiosedeon approach, and classifica-
tion that is based on recommendation techniques. Startitigchassification based on
approach; there are several categories such as contest;lwadlaborative, and knowledge
based recommendation approaches.

Content-based systems (e.g., [1,81,87]) often emplowifiastechniques that rely on
information retrieval and information filtering to recomnukan item to a user based upon
a description of the item and a profile of the user’s interelte user will be recommended
items similar to the ones the user preferred in the past basem profiles. More for-
mally, the utility u(c, s) of item s for userc is estimated based on the utilitiesc, s;)
assigned by user c to items € S that are “similar” to item s [1]. An example would be
searching a flight using Expedia.com, where we provide keg{g) and the recommender
system matches the keyword with flights in its repository.

In contrast, Collaborative recommenders (e.g., [1,18%61,112]) use the preferences
of “similar” users, rather than the characteristics of amit to make suggestions to the
current user. The user will be recommended items that pesjtesimilar tastes and
preferences liked in the past. Try to predict the utility teinns for a particular user based
on the items previously rated by similar users (stereofyp&sollaborative-based system
uses aggregation in some ways. In the simplest case, it imptesaverage, or uses the

weighted sum, where closer users are weighted more.
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The hybrid approach (e.g., [4,62,67,100,107]) combinethaus from collaborative
and content-based approaches. More recently, utilitgdhdsnowledge-based, and demo-
graphic systems have each suggested different techniqupsolviding recommendations.
Systems employing one or more of these techniques have beposed to recommend
flights, movies, restaurants, and news articles (e.g.2[&13). In sections 2.2 - 2.5 | pro-
vide more details about each.

Another way to classify recommender systems is based onitpods, either heuristic-
based (e.g., [112]) or model-based (e.g., [58]). The mdferénce between model-based
techniques and heuristic-based techniques is how to eaéctiie utility (rating) predic-
tions. In the heuristic-based approach, calculation ofligted utility (rating) is based on
some ad hoc heuristic rules, whereas in the model-basedagiprcalculation is based on
a model learned from the underlying data using statisteaiding techniques [1].

The research community has identified several areas whesenreender systems can
be enhanced to produce better outcome that meets and exssd€xpectations (e.g., [1,

5,17, 18, 58)):

e Improving the understanding of users and items: In most f®@dacommender sys-
tems, there is a basic understanding and information usagger and item profiles;
most recommendations is based on secluded matching betweeor two features
in either the user or item profiles. Sophisticated analysd axtificial intelligence
methodologies are becoming a necessity. An example woulabping a track of

users transactional histories to enable the learning psocEhe profile of user i can
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Figure 2.1: Framework for the analysis and classificatioreobmmender systems. [68]

be defined as a vector of p features, i@.,= (ay;, - -

of item j be defined as a vector of r features, i%.= (b, - - -

,a;p) , Also, let the profile

.b;,). Features can

mean different concepts in different applications, suchuasbers, categories, rules,

seqguences, etc.

e Incorporating the contextual information into the recomiaegtion process: Most ex-

isting recommender systems are limited to two dimensigpets where only USER
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X ITEM space is considered. There might be some situatiorgeMmore than two-
dimensional User x Item space is appropriate and neededx@&nme would be in
the travel recommender system s domain some consideraifdirae season is a
must where a package during summer time may not be apprepoiatcommend at

New Year season.

Supporting multi-criteria ratings, in some applicatiossch as restaurant recom-
menders, there is more than the price that would attracsueegnjoy a restaurant,
in this case restaurant ratings should be based on all orgritesia that users would
pay attention to before they proceed with their choices,aul be important to

consider most or all of the following in the rating processod, decor, and service

Providing more flexible and less intrusive types of recomdagions: Many Rec-
ommender systems (RSs) are intrusive where they requiréciéxand significant
feedback from the user. Feedback will continue to be a pgirfeator in the recom-
mender system concept, however, new generation of recodensgstems should
look for new ways to extract information from users implicitAn example would
be how long the user spend reading a specific document tohnfemuch the user
liked this document and give it higher rating without exjljcasking the user. How
to determine an optimal number of ratings the system shakdram a new user
remain a challenge, for example, MovielLens.org first asksuser to rate a prede-
fined number of movies (e.g., 20). In the MovieLens.org cteecost of rating each
movie is ¢ and the cost of rating n movies is c*n). Then, theugiveness problem
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can be formulated as an optimization problem; each additiating supplied by the

user increases the accuracy of recommendations.

e Providing a balance between diversity and optimality: Mesommender systems
only limit the scope of recommendations to how similar theuteset is to the query
submitted by the user without incorporating enough divgiisi the result set. Pro-
viding diversity to the user will demonstrate different dinsions of possible choices
that users can choose from. Basing our result only on siityilaright reduce the

users ability to make the smartest possible choice.

2.2 Content-based Recommender

The user will be recommended items similar to the ones thepuséerred in the past; based
on item profile. Mainly based on information retrieval [3,189] and information filtering
research [35,69], an example would be searching a docum&uaogle website, where we
provide a keyword and Google recommender system will mdtelith documents in its
repository (the web). In content-based recommendatiohaast the utilityu(c, s) of item

s for user c is estimated based on the utiliti€s, s;) assigned by user c to items € S
that are “similar” to item s [1].

There are some Limitations with content-based approadh asi¢l]:

e Limited by the features of the objects: parsed automayidalla computer or as-
signed manually; so the easier the parsing of object featine more powerful the

content-based recommender system becomes.
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e Two items represented by the same set of features are mglisthable, and example
is two papers are published on the web and both contain sayveok#s, then a
search for those keywords will result in Google returninghbdocuments without

(to a degree) knowing which paper is better in term of quality

e Overspecialization: due to the fact that content-basedmetender system try to
match what we liked in the past with features of existing geittends to only return
similar objects to the category of items we liked in the ptss, result in less diverse
list of recommendation; however we can introduce some nameéss as some papers
stated but this also introduce another challenge that mufare only limited to return
the user a limited number of recommendation (usually srttah this will impact the
quality of our result set if some of those recommendatiorssatected in a random

way that we are not sure of the degree of users' likeness.

e New User Problem : The user has to rate a sufficient numbeepfsitbefore the

system can really understand the users preferencesifptaroblem)

2.3 Collaborative Filtering

As one of the most promising and successful approaches kirmyirecommender sys-
tems, collaborative filtering (CF) leverages the known gmerices of certain users to make
recommendations or predictions of the unknown preferefuresther users. The user will

be recommended items that people with similar tastes arfdrpreees liked in the past.
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Try to predict the utility of items for a particular user besan the items previously rated

by other users (stereotypes). Collaborative based sysieseaggregation in some ways:
In the simplest case uses simple average, or uses the wetgnte where closer users are
weighted more. Early generation collaborative filteringteyns, such as GroupLens [61],
use the user rating data to calculate the similarity or welggtween users or items and
make predictions or recommendations according to thoseledaéd similarity values. CF

techniques have less impact of overspecialization, whe@nirecommend any item, even

the ones that are dissimilar to those seen in the past, howe»e are some limitations
[1]:

e New User Problem: as described in content-based systems.

e New Item Problem: Until the new item is rated by a substamtighber of users, the

recommender system would not be able to recommend it.

e Sparsity: the success of the collaborative recommendé&sydepends on the avail-
ability of a critical mass of users, so if only a small numbeugers used the system
and those users share a taste that is different than the hemthe outcome of the
collaborative-based system may not be predictable nouljsefovercome this issue
we can employ some “demographic filtering” until a certaimtoer of users use the

system to lessen the effect of sparsity.

e Gray Sheep: Gray sheep refers to those users with opiniabaté not consistently
agree or disagree with any group of people and thus do nofiboen collaborative

filtering [104].
22



Collaborative filtering approaches are surveyed in [1,24,84,112]. Collaborative fil-
tering can be memory-based or model-based. With memomgeh@agthods, the similarity
correlation can be based on items or users [1,104], thersemeral limitations for the
memory-based technique since the similarity values arecbas common items. As a
result, memory-based techniques could become unreliab&wata are sparse and the
common items are therefore few [112]. Model-based appraabbcoming more popular
and more research is focusing on it [1], Model-based metliostslearn a a model and
then use it for predicting the suitability of an item to a usks alleviate the data sparsity
problem, many approaches have been proposed such as tgt,semantic model [45]
Singular Value Decomposition [55,105].

As noted in [1,6,7,8,17], research in recommender systemm®ving toward the qual-
ity of the recommended set from the accuracy of the predictRair-wise preference be-
tween items for users, e.g., EigenRank [65], probabilistient preference analysis [66]
and Bayesian probabilistic ranking [89], however, all thapproaches can suffer signifi-
cantly from expensive computations. In our previous woik\ve have demonstrated how
using EigenSolver to produce 5 diverse recommendationisl cake 225 seconds, while
it took only 1 second for other techniques. A solution thajuiees external Solvers, does
not scale because it requires solving a binary combinajanadlem with a binary variable
per each recommendation. The computational overhead ©afiproach becomes more
pronounced in the case of composite recommendations wheraumber of candidate

recommendations is large.
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2.4 Knowledge-based systems

Knowledge based methods are gaining popularity in recentigre the reliance on user or
item profiles is less, and true intelligence is added to thermenendation process. Models
used for the purpose of recommendation are based on irdentrat the customer might
be interested in. As stated by Burke [22] “The knowledge used knowledge-based rec-
ommender can also take many forms. Google uses informationtdhe links between
web pages to infer popularity and authoritative value”. Witexlge-based systems are dis-
tinguished where no portfolio effect exist. This signifidgmeduces the drawbacks of new

user and item profile. There are three types of knowledgetieanvolved in such a system

[1]:

e Catalog knowledge: Knowledge about the objects being revended and their fea-
tures. For example, a restaurant recommender system skaaudthat “Thai” cui-

sine is a kind of “Asian” cuisine.

e Functional knowledge: The system must be able to map betthearsers needs and
the object that might satisfy those needs. For example ytbterm must know that a
need for a romantic dinner spot could be met by a restaurahigfquiet with an

ocean view”.

e User knowledge: To provide good recommendations, the isysteist have some
knowledge about the user. This might take the form of gersgaiographic infor-

mation or specific information about the need for which a nec@ndation is sought.
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2.5 Hybrid approaches

Hybrid recommender systems combine two or more recommiemd@chniques to maxi-

mize better performance by using one technique and minithizedrawbacks of any other
individual one. There are many different ways to leverageriayzation [13], most com-

monly, collaborative filtering is combined with some othectinique to avoid the ramp-up
problem exists with CF techniques [1,22]. Most recent, lt/bechniques are also lever-
aging Context-aware in areas of social networking [4,100},1e.g. Facebook.com , fur-
thermore, a new class of recommenders are introduced Koeeil) where people are both
the subjects and objects, i.e., online dating [67]. WorkliaJ] presented a hybrid filter-
ing method and a case-based reasoning framework for emugiing effectiveness of Web

search. Below | list some common methods combination:

e Weighted: A weighted hybrid recommender is one in which two or morerecud
each recommended item is computed. Each score is a residtafmmendation
technique in the system. For example, the simplest formiiseait combination of
recommendation scores [22]. It is important to point out #&ch score is calcu-
lated separately by the recommendation technique. Depegruai the hybridization
method, the final score is determined. The P-Tango systemaisanple average

hybrid method using collaborative and content-based revenders [30], however
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it gradually adjusts the weighting of predictions as theresy about the user im-
proves. Other weighted hybrid techniques do not use nursedres, rather a vot-
ing mechanism is utilized, an example is the hybridizatibaadlaborative, content-

based and demographic methods presented in [82].

The benefit of a weighted hybrid is that the strength of eadimnagkcontributes to the
overall capabilities of the recommendation process andsaajents of weights can
follow accordingly. However, it is hard to assume that ssakdifferent methods
used are reliable across the space of possible items. Anpaasrthat CF technique
will continue to suffer in terms of accuracy score for thdsenis with a small number

of raters [22].

Switching: A switching hybrid utilizes a confidence measure to deteatine switch-
ing in item-level. It uses some criterion to switch betweeoommendation tech-
niques. For example, it calculates the predication andah&aence level of an item,
if the confidence falls below a threshold, then the hybridnemender switches to

different recommendation method to determine the suitglaif that item.

The DailyLearner recommender uses a content/collaberhtitarid where a content-
based method is attempted first. Depending on a confidenek i is low then a
collaborative method is used. This switching in The Dailgtreer recommender is
expected to suffer from the ramp-up problem, which existsath the collaborative
and the content-based systems [22].

Hybrid systems that use Switching technique, need to acdouswitching criteria.
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This introduces additional complexity into the recommeirmhaprocess. However,
having the option of switching in such hybrid systems is avaatage where the
strengths and weaknesses of combined methods can be ledeand avoided re-

spectively.

Mixed: Some Hybrid systems use a Mixed technique with respect teerméing

what recommendation to include in the presented resulfl$et.hybrid system ini-
tially produces a large number of recommendations simetiasly. For example,
some of those recommendations were produced using CF tpehmihile others
were determined using content-based technique, finallinthad recommender will
mix some of each and present a result set to the user. Usaalipking of items or
selection of a single best recommendation is needed, athwiatt some kind of

combination technique must be employed [22].

Smyth and Cotter [102] uses this approach to assemble a neended program
called “The PTV system” for suggesting television viewiBgsed on the description
of TV shows, it uses content-based techniques and collabeiaformation about
the preferences of other users. Recommendations from theethkniques are com-
bined together in the final suggested list. The mixed hybvmds the “new item”
start-up problem due to the use of the content-based compdné it continues to
suffer from “new user” start-up issue exists in CF and conbarsed systems. Other
implementations of the mixed hybrid, ProfBuilder [118] aR@tkAFlick [23,24],

present multiple recommendation sources side-by-side.
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e Feature Combination. Another way to build a hybrid system is to consider the
information of specific technique as simply additional eatdata associated with

each example and use another technique over this augmeatsesttl

For example, the inductive rule learner Ripper was appbete task of recommend-
ing movies using both user ratings and content features. r&sudt, Basu et al [16]
report on experiments shows they achieved significant irgments in precision
over a purely collaborative approach. However, the impnuset is precision did not

hold when authors considered all available content feature

The feature combination hybrid lets the system considdalgotative data without
relying on it exclusively, so it reduces the sensitivity loé tsystem to the number of
users who have rated an item. Conversely, it lets the syséem information about

the inherent similarity of items that are otherwise opaqua tollaborative system.

e Cascade The key in using the Cascade approach is the sequence igedgbeo-
cess. In this technique, one recommendation techniquepsoged first to produce
a list of candidates and then a second technique is appliedi®produced list of
candidates to determine the final list of recommendationskd&[22] presented the
restaurant recommender EntreeC, which is a cascaded kigsvigased and col-
laborative recommender. EntreeC starts off with knowleoligeestaurants to make
recommendations based on the users stated interests. sSthigngrecommendation
list are of equal preference at this point in time, and thealkloorative technique is
employed to determine the top five restaurants to presentsirewith.
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Due to the notion of staged process in cascading technigagws the system to
only apply the second technique on smaller number of cateBdhat are believed
to be of high quality based on the first technique. This is $igatly important when
we deal with composite recommendation space, where the euofilbecommenda-
tions is significantly large, in addition to the number ofistites representing each
recommendation. We avoid the second technique on itemarthatfficiently poorly
rated by the first technique. Because we are only applyingdbeade’s second step
on a smaller set of items that scored higher with respectilityudf first technique,

it is more efficient than other hybridization techniquestsas, weighted hybrid that
examines all items, which could result in a severe scatghifipact in the case of
composite products and services. In addition, the cassadecommaodating by its
nature where all items made it to the list will have equal cesrof rating predication
by the second technique. However, it is important to pointloat the first technique

needs to be chosen carefully as its ratings can only be refmédverturned.

2.6 Diversity of recommendation set

Diversity has been studied in many science areas such as,ggoysical and management

(e.q., [41,59,63,76,109]). One of the main enablers ofrdityeis incorporating multi-

criteria ratings. The diversity concept has not been fulplered and utilized in most of

the existing recommender systems. With the recent surgelleborative similarity-based

recommenders, such as Amazon.com, a number of multideritanking methods have
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been proposed. Of significant importance to this researafoik suggesting the impor-
tance of diversity-sensitive recommendation sets to plewa balance between diversity
and optimality, and the need for presenting the user witingeaf options and not with a
homogeneous set of alternatives [1,5,6,7,9,17,26,31Htjever, most recommender sys-
tems limit recommendations to those that are relevant tcsussquests. Therefore, their
recommendations are often similar to each other and do petd® enough diversity.

Several researchers have presented informal argumendivbesity of recommenda-
tions is often a desirable feature in recommender systemsanld be as important as
similarity in some cases [17,101]. For example, news &rtelrvice Daily-Learner filters
out items not only if they are too different from the userstferences, but also if they
are too similar to something the user has seen before [1].dditian, [17,73,101] dis-
cussed measures to evaluate the novelty of a specific recodatien. Furthermore, [32]
presented a statistical dispersion called the Gini coefficio measure the effect of sales
diversity in recommender systems. The Gini coefficient i@amon measure of distri-
butional inequality. This paper examined recommendelesysteffect on buying behavior
and offered initial evidence that recommender systems fligeimce sales diversity. Also,
[26] shows that a list of diverse recommendations score@taw accuracy measure but
users liked that diverse set more, compared to a none digetse

Presented in [38] are several GRASP algorithms for MDP asitgdethem on medium
size datasets. Their optimum solution strategy requirad [rocessing time (20 hours of
CPU time). Proposed in [31], are tabu search-based algwsifior MDP. The proposed

algorithm is based on the tabu search methodology and iocates memory structures for
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both construction and improvement. The work [39] proposédrént GRASP heuristics
for MDP, which used “distinct construction procedures’tthrecludes “a path-relinking”
technique. However, their best technique took 10 sec to fieddrget solution for a set
of 200 candidates. The work in [85] proposed a branch and dailgorithm, which on
average took 12.51 sec to find an optimal solution on a set cé&@mmendation, which is
much smaller than the number of composite recommendatiensark with.

The work presented in [17,72,101] details several algoriiior selecting diverse rec-
ommendation sets based on the similarity of individualitaites. Three different ap-
proaches are presented in Figure 2.2 [17], namely Boundati®aSelection, GreedySe-
lection, and BoundedGreedySelection where diversityisrgby compromising similarity
in a way that optimizes the similarity-diversity trade-off

BoundedRandomSelection is randomly chooses from a bourededt set that is the

most similar to the target result. The other approach i€daBreedySelection, where se

lection is picked from all domains of results; the most sanilecommendation is picked
first. Consequent recommendations are chosen based orgtiaity. Quality is deter-
mined as a combination of how similar the recommendatiorugstjon is to the target and
how diverse the recommendation is from already picked resendations. This approach
is expected to provide more diversity than the previous @ggr because the result set is
larger and the chances of missing a more diverse recomniendatthe BoundedRan-
domSelection approach are more likely to happen. The tlpipdaach is a combination of
both approaches mentioned, where a diverse set of reconati@mslis constructed from

a bounded result set. Of interest is GreedySelection appraghere diversity of a set is
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: target query, C: case-base, k: # results, b: bound

b W W=

define BoundedRandomSelection (t, C, k, b)

begin
C' := bk cases in C that are most similar to t
R := k random cases from C'
return R

end

H ool & Wwho =

define GreedySelection (t, C, k)

begin
R := {}
For i := 1 to k
Sort C by Quality(t,c,R) for each ¢ in C
R := R + First(C)
C := C - First(C)
EndFor
return R
end

HHE OO ds W

= O

define BoundedGreedySelection (t, C, k, b)

begin
C' := bk cases in C that are most similar to t
R := {}
For i := 1 to k

Sort C' by Quality(t,c,R) for each ¢ in C'
R R + First(C')
c’ C’' - First(C')
EndFor
return R
end

Figure 2.2: Diversity approaches by Smyth [17]

calculated by adding the distance between every 2 membéehe iset. The total is nor-
malized to give the total diversity of a set. The maximum diutg is not guaranteed with
the GreedySelection approach as the first recommendatiecteg is always the one with
the highest similarity to the target and, in every subsetjteration, the recommendation
selected is the one with the highest diversity with respec¢hé set of recommendations
already selected during the previous iterations. As itdgahis algorithm is expensive.
For a case-base of n candidate recommendations, duringpé#oh k iterations we must

calculate the diversity of each remaining case relativéntsé recommendation(s) so far
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selected. This means an averagérof- k/2) relative diversity calculations in each itera-
tion, or k x (n — k/2) calculations overall. Similar to [72], the work by Zhang [1&ed

a similar approach with respect to calculating diversitpwdver, measuring similarity of
recommendations was based on the set rather than individcanmendations within a
set. A recommendation with low similarity to the target ntighake it to the list because
the set it belongs to has a similarity score that is aboveasttuid with respect to the whole
set. In addition, in problem two of the paper, a set is coesddiunder the constraint that
the diversity of the set is greater than some diversity tiokesand the total similarity be-
tween the elements of the set and the target is maximized. rdd@mmendation set is
calculated by engaging an external quadratic programnohgs It is not clear whether
this approach can scale well in case of composite recomntiendgace as they introduce
a binary vector y to indicate if the item is part of the finat bs not. This raises the question
if a programming solver is the best strategy or if a lightvirtigigorithm (heuristics) would
be sufficient for finding a set with optimal or near-optimaletsity. However, this work
is based on measures such as Euclidean distance or Hamrsiagadi calculated for pairs
of attribute values. The work done by Linden, et al [64], adsiggests a diverse ranking
algorithm. Like the Diversity layering algorithm presemie this paper, the method pro-
posed in [64] also makes recommendations by finding solsitieat optimize one attribute
of the solution; however, the multi-criteria ranking medharesented here optimizes each
attribute while bounding the allowable degradation in allautility. In this way, the rec-
ommendations made by the Diversity layering algorithmrsffae user a broad view of the

solution space while maintaining an acceptable overdityuti
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Furthermore, authors of [33] discussed how diversity camtieased where similarity
is fully preserved using layering technique. Also, [33]adissed the case where similar-
ity is strictly relaxed to allow some loss of similarity to toipize diversity. In addition,
[73] presented the competing goals of maximizing the diteesf the retrieved list while
maintaining adequate similarity to the user query as a pioptimization problem, where
the similarity measure of recommendations was based onratket than individual rec-
ommendations. Also, as observed in experiments describ&hapter 5, Section 4, the
approach in [73] does not scale because it requires solvirigaary combinatorial prob-
lem with a binary variable per each recommendation. The coatipnal overhead of this
approach becomes more pronounced in the case of compagitaemeendations where the
number of candidate recommendations is large.

As adopted in this research, researchers in [17,72,731i$¥] the definition of diver-
sity as the average dissimilarity. However, their refeeghwork above provides diversity
by compromising similarity to optimize the similarity-diksity trade-off, namely use the
same space for similarity and diversity. This is in conttasiur approach where we sepa-
rate utility space from diversity space. The separationldioesult in similarity and diver-
sity complementing each other, and not competing over thmegpal. Recommendations
made by our diversity approach offer the user a broad vievhefsblution space while
maintaining a superior score against the overall utility.

Finally, to the best of our knowledge, most work that has beabplished deal with
atomic products and services, while our work is addresgogmmendations for composite

products and services, which makes the recommendatioe seag large (or infinite, for
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continuous selected quantities). This is in particular onignt when we compare with
solution strategies that use external solvers. With suchnigues, the recommendation
space is expected to be small or at most medium size to deloaad results in reasonable

amount of time.

2.7 Utility function elicitation

Ideally, decision making should be based on full knowledgthe utility function of the
decision maker. However, in many cases, this may not belgessi the time. Acquiring
such knowledge may not be an easy task due to several reagdnassthe size of the out-
come space, the complexity of the utility elicitation pres§¢113,118], and finally, the time
allowed to elicit the utility function from the users’ peesgive [10,15]. This explains why,
people and systems tend to make decisions with only pattiayunformation, therefore,
whatever questions asked for the purpose of eliciting thiéuteed to be carefully chosen.
Due to challenges stated above, we see a surge in reseanehutility function elicitation.
In addition, there are two major categories of preferenatestents that we can be used

to learn the preference of the user [110,111]:

1. Dyadic (comparative) statements, indicating a relatietween two referents using

the concepts such as “better”,“worse”, and “equal in vatiie t

2. Monadic (classificatory) statements, evaluating a simgferent using ordinal lan-

guage concepts such as “good”, “very bad”, and “worst”.
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There are known techniques for learning with preferendestants above such as rank-
ing and rating respectively. However, Most of the prefeeesiatements that could be used
may suffer from the “generalizing nature” where these stat@s usually can only capture
the preference of a subset of attributes. This creates aigaitybwith respect to actual
preferences of the user, an example would be the followihgelpresent the user 5 rec-
ommendationsg!, - - - , A5 then ask the user to rank or rate presented recommendadfions.
recommendatiol, and A, stretch for example the saving dimension while recommenda-
tions A; and A5 stretch on enjoyment dimension, then all of the above recendations
may have “other” attributes that the user may prefer or bae# tlecision on, however
those “other” attributes could or could not be captured inutility function such as the
location of the vacation or the number of days. So if the usaicates a preference toward
recommendationg, (which stretches on saving) amty (which stretches on enjoyment)
but the two recommendations share some other attributésasucumber of days or loca-
tion then this preference choice of the user would make iérafor the utility function
elicitation process to know the reason for the decision efubker, since number of day
and/or location are not captured in the utility. Above exérghows the need for careful
selection of dimensions or attributes in the utility fucti

There are several approaches for eliciting utility funetipmost of which aim for semi-
automated learning of a decision makers utility functione@pproach is iterative learning
and refinement of the users utility function using a valuenddimation approach [113].
Another approach is by eliciting the utility function fromdatabase of observed behav-

ioral patterns [79,105,108,110]. A third approach is bgighg the utility function from
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a database of already elicited utility functions [111]. Mosated to this research is the
work by Jameson, et al. [53] and Linden, et al. [64] which preed models for eliciting
partial utility and reasoning with such models with regaraértainty for domains such as
shopping and airline reservations. Poh and Horvitz [83¢@nted the benefit of refining
utility information. Work presented by Jimison et al. [54$clussed the value of explicitly
representing uncertainty for some key utility attributesriedical decision models when
interacting with users. Finally, [113] where they trealitytias a random variable that is
drawn from a known distribution. The use medical databa$esildy functions to esti-
mate the distribution of utility functions in the populatiand then use this estimate as a
prior when elicit utilities from the new users they advisewéver, The space of possible
outcomes depending on attributes used was only 70 whichrieregly small compared to
composite spaces.

While few recommender systems provide for estimating afiding the preferences of
the user [68], works such as [81] have exemplified the neesdufoin techniques. However,
none of these works, to the best of our knowledge, work onmeeendations for compos-
ite products and services, which makes the recommendatexesvery large (or infinite,
for continuous selected quantities), and implicitly dedinkn contrast, the DG-RCA frame-
work deals with the recommendation space of composite ptedand services by using
decision optimization when extracting recommendatioas tiptimize specific axis in the

utility space.
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2.8 Summary of the Evaluation of Related Work

Recommender systems employ different representationisyadaking methods, and learn-
ing techniques to recommend solutions in a variety of domdiave presented compre-
hensive analysis of recommender systems, and more deailsecfound in [1,22,68,108].
Most relevant to our work are those systems supporting ratteria ranking methods,
utility function elicitation, dynamic learning of user pegences, and diversity of recom-
mendations.

In summary of classifying recommender systems based onagiprFigure 2.3 presents
the most common methods of recommendations such as cddeetl, collaborative, and

knowledge-based recommendation approaches. For eactigeehit lists:
e The background information needed beforehand about uséoratems.
¢ Input from the user during the recommendation process.
e Description of the recommendation technique.
e Example(s) of the technique.

The majority of recommender systems recommend only atonaidyzts or services,
and are designed for a single target domain and do not pravigeneral framework for
the development of recommender systems. Complex recormatiendnodels involving
composite alternatives, such as product configurationssandce packages, are rarely
addressed. In addition, there is limited leverage of infation in user and item profiles.

Most recommendations are based on secluded matching betiweeor two features in
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Technigque

Background

Content based Features of items. Ratings fromthe user  Recommend anitemto  MyBestBetsTV,
of items. auser based ona Newsweeder,
description of the item Resturants
and a profile of the
user’s interests
Collaborative Ratings from users of Ratings fromthe user  Use the preferences of  Amazon
items. of items. “similar” users, rather
than the characteristics
ofan itemn, to make
suggestions to the
current user
Demographic Demographic Demographic Identify users that are Grundy, Krulwich
information information aboutthe demographically similar
aboutusers and their user. toyou, and extrapolate
ratings of items. from
their ratings of i.
Utility based Features of items. Autility function over  Applythe functionto  Personal ogic, 1éte-o-
items that describes the items and Tete
the user’s determine i's rank.
preferences.
Knowledge based  Featuresofitems. Adescription of the Infer a maich between  EntreeC,
Knowledgeof how these  user’s needs or items and the user’s
items meet a user’s interests. need.
needs.

Figure 2.3: Summary of approach-based classification @imacender systems

either the user or item profiles [1]. Sophisticated analgsid knowledge of profiles are
becoming a necessity to optimize individual criterion. Bhét toward knowledge-based
and utility-based recommender systems that can overcoeneetiance on user and item
profiles is still developing.

Multi-criteria recommender systems characterize recongagon alternatives as asso-
ciated attribute-value pairs. Multi criteria decision rmakhas been analyzed from several

perspectives [11,42,120] in different science areas [RQ(6]. Authors of [116] listed
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and analyzed several multi-criteria decision making Mdtiogies such as Analytic Hi-
erarchy Process (AHP), Goal Programming, and Simple Mittibute Rating Technique
(SMART). However, the majority of recommender systems oy single ranking or util-
ity score. In many applications, there are multiple craehiat need to be taken into account,
such as price, quality and enjoyment. Recently, multieciat ranking has been explored
in recommendation set retrieval [1,17,101]. These metlibd®se a set of alternatives
based on a distance measure calculated for each of the laghtijgria. Case-based recom-
menders often evaluate recommendation alternatives@iogao their similarity to a target
solution [17,72,91,101]. In contrast, utility-based necnenders make recommendations
often based on a single utility score [22,68]. The DG-RCAoramender framework is
used to construct utility-based recommenders; howevaryrotthe DG-RCA components
could be used to accommodate similarity-based recommiendatulti-criteria ranking
can help provide a balance between diversity and optimalibyvever, most recommender
systems limit recommendations to those that are relevargdos requests. Therefore, their
recommendations are often similar to each other and do oetde enough diversity. Di-
versity is important because it helps users become awarbates they may not have
thought of.

In addition, when diversity is used, the same space is usedifity and diversity result-
ing in “trade-off” between accuracy or utility optimalitygdm one end, and diversity from
the other end. Furthermore, all diversification technidistéed above diversify against all
candidate set in a static way, while our diversification teghe is adaptive where the scope

of candidate set changes based on learning and the predeséaach user.
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There are several collaborative and diversity techniquaisare published in the area of
recommended systems. However, each of these techniqu&s imdependently, and not
a in a hybrid way. According to an extensive survey of hybadaommended systems by
Burke [22], one of the hybrid areas that has not been explpetis combining collabo-
rative filtering technique with knowledge-based technjoueich is what | am presenting
in this research. To the best of my knowledge, this is the dittempt of a cascaded hy-
brid recommender to combine a collaborative filtering teghe with a knowledge-based
technique (adaptive diversity).

Finally, many recommender systems are intrusive wherertmgyire explicit feedback
from the user and often at a significant level of user involgetn For example, before
recommending any movies, MovielLens.org expects the uset¢éoa predefined number
of movies (e.g., 20). This request comes with costs on the[teHowever, DG-RCA
does not require any explicit feedback prior to using theesys Initially, DG-RCA would
recommend a set of alternatives to choose from or providdbfsek on. In addition, DG-
RCA uses a simple feedback extraction mechanism, whers aserasked only to place
recommendations in a stratum that is typically quick ang.€ése number of recommen-
dations to rank becomes smaller with each iteration. Adogrtb our user study in chapter
4 section 4, only 3 out of 30 people complained about the expéedback required. As
will be discussed in more details in chapter 4 section 2, thigyufunction elicitation of
DG-RCA allows for less intrusive learning. Initially, the@RCA is capable of recom-
mending alternatives without the need to extract feedbackaddition, DG-RCA could

work with previously calculated utilities. This utility oabe obtained by domain experts
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or calculated using historical data. Finally, the DG-RCanfrework deals with the recom-
mendation space of composite products and services by dstigion optimization when
extracting recommendations that optimize specific axibénutility space. Such problems
are more complex when the number of alternatives is largses{ply infinite); however, |
noticed that our framework converges after two questioa®xplained in the case study
section. In general, the proposed approach is a unified fkanketo recommend compos-
ite products and services and incorporates multi-crit@an&ing. The framework has a less
intrusive user preference learning experience during titisydunction elicitation process,

and it has the ability to support the notion of a diverse rec@mdation set.
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Chapter 3: Composite Alternatives Framework

3.1 Introduction

Recommender systems facilitates the decision-makingegrsoof users. Their value in-
creases when interacting with large information spacesy Tecommend items of interest
to users based on preferences they have expressed, ejpfieitlgor implicitly. While the
state-of-the-art recommender systems focus on atomiaiptear services, this research
focuses on developing a framework for recommending congasrvices and products
based on decision optimization, and eliciting user prefees. The Decision-Guided Rec-
ommender with Composite Alternatives (DG-RCA) framewooknbines the flexibility of
diversity ranking functionality with the information pressing capabilities to learn and
capture the preferences of the user through an iterativeifepprocess.

The approach undertaken in this research involves extesnsibthe Alternative Rec-
ommendation Development (CARD) framework by Brodsky, ef4lto develop a recom-
mender framework that supports composite product andcedsfinitions. . The CARD
framework leverages partial knowledge specification, slenioptimization, and dynamic
preference learning to select from composite recommendatiernatives - that is, mul-
tidimensional recommendations, made up of a number of supoaents, which satisfy

global decision constraints.
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The framework is based on Decision Guidance Managemene@yddGMS) [18],
DGMS is a productivity platform for the fast development atabase applications requir-
ing closed-loop data acquisition, learning, predictiomg @ecision optimization. DGMS
data model extends the relational model with stochastiibates over which a probability
distribution function is defined, it leverages Decision @arice Query Language (DGQL).
DGQL, is used to specify several decision guidance viewparmg prediction, optimiza-

tion, and learning:

e Prediction: DGQL provides transformers to define new aiteb. a transformer is
a program that computes outputs from inputs. A predicti@wvis specified by a
DGQL query, in which the WHERE and/or the SELECT clause ime@ probabilis-

tic logical formula that contains random variables.

e Decision optimization: uses choice-null (c-null) for soaté&ibutes in view defini-
tions. A DG-SQL query that involves C-nulls essentially de§i a set of (possibly
stochastic) relations, each corresponding to a query angitlea different instanti-
ation of values for C-nulls. A decision query returns an it answer, such as max

or min.

e Learning, takes place using Learning null attributes oapeaters (L-null). Learned
parameters are unknown at the time of a transformers definitiut can be learned

using a learning set produced by queries from the database.

This chapter is organized as follows. Section 3.2 desciibeDG-RCA framework.

Section 3.3 outlines the Composite Recommendation Knayel@hse (CRKB). Sections
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3.4 3.5 and 3.6 describe the components of the frameworklraidinteraction with the
CRKB. Section 3.7 illustrates the CARD framework with a garecommender example.

Section 3.8 is the summary.

3.2 DG-RCA Framework

DG-RCA is a framework that supports composite product amde top-k decision op-
timization, and dynamic preference learning. Subservgzes be atomic or composite.
DG-RCA combines the flexibility of diversity ranking funchality with the information
processing capabilities to learn and capture the prefeseoicthe user through an iterative
learning process. The framework proposes and informs tee afswhat is available in
terms of composite recommendations with minimum intecsctrom the user side. For
example, travel packages are composed of many serviceglinglground and air trans-
portation, accommodations, and activities. Each atondcamposite service is associated
with metrics, such as cost, duration, and enjoyment rankmgexample to demonstrate the
use of the system is to consider a family that would like t@res roundtrip air transporta-
tion, accommodations at two separate destinations, andtal reehicle for transportation
between the two destinations. The family can travel any tivitein a specified window
and can travel to their destinations in any order as longa8litihts arrive and depart from
the first destination.

DG-RCA extends the CARD framework [5]. The framework cotssid three steps:

e Clustering the recommendation space.
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e Selecting the utility axis

¢ Diversifying the recommendations.

The recommendation process is depicted in Figure 3.1. Asrsithe diagram, the
process is initiated when the user submits a request to tekerReender that contains
both the users decision constraints and profile data. WheR#dtommender receives the
request, it uses the service instance data provided bynaktdata sources and the rec-
ommendation definitions data stored in the Composite Reamdation Knowledge Base
(CRKB) to start the clustering step to determine which @dushe user is interested in.
The recommendation space is split into a number of clusidrere each cluster contains a
number of packages (recommendations). Examples of ctuater honeymooners, single,
family, etc. The clusters are extracted from historicalchase data cross-referenced with
user demographic data. However, this is beyond the scoparafesearch at this point.
Currently, | just assume that these clusters exist and gaskean therefore be targeted to
specific user groups. The recommender will return a set afmecendations to the user.
Each recommendation from the set will represent a clustgémaaximizes the total utility
function in its cluster. Initially I will give equal weighttmetric attributes as we are in an
early stage to conclude what the user might value more wipe®t to metrics attributes
(e.g. saving, enjoyment). Domain knowledge could also k€ tsdetermine how to assign
weights and selections of metric attributes, consequeattyulating the global utility func-
tion. When the user indicates her preference and the chesemmendation determines

her preferred cluster, future recommendation space isdao the chosen cluster.
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Next, the Preference Learner starts the iterative proceksaming the utility vector
of metrics attributes, e.g., saving, location attractass) enjoyment. This step starts with
presenting the user with a number of distinguishable recendations in terms of utility
vectors. Each recommendation returned will stretch theedsion it represents (e.g., sav-
ing) and relaxes on the other dimensions (e.g. enjoymetdfilin attractiveness, etc). The
process continues iteratively updating the utility veateery time, based on the feedback
of the user until an exit point is reached (e.g., indicating tifference” between recom-
mendations presented). Upon exit, the recommendatiorespidlde constructed into the
Recommendation View, according to the utility vector lestn

Finally, the Recommender constructs a set of diverse recmdations. Diversity is
based on recommendation space, where each recommendatimaracterized by a vector
in n dimensional space. It starts with the recommendatiatrttaximizes the utility func-
tion calculated, and each consequent recommendationseyigea diverse choice within
the recommendation space. The system provides the useawitlen number of diverse
alternatives to choose from. At this point, the user cancs¢lee most preferred alterna-
tive or she can provide a (partial) ranking of the suggesteatives to the Feedback
Extractor. Feedback from the user will be honored if she lesen to view additional
suggestions. Then ask the user to rank the set of recomnmemgaesented, and weight
vector of recommendation(s) ranked the highest will be w&sed base to reconstruct the
utility function and update preference parameters, canseity present a new set of di-
verse recommendation in an iterative fashion. The prooeds i the user either chooses

a recommendation (and consequently the services to implethie selected alternative are
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invoked) or exits the recommendation process.

< Result

Set
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Preference Learner
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Composite Recommender = Utility Axis Feedback
Yes o Knowledge Base selection
Satisfied? CRKB

= 2.

External Sources

Figure 3.1: DG-RCA Framework

3.3 Composite Recommendation Knowledge Base (CRKB)

The CRKB stores the internal data and the modeling compenes&d to construct recom-
mendation sets [5]:
User Profile Maintains information about the current client and corgaidomain-

specific user data to select an appropriate recommendaioplate (demographic), and
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Recommendation constraints, such as the number of depsratehthe budget limit.

Service Metric Views Extracts information from raw tables based on the user profil
and data, such as cost, duration, or enjoyment ranking tfatcterizes the service. Ser-
vice Metric Views can be atomic or composite.

Recommendation ViewsProcess and rank recommendations based on diversity rank-
ing function (transformer). Each Recommendation View soagated with a Service Met-
ric View. Transformers and Learned Transformer Parameieesisformers are parametric
functions that define metric attributes of a composite sergiven the values of metric
attributes of the subservices. Some transformer param@ey., coefficients) may not be
known a priori, but learned, and they are called I-null.

Historical Preference Data and Current User Preference Daa CRKB stores His-
torical Preference Data for each Recommendation View. kamele, ifr;, r, are tuples
from the Service View and have the same user attributese itifer indicates that the ser-
vice instance defined hy is preferred over the service instance defineafyhen CRKB

will capture this information for future learning.

3.4 Recommender

In order to provide recommendations, the Recommender ralizes the corresponding
Recommendation View, and returns an ordered set of recomiatiens. Recommenda-
tion Views are based on Service Metric Views, which are useatktine, for every service

instance, key attributes and metric attributes. Key attab are the attributes selected to
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uniquely identify a product or service instance within av&ax Metric View. Metric at-
tributes represent those attributes that can be used tauneethe suitability of an alterna-

tive.

3.5 Feedback Extractor, Preference Learning

Raw preference data is collected each time a user interattidive Feedback Extractor.
For each Recommendation View, historical preference dataaintained. The first data
set stores the key attribute-value pairs for all past recendation alternatives. A corre-
sponding second data set stores a history of the prefertedhraendation alternatives. The
Feedback Extractor elicits a partial ordering of the recandation set, for example, what
has been liked and what has not. Feedback is submitted todfexgnce learner along with
the Recommendation View and Service metrics view. Leartrangsformers allow for the

exploitation of domain expert knowledge in defining metticibutes. An example is the

use of I-null to calculate coefficients.

3.6 Use Case - Travel Package Application

Consider a family that would like to reserve roundtrip agmsportation, accommodations
at two separate destinations, and a rental vehicle forpatetion between the two desti-
nations. The family can travel any time within a specified daw and can travel to their

destinations in any order as long as the flights arrive anarémm the first destination.
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[5]. The Service Metric View hierarchy for the travel exampshown in Figure 3.2, in-
cludes the composite (root) view, Family Travel Metricgj #ime three atomic views Travel
Accommodation Metrics, Air Travel Metrics, and Rental \@haiMetrics. Family Travel

Metrics defines the composite recommendation model foregbemmendation of family
travel packages. Each of the atomic views represents areatevhthe family travel pack-

age recommendation model.

Family Travel Metrics

_ ~

Traval Accommodation Metrics Adr Travel Metrcs | Rental Vehicke Malrics

Figure 3.2: Family travel service metric view hierarchy [5]

The views in Figure 3.2 are constructed from the bottom upe dtomic views are
populated by combining external service provider data witbrnal user profile data and
learned preferences. The composed view is then populated the data generated by
the atomic views. The schemas for the source tables usee farfily travel example are
listed in Figure 3.3.

The Accommodation Service Metric Views: For each Atomic service we create a
Service Metrics View, In order to demonstrate the consionaf the family travel Service
Metric View hierarchy, consider the Travel Accommodatioerthits view defined and de-

picted in Figure 3.4 we start with Accommodation servicewitravelerID and accommID
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AccommodationPackages Flights RentalVehicles TravelerProfile
accommIlD} flight no wehiclelly travelerlD
type departDate vehicleClass type
location source capacity location
amenities destination location budgetLimit
activityName class costPerDay carliestDepart
environment no_hops latestRetum
activityCost flightTime no_travelers
no_stars cost
costPerNight

Figure 3.3: Source schemas [5]

are key attributes, the remaining metric attributes, atresjinastars are taken directly
from the Accommodation Packages source. In contrast, aogient and accCost both
represent dynamically computable expressions.

The flights Service Metric Views: The Air Travel Metrics view characterizes flights.
As presented in Figure 3.5 : class, hops, flightTime, andast@re direct projections of the
source database. The metric attribute flightEnjoymentests an expression preference
for a specific flight using stored coefficients.

The Car rental Service Metric Views: It defines all feasible rental car alternatives. As
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CREATE VIEW Travel 2ccamodationMetrics AS

SELFCT TP.traveler ID, AP.location,
AP.accomm ID, START.adate as checkin,
END. adate as checkout,
AP.amenities, AP.mo stars,
AP.type*AC.act Type coeff+
AP . erviraunent *AC. ervirorment coeff as
accEnjoyment, B
(END.adate - START.adate)
*AP.cost Per Night+AP.activity Cost as
accCost

FROM Traveler Profile TP,
Accamodatian Packages AP,
Accammodation Coefficients AC,
Dates START, Dates END

WHERE (END.adate - START.adate)
*AP.cost Per Night+AP.activity Cost
<= TP.budget Limit
AND END.adate <= TP.latest Return
AND START.adate >= TP.earliest depart
AND START.adate < END.adate;

Figure 3.4: Travel Accommodation Metrics view

presented in Figure 3.6, the attributes pickupDate andrrBt@te will be populated with all
rental pickup and return dates that meet the specified @ntdr The metric attribute
rentCost is defined by an expression which dynamically ¢aies the total rental cost for
each of the rental alternatives.

Family Travel Metrics view: Family Travel Metrics view definition is presented Fig-
ure 3.7 and it defines all feasible family vacation packagdss includes flights both to
and from the first destination, accommodations at both tlsé dind second destinations,

and a rental vehicle for travel between the first and secostirdgions.
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CREATE VIEW AirTravelMetrics AS
SELECT TP.traveler ID, F.flight no,
F.SOURCE, F.DESTINATION,
F.depart Date, F.class, F.hops,
F.flight Time, F.cost
(F.class*FC.class coeff)+
(F.hops*FC.hops coeff)+
(F.flight Time*FC.flight Time coeff)
As flightEnjoyment,
FROM Traveler Profile TP,
Flights F,
Flight Coefficients FC
WHERE F.cost <= TP.budget Limit AND
F.depart Date >= TP.earliest Depart AND
F.depart Date <= TP.latest Return;

Figure 3.5: Air Travel Metrics view

3.7 Summary

Recommender systems will continue to face the challengeaohing the preference of the
user with minimum interaction from the user side. Consetjya®turn the user with a set
of recommendations that are optimal or near-optimal wiipeet to the user preference.
Many recommender systems are intrusive where they regxplei feedback from the
user and often at a significant level of user involvement.éx@ample, before recommend-

ing any movies, MovieLens.org expects the user to rate agfiresi number of movies
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CREATE VIEW RentalVehicleMetrics AS

SELECT TP.traveler ID, RV.VEHICLE ID,
RV.location, START.adate as pickup date,
END.adate as return date,
RV.class,
(END.adate - START.adate) * RV.cost Per Day
As rentCost

FROM Traveler Profile TP,
Rental Vehicles RV,
Dates START,
Dates END

WHERE (END.adate - START.adate) * RV.cost Per Day
<= TP.budget Limit AND
RV.capacity >= TP.no_Travelers AND
START.adate >= TP.earliest Depart AND
END.adate <= TP.latest Return AND
START.adate < END.adate;

Figure 3.6: Rental Vehicle Metrics view

(e.g., 20). This request comes with costs on the end-useH@}ever, DG-RCA does not
require any explicit feedback prior to using the systemtidhy, DG-RCA would recom-

mend a set of alternatives to choose from or provide feedbackn this chapter, we studied
methods for providing recommendations on composite bsnafigoroducts and services,
which are dynamically defined using database views extendtbddecision optimization

using mathematical programming. We proposed a framewaorfdjdinding recommenda-
tion cluster, (2) user utility elicitation using decisioptonization, and (3) The notion of

presenting a diverse set of recommendations to extractea&ed set of both optimal and
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CREATE VIEW FamilyTravelMetrics AS
SELECT TP.traveler ID, TAMl.accomm ID as accomm_IDI1,
TAM1 . checkin as checkinl,
TAM1 . checkout checkoutl,
TAM2 . accomm_ID as accomm_ ID2,
TAMZ2 . checkin as checkin2,
TAMZ2 . checkout as checkout2,
ATM1.flight_no as Flight nol,
ATM]1 .depart Date as depart datel,
ATM2.flight_no as flight_no2,
ATM2.depart Date as depart date2,
RVM.VEHICLE_ID, RVM.location,
RVM.pickup Date, RVM.return_ Date, RVM.Class,
TAM] . accEnjoyment+ TAMZ2.accEnjoyment+
ATM1. flightEnjoyment+ ATM2.flightEnjoyment
As tEnjoyment,
TAM1 . accCost+TAM2 . accCost+
ATM1.Cost+ATM2.Cost+RVM.rentCost As tCost
FROM Traveler Profile TP,
TravelAccommodationMetrics TAMI1,
TravelAccommodationMetrics TAMZ2,
AirTravelMetrics ATMI1,
AirTravelMetrics ATMZ,
RentalVehicleMetrics RVM
WHERE TAMI1l.accCost+TAM2  accCost+
ATM1.Cost+ATMZ2 .Cost+RVM. rentCost <=
TP.budget_Limit AND
TAMZ .checkin >= TAMl.checkout AND
ATM1.depart Date = TAM1l.checkin AND L]
ATM2 .depart Date = TAM2.checkout AND
RVM.pickup Date = TAMl.checkout AND
RVM.return Date = TAMZ.checkout;

Figure 3.7: Family Travel Metrics view

diverse recommendations.

There are few recommender systems that estimate and redipedferences of the user
[61], works such as [64] have exemplified the need for suchrtiegies. The DG-RCA
framework integrates support for the estimation and referdrof user preferences into the
application development model [5]. The development ofatife and accurate decision

guidance systems must keep pace with the dynamic nature pftiducts and services.
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Chapter 4. Iterative Utility Elicitation for Diversified

Composite Recommendations

4.1 Introduction

DG-RCA is a recommender system that supports compositeupta@hd service, top-k
decision optimization, and dynamic preference learnin@-RCA combines the flexibility
of diversity ranking functionality with the information @cessing capabilities to learn and
capture the preferences of the user through an iterativeitepprocess. The framework
proposes and informs the user of what is available in ternesmiposite recommendations
with minimum interaction from the user side. As explainedietails in chapter 3, DG-

RCA extends the CARD framework [5]. DG-RCA consists of ths&eps:
e Clustering the recommendation space.
e Selecting the utility axis.
¢ Diversifying the recommendations.

The process is initiated when the user submits a requesetsystem which contains
both the users decision constraints and profile data. Themetommendation space is
split into a number of clusters, where each cluster contimsmber of packages (recom-

mendations). Examples of clusters are: honeymoonerslesifagnily, etc. The clusters
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are extracted from historical purchase data cross-refetewith user demographic data.
However, this is beyond the scope of our research at thig.p@uarrently, | just assume
that these clusters exist and packages can therefore le¢gtditp specific user groups. The
recommender will return a set of recommendations to the &ssh recommendation from
the set will represent a cluster and maximizes the totatyfiinction in its cluster. Ini-
tially I will give equal weight to metric attributes as we arean early stage to conclude
what the user might value more with respect to metrics aftieib (e.g. saving, enjoyment).
Domain knowledge could also be used to determine how to mssiights and selections
of metric attributes, consequently calculating the glaladity function. When the user
indicates her preference and the chosen recommendatiermdeés her preferred cluster,
future recommendation space is limited to the chosen clusext, the Preference Learner
starts the iterative process of learning the utility veabmetrics attributes, e.g., saving,
location attractiveness, enjoyment. This step starts prigisenting the user with a num-
ber of distinguishable recommendations in terms of utilggtors. Each recommendation
returned will stretch the dimension it represents (e.ginsg and relaxes on the other di-
mensions (e.g. enjoyment, location attractiveness, @tigg process continues iteratively
updating the utility vector every time, based on the feellodithe user until an exit point is
reached (e.g., indicating “no difference” between recomala¢ions presented). Upon exit,
the recommendation space will be constructed into the Rewamdation View, according
to the utility vector learned. Finally, the Recommenderstarcts a set of diverse recom-
mendations. Diversity is based on recommendation spaceresdach recommendation is

characterized by a vector imdimensional space. It starts with the recommendation that
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maximizes the utility function calculated, and each congsedrecommendation represents
a diverse choice within the recommendation space. Themygtevides the user with a
given number of diverse alternatives to choose from. At ploisit, the user can select the
most preferred alternative or she can provide a (partialjirey of the suggested alterna-
tives to the Feedback Extractor. Feedback from the useb&ilionored if she has chosen
to view additional suggestions. Then ask the user to ranké¢hef recommendation pre-
sented, and weight vector of recommendation(s) rankeditebt will be used as a base
to reconstruct the utility function and update preferenammeters, consequently present
a new set of diverse recommendation in an iterative fashidm process ends if the user
either chooses a recommendation or exits the recommendatcess.

The user has the option of restarting any of the main stepg/éih@e: Cluster, Optimize,
and Diversify. Restarting the Diversify step uses origiality weight vectors obtained
from the utility axes elicitation step. Currently, | am eaphg the Recommender switching

among 3 modes at different stages:

e During the clustering step where it presents a number ofrnecendations, where

each recommendation represents a cluster.

e During utility axes selection, where the recommender usaslity vectors, each

represents a stratum formulated by Preference Learner.

e During the diversification step, where the Recommendermsta diverse set of rec-
ommendations. At this stage, the Recommender construetatdity function from

either:
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o the utility axis selection step.

o After extracting feedback from the user on presented diversommendations.

The CARD Framework [5] supports composite product and semdéfinitions, and rec-
ommendations are based on dynamically learned utilityttan@nd decision optimization.
Composite services in CARD are characterized by a set ostdees, which, in turn, can
be composite or atomic. CARD uses a decision-guidance darguage DG-SQL to de-
fine recommendation views, which specify multiple utilitgtrics, and the weighted utility
function. However, the CARD framework has a number of litmatias. First, it assumes the
knowledge of the estimated utility function, whereas oftieis may not be available, but
needs to be extracted from the user. Second, in some cagegmmendation space may
have different utility functions for different cluster cicommendation, which the CARD
framework does not address. For example, a person may beledng different cate-
gories of vacation packages, such as family, romantic anbkas travel, and would apply
different utilities for these categories. Furthermore, diversity method of CARD has not
been mathematically formalized or tested.

In this research, we adopt the CARD framework and resolvdithiéations outlined
above. More specifically, the contributions of this chajpteras follows. First, we propose
a framework for finding a diverse recommendation set, whepriay knowledge on user
preference is given. The framework involves interactiothvthe user to (1) choose a
recommendation cluster the user is interested in, (2) dymalititation of the weighted

utility function, and then (3) generating a diverse set @bramendation that contains an
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optimal recommendation in terms of the estimated utilitydiion.

Second, we develop a method for utility function elicitatidt is based on an iteratively
refining a set of axes in the n-dimensional utility spacertisig from the utility space
standard axes. At every step, the user is asked to rank a setmhmendations, each
being optimal for one of the current axes. Based on the uselbleck, the method refines
the set of axes which become closer to each other, until trecasnot differentiate among
them.

Third, we formalize the notion of a diverse recommendatietrby defining the notion
of m-layered recommendations. These recommendations camtaithat optimizes the
learned weighted utility function. Then, the space of alifttominated recommendations
(the “skyline”) is split intom layers, so that the first layer contains all recommendations
whose utility is at least the maximum utility minu}§ of the utility function range; the
second up to;% and so on. Within each layer, a recommendation is choserfhihizes
one dimension of the utility space.

Fourth, we conducted a preliminary experimental study erefficacy of the proposed
framework, comparing precision and recall of ranked recemadations of a popular com-
mercial travel site (called herein System A) vs. the DG-REa#rfework using the same
underlying set of flights and accommodations. The study sllothat DG-RCA signifi-
cantly outperformed System A. Furthermore, DG-RCA showed\gerage recall of 26%
at rank 5 compared to 16% for System A, and an average pre@si00% at rank 1 com-

pared to 36% for System A. While the preliminary study did divectly assess the level

10ne recommendation dominates another if it is at least ad gethe other in all respects.
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of diversity provided by DG-RCA, we conjecture that recalidied is partly reflective of
recommendations diversity.

This chapter is organized as follows: Section 4.2 describedJtility axis selection
of DG-RCA. Section 4.3 describes the Diversity Layering loéd DG-RCA framework.
Section 4.4 presents a case study for the purpose of valgitite framework. Section 4.5

is the summary and possible extensions.

4.2 Utility Axis Selection

Now that we know what cluster the user is in, we will limit o@commendation space to
the chosen cluster, and then deploy an iterative methodata ke user’s preference with
respect ton dimensional utility space (e.g., Enjoyment, Saving, Lanagttractiveness,
etc.). Intuitively, at each step of the iterative processmaintain a set of utility axes, which
become “closer” to each other with every iteration until tiser can no longer differentiate
among them in terms of the preference. At that time the iigrgirocess stops, and a final
utility function is constructed. We first describe the oWgpeocess and then summarize it
with an algorithm.

Recommendations spa¥ consists of composite products and services, each recom-
mendation is represented by a tuple in a Service Metric VidBwecommendation could
be a vacation package the user can choose. Each recomnoendatiapped to a utility
vectoru, from ann dimensional utility spacé’, which is presented &'}, we denote this

mapping by:U : ® — R". Components of a utility vectar = (uy,us, -+ ,u,), are
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associated with metrics such as Enjoyment, Saving, Latatitwactiveness, etc. Each met-
ric has an associated domdih, 1 < i < n. For exampleDs,ing = R+, Denjoyment =
{0,1,---,10}, Drocation = {0,1,---,10}. We assume the Location metric represents the
attractiveness on a scale from 0 to 10 (this can be extraateddomain knowledge). Each
domainD; has a total ordering “better than” denoted,. For example, for domain Saving,
a1 = Saving G2 < a1 > a2. The utility model assumes linearity with respect to eadlityt
dimension; an increase of the value on any dimension resudtproportional increase of
the total utility value. The ratio between the total utilitlue increase and the increase on
a dimension is constant.

We model the relative importance the user places in eachrdiimie by means of a
vector of weightsi = (wy, ws, - - - ,w,), Where|w| = /> " w? = 1, which we call an
axis. Each component; captures the weight of theth dimension. The total utility of a
recommendation, w.r.t. axisw is defined a$/;(4) = wiuy +wous + - - - + wyu, = W- .
| point out that the utility elicitation method is robust tbanges in measuring units on the
dimensions. More precisely, the order imposed in the recenaations set by the learned
utility axis is the same regardless on the units chosen dm @&agension.

In the beginning, we assume no prior knowledge of the usdaestive weights along
each dimension, and would like to learn it as follows. Wetstath »n axes, that represent

the original dimensions in the utility space i.e.,
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(4.1)

In every iteration, a current set of axes is modified as fadlolror each axis in the cur-
rent set, we select a recommendation that maximizes thieutdity according to that axis.
For example, if we have 3 axes, we would present the user wdiffeent composite rec-
ommendations, each exhibiting the highest utility w.he torresponding axis. Figure 6.1
exemplifies recommendations proposed to the user.

We then ask the user to partition these recommendationsipntok preference strata,
where stratum 1 represents the best recommendationsisteathe second best etc. Note
that, each stratum may have 1 or more recommendations indtthet 2 or more recom-
mendations in the same stratum indicates that the user tibese a preference among
them. Our goal from this step is to allow the user to informsistem of how to adjust the
learned total utility function to better reflect her prefeze. The feedback extracted from
the user, i.e., the preference strata, is used to move thentwaxis closer to the learned
utility function.

We first replace eachy; as follows. Letr; be a recommendation that maximizes

Ug,(u;), whereu; is a utility vector associated witly. We then replacey; with the axis

1

ra» Where the notatiofj - || means the norm of the vector. Then, for every rankve

7

g

1

calculate the normalized mean,
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Stepl ﬁZ = Hrunie=2

Figure 4.1: Example of Utility Axis Selection

>,

5 rank(r;)=k
pi = p({wi|rank(r;) = k}) = (4.2)
>, W
rank(r;)=k
We now build new axes’, - - - , w), wherek is the number of strata, as follows:
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For stratum 1, w; := i}
For stratum 2, w := p(w, fiz)
For stratumi, j; := p(p(wy, -, wil1), i),

where3 <i < k

Intuitively, after adjustinguy,---,w;_1, we do not yet know the user’s preference
among them, but do know that they are preferable over siregpresented wity;. There-
fore, we create new axig; as the vector mean qf(w7, - - ,w;_1) and j;, intuitively
moving it towardu(wy, - - -, w;" 1) “half way”. For example, assume the user is presented
with 3 recommendations,, r,, andrs, according to utility vectors, w3, andus respec-
tively. The user placed recommendatignn stratum 1 and both recommendationsand
rs in stratum 2. First, for all recommendations, we replageavith the axis”Z—:Z”. Second,
we calculate the mean utility vector of andrs asps = (w2, w;s). Third, we calculate
wy = p(wi, pn) Finally, we use the resulting’ to calculate the new recommendatign
as shown in Figure 6.1. The iterative process continues taehwith a new set of axes,
until all proposed recommendations, optimal w.r.t. theeotraxes, are in a single stratum
1. This means recommendations presented are indifferenthe user can not differentiate
among recommendations suggested. As a final step, we daltianormalized mean one
more time of the resulting axes to be used as the utility weigbtor in the next step of our

framework, described in this chapter in section 5, that vewdity layering. Algorithm 1

captures the process of utility axis selection.
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Algorithm 1 Algorithm of utility axis selection
1: fori=1ton do
2. w; = the vector with 1 on thé-th component and O everywhere else
3: end for
4:p=n
5: whilep > 1do
6: fori=1topdo
7 r; = a recommendation which maximiz€'s;
8: Recalculatev; using the weights of presented
o
0

end for
Ask the user to place each recommendation presented intarstwhere 1 is the

best, 2 is next best, etc;
11:  MaxRank = the max stratum label assigned by the user;

12: for k£ = 1 to MaxRankdo

10:

13: Collect all recommendations labeléd

14: uy, = the mean of the weight vectors for recommendations labeled
15:  end for

16: for £ = 2 to MaxRankdo

17: UTk = :u(lu(wla o 7w;—1)7 ,LL_;C>

18: end for

19: p = MaxRank

20: end while

21: return w;

4.3 Diversity Layering

Now that we know more about the user in terms of the utilitysawie construct the global
utility function where weights given to each metric atttibueflect the attractiveness of
recommendations to the user. However, giving recommenaaby the utility learned may
not provide sufficient diversity of recommendations. We ledike to return a diverse set
of recommendations with a range of options that are not tmilai and which are ranked
by the learned utility. For example, a person whose utiltynostly in favor of low price
may decide to take a very attractive travel package evemiptite is not minimal. In this
section, we develop diversity layering method to provideedse recommendations sorted

by the utility. This is done by a recommendation view. Thetayriemplate of a composite
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diverse recommendationMyRecommendation
selectV.x, wy * u; + - - - + w, * u, as utility
from MVview V

where userconstraints

order by utility, uq,-- -, u,

[ layers m]

limit k;

Figure 4.2: Recommendation view

Recommendation View is depicted in Figure 4.2.

Each Recommendation View is associated with the correspgi&ervice Metric View
(SMV), which appears in thom clause. Examples of SMV are Rental vehicle, Airline
flights, Travel Accommodation, or a combined travel packdgeewhere clause contains
user constraints, e.g., the maximum budget and duraticawélt Theselectclause returns
all the key and metric attributes of the service instancengiwith utility that has been
learned in the utility axis selection step. We introduce & nptimal clausdayers which
indicates how many layers to split the recommendation sipdice Thelimit indicates the
number of recommendations the user would like to be predevita. Thelimit value could
be a configuration or user-defined parameter. Intuitivelygich diversity we start with the
optimal recommendation (in terms of the learned utility) #imen dynamically partition the
recommendation space into m layers. Recommendations ifirshéayer have the utility
function close to the max utility up t%(Umaz — Upnin), 1.€. their utility is in the interval
[Unae — =(Umaz — Umin), Umas). ReCommendations in theth layer have utility in the
interval [Uyae — = (Unaz — Unnins Unaz]. Within each layer we seleetrecommendations
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to maximize each dimension of the utility space in turn. Fynave return the user a set bf
recommendations (in terms of the learned utility) chosemfthem layers, after removing
duplicates and sorting them by utility. We first illustrate diversity layering method using
an example, and then present a formal definition of divelajtgring. Consider an example
depicted in Figure 4.3, for three layers, i.e.,= 3 in thelayers clause and giveorder
by utility, u;,us. There are two dimensions; andu, of the utility space (i.e. metrics
relevant to selection), and,, is the learned global utility. For example, can stand for
(total-budget cost), i.e., Saving, and for the Location attractiveness factor of family
travel. The two-dimensional polyhedral set in the figureickspall possible utility vectors
of recommendations.

We note that recommendations (erg, 11, 12, 21, 22, '31, '32) residing on the “sky-
line” are the non-dominated choices of the recommendapaices For example, recom-
mendationd in the figure is dominated by, the utility vector ofr, is higher than that of
d in both dimensions. First, we eliminate all dominated reswmndations, and thus are
left with the “skyline”, which is denoted with the thick lined=rom theorder by clause,
the user indicated that, is more important tham,. The recommendatiorn, maximizes
the global utilityU. Then the skyline is split into three layers. The first is espond-
ing to the area above the highest dashed line which corréspgorrecommendations with
utility U > Uppae — %(Ummc — Unmin), @nd select recommendations, r1» that maximize
dimensionsu; andu, respectively. Similarly, the second and third layers cspoad to
U > Ungw — %(Umm — Upin) andU > U,,;, respectively. As a result, we extract recom-

mendations,, 2, 131, r32. If the user requests four recommendations (imit = 4), then
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Figure 4.3: Diversity Layering Example
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(ro, 11, 712, T21) Will be returned in this order, andlimit =6, (rg, r11, 12, 721, 722, 7’31, I'32)
will be returned. Intuitively, maximizing each metric coonent in turns gives diversity,
while restricting the global utility within its layer comtls the distance from the optimal
global utility. More formally, given two recommendations r, in ® and the correspond-
ing utility vectorsu = (uy, ug, - ,u,) andv = (vy, vy, - -+, v,) respectively inR”, we
say that; dominates-,, denoted-; = r, if u; > v; forall i, 1 < i < n. Intuitively, one
recommendation dominates another if it is at least as gotiteasther in all respects. We

denote byR the set of all non-dominated recommendations i.e.,

R=1{r|-F € R)r =r} (4.3)

As before,U is the utility mappingl/ : ® — R” . Below we us/,.uz, Unsn defined

as:

Uaz = max U, (U(r)) s.t.r € R (4.4)

Upin = min U, (U (1)) s.t.r € R (4.5)

Definition 1. Anm-layered recommendation set is a set:

{ro,T11, "+ "1, 21, * T2n, * * * T, - * - Tmn Of recOMmendations such that:

1. 79 € R, ry; € Rforall 1 <i <n,1<j<m(ie. onlynon-dominated recommen-

dations are included).
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2. U(rg) > Ulryy) > -+ > Ulry) = -+ > Ulrpy) = -+ > Ulrmy) for all

3. ro = argmax U, (U(r)) s.t.r € R.

4. Foreveryl <i<mn,1<j<m,ry;=argmaxU,(U(r))s.t.

r € {=argmaxU;(r)|r € R A Uy(U(r) > Unaz — = (Unaz — Upin) }-

Anm-layeredk-recommendation is a sequenes, r1, - - - , 7,_1) such that:
® 70,71, Tee1 € {70,711, 5 T }
e All rg,rq,---,r,_q are different
e 19,71, -+ ,1,_1 are sorted in lexicographical order @f,,, uq, - -, u,.

Finally, a k-recommendation is am-layeredk recommendation, where is selected to be
the minimum of the number of layers that produce at Iéastommendations. Note that a

k-recommendation is returned whiyers m clause is omitted.

4.4 Validation - User Case Study

In order to evaluate our proposed recommender system, waicted a user study of 30
users (with HSRB approval provided in Appendix B). The objecof the study was to

verify the following hypotheses:

1. Our system achieves a better recall and precision than-gpesonalized travel rec-

ommender system.
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2. The interactive elicitation of the utility axis imposes acceptable overhead to the

users.

3. The vertical diversity layering step increases the tecal

Hypothesis 1 is justified by the widespread adoption of texrad precision as a standard
measure for validation in Information Retrieval(IR) [e12,26,27,28]. Recall is the per-
centage of correctly predicted “high” ratings among alltagngs known to be “high* [1],
while precision is the percentage of truly “high” ratingsamg those that were predicted to
be “high” by the recommender system [1]. The reason we chgpettesis 2 is to measure
the burden caused by our interactive framework and determhihis acceptable in view
of the perceived benefits. Finally, we wanted to test Hypgith8 so that we can assess
the usefulness of the vertical diversity layering. We lahdar systems database with real
data about vacation packages extracted from a populal tawemercial website, which
we will call System A.

We conducted the user study aiming to estimate the recalpegaision of our system.
Specifically; we submitted a request for a three week vacatid.os Angeles, California
starting on May 1, 2009, including roundtrip airfare from 8hiangton Dulles Airport. We
then extracted all packages returned by System A, keepstghe cost and number of
stars (enjoyment) of each package. Since we wanted to egaioa quality of the top
results returned by our system against System A, we limhechumber of results shown

to the user to five. We surveyed a total of 30 users, all workudessionals.
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For DG-RCA, in the first phase we learned the users utilitgfiom through a two step
dialog: at each step, we present the user with two choiceswith a better enjoyment
(number of stars), and the other with a smaller cost, as ithestin this chapter in section

4. Depending on the user’s answers, their inferred utilityction can reflect the following:

a strong sensitivity to price (PP)

a moderate preference for less expensive packages (PQ)

a moderate preference to higher quality packages (QP)

a strong bias towards high quality packages (QQ)

The distribution of answers was as follows:

6 users in the PP category

18 users in the PQ category

4 users in the QP category

2 users in the QQ category

In the second phase, | computed five recommendations usangditersity layering
method described in this chapter in section 5 and preseh&sd to the user in descend-
ing order of their utility (according to the personalizedlityt function estimated in the
first phase). For System A, we just presented the top five rewmdations in the order

suggested by the website.
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Figure 4.4: Average Recall vs. Rank

We then asked the users to rate each of the ten recommerglatiamscale of 1 to 5,

where:

e 5 means “definitely buy”,

e 4 means “likely to buy”,

e 3 means “neutral”,

e 2 means “unlikely to buy” and
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¢ 1 means “definitely not buy”.

We point out that users surveyed did not know which recomragoidl set came from
which system.

In order to estimate recall at a given rank, we gathered allpdickages rated 4 or 5
by any user, call that set “Buy” (this is the set of all reconmai&ions which the users
considered buying). Then, we counted how many of these nemordations were present
in the topk results returned by DG-RCA system and System A. Formally,

_ |{r € Buy|rank(r) < k}|

recall(k) = Byl (4.6)

For each of the two systems we then computed the averagée at¢@ch ranki by
taking the average afecall(k) across all the 30 users. The results are summarized in
Figure 7.2. As we can see, already at rank 2, our system estutB8% of the relevant
packages compared to 6% for System A. Moreover, our systemesl 26% of the relevant
recommendations in the top 5 results. By contrast, Systeratdrmed only 16% of the
relevant results in the top 5.

In order to estimate precision, we counted how many of themeaendations in the

top k results were actually in the set Buy. Formally,

|{r € Buy|rank(r) < k}|
k

precision(k) =

4.7)
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Figure 4.5: Average Precision vs. Rank

For each of the two systems we computed the average pre@sieach rank: by
taking the average qfrecision(k) across all the 30 users. The results are summarized in
Figure 7.1. As we can see, at rank 1, all of the recommendatetnrned by DG-RCA in
the top position were actually relevant, compared to 36%Sfgstem A. At rank 2, 75%
of our recommendations were relevant compared to 18% fareBy#. In fact, at every
rank our system considerably outperformed System A witheeisto precision. In order

to determine the statistical significance of our resultsaggume a uniform distribution of
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ratings over the set of available packages, meaning thatkage selected at random has an
equal chance of receiving any of the 5 user ratings. Undsragsumption, the probability
of a randomly selected package to be rated “buy” (rating 4)as 3/5. DG-RCA selected
52 packages rated Buy out of 150 trials (5 results for 30 Jisetsch can occur by chance
with a probability of 2.76%. Therefore, hypothesis 1 is conéd with adequate statistical
significance (p-value of 0.0276). We believe the betteriguaf our results comes from
personalizing the utility function according to the leatneser preferences. While System
A returns the same set of results to every user, we make angtte learn more about
what each particular user is interested in. Since this eté@is imposing an extra burden
on the end user, we included at the end of our survey the follpwuestion: “Would
you be willing to spend a few more minutes answering few gaestso that the system
can learn about you and, consequently, provide you morepaliged recommendations,
considering the amount of the transaction?”. The vast ntgjof the surveyed users (27
out of 30) answered “yes”, which confirms hypothesis 2.

Finally, for hypothesis 3, we examined the distributiontod tbuy” ratings within the
vertical layers in the ranked result lists. Here, we obsgthat all the “buy” ratings were
restricted to the first position and the top-most layer (pmss 2 and 3), and all the rec-
ommendations in the bottom layer were rated either “néutnatnot buy”, therefore not
improving the recall. We believe this is due to the ratherl@ae we chose as a threshold
for utility in this particular experiment. More work is nesdito study whether a carefully

calibrated threshold leads to improved recall beyond thentost layer.
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4.5 Summary

In this chapter, we studied methods for providing recomraénds on composite bundles
of products and services, which are dynamically definedgudatabase views extended
with decision optimization using mathematical programgmilVe proposed a framework
for finding a diverse recommendation set, when no prior kedgé on user preference
is given, which includes (1) finding recommendation clys(2j user utility elicitation
using decision optimization, and (3) partitioning the meceendation space into layers to
extract a balanced set of both optimal and diverse recomatiems. We also conducted a
preliminary experimental study, which showed that the DGARramework significantly
outperforms a popular commercial system in terms of presiand recall.

Many recommender systems are intrusive where they requpkci feedback from
the user and often at a significant level of user involvemdsdr example, before rec-
ommending any movies, MovieLens.org expects the user eoagtredefined number of
movies (e.g., 20). This request comes with costs on the sad{ti]. However, DG-RCA
does not require any explicit feedback prior to using theéesys Initially, DG-RCA would
recommend a set of alternatives to choose from or providdbfsek on. In addition, DG-
RCA uses a simple feedback extraction mechanism, whers aseronly asked to place
recommendations in a stratum which is typically quick anslyeturthermore, the number
of recommendations to rank becomes smaller after the prsvieration. According to our
user study, only 3 out of 30 people complained about the exfdéedback required.

As discussed in more details in section 4.2, the utility fiorcelicitation of DG-RCA
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allows for less intrusive learning. Initially, DG-RCA is gable of recommending alter-
natives without the need to extract feedback. In additio@;RCA could work with pre-
viously calculated utilities. This utility can be obtainbg domain experts or calculated
using historical data. Finally, the DG-RCA framework deaish the recommendation
space of composite products and services by using decigilmiaation when extracting
recommendations that optimize specific axis in the utilggese. Such problems are more
complex when there is a large number of alternatives (plyssibnite), however, we no-
ticed that our framework converges after 2 questions asal in the case study section.
As we saw in section 4.4, the diversity layering method didmgrove recall according
to the user case study. Specifically, while all recommendatranked 1 and 2 by DG-
RCA were rated 5 or 4 by users, corresponding to “definitely’ and “likely to buy”
respectively, most recommendations presented to usekedahand more were mostly
rated “unlikely to buy” or “definitely not buy” by users. Intively, the reason for a low
rating received in rank 3 and more is because the same spdchk istutility space is
used for similarity and diversity. Diversification is baseul utility space. In Chapter 5,
| will address this limitations and refine the currently deped method for diversifying
a recommendation set. | introduce a new approach for diyergithe recommendation
space: an n-dimensional recommendation space is coreddrant used for diversification
This space is separate from the utility space that is useditibiy elicitation, where a
distance function is constructed to be used for diversiioathile using the learned utility

function.
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Many research questions remain open. They include (1)ifgieht right balance be-
tween optimality of recommendations (in terms of the ledroslity) and diversity, and
refining algorithms to reflect that balance; (2) developiffigient algorithms for diversity
layering queries, which take advantage of simultaneousigtion of multiple constraint

problems; (3) expanding the diversity layering to incogierusers feedback on diverse

recommendations.
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Chapter 5: A Randomized Algorithm for Maximizing the

Diversity of Recommendations

5.1 Introduction

The vast number of products and services offered via the wewtably results in in-
formation overload for users. The shift toward customizestdpct bundles and service
compositions will only compound this problem in the future.

This chapter focuses on the maximum diversity problem (M@Pgcommend compos-
ite products and/or services. Recent popular surveys (&,82,68])) classify the current
generation of recommendation methods into three main cag=g content-based, collabo-
rative, and hybrid recommendation approaches. Contesaebsystems often employ clas-
sifier techniques that rely on information retrieval ancmfation filtering to recommend
an item to a user based upon a description of the item and depobtihe users interests.
In contrast, Collaborative recommenders use the prefeseoic'similar” users, rather than
the characteristics of an item, to make suggestions to thermuuser. The hybrid ap-
proach combines two or more methods to produce a recommendait. More recently,
utility-based, knowledge-based, and demographic systeaws each suggested different
techniques for providing recommendations. Systems enmgayne or more of these tech-

niques have been proposed to recommend flights, movieaurasts, and news articles
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(e.g., [1,12,17,31]). Most of today’s recommender systegnemmend only atomic prod-
ucts or services. Complex recommendation models involeargposite alternatives, such
as product configurations and service packages, are ratdhgssed. In addition to other
desirable research areas, most research in this field isédan improving the accuracy of
the recommendation set with respect to the query submlitedess attention is given to-
ward improving the utility of the recommendation set [73]v&sity is important because
it helps users to be aware of choices they may not have thadgand allows returning a
set of recommendations with a range of options that are oditoilar yet score high with
respect to the utility (e.g., represented by the query).eixample, a person whose utility is
mostly in favor of low price may decide to buy an attractivae/&l package even if the price
is not minimal as long as the price is within a reasonableearigis wise to assume that
users want to be returned a set of alternatives that areasitnithe query but not similar to
each other. Assume you submit a query for a laptop computéravspecific price range
and all models returned are from the same manufacturerultganot purchase this brand
for some reason, then all presented recommendations dessi§g7].

Recent work (e.g., [5,6,17,33,73,101]) on diversity asstiia trade-off between simi-
larity and diversity. The reason for this assumption is tee aof the same space, which is
utility space, for similarity and diversity simultaneoyslhe more diverse the result set is,
the less similar that set to the query submitted. For exanifpllee user submits a query
for a laptop with price of $1500, then introducing diverdifythe returned set would result
in presenting the user different variation of prices, beeawe are using the same utility

space for similarity and diversity. However, some presgméeommendations may cost
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more than what the customer has stated. In this paper, wéi@uése similarity-diversity
trade-off assumption for a new reason. We suggest that whetiple recommendations
are retrieved for a given target query (or utility), the damnty of these cases (relative to the
utility), as well as their diversity (relative to each othenust be both explicitly maximized.
To the best of our knowledge, all diversity techniques usesime space for similarity and
diversity resulting into two goals competing with each othe

We are proposing a method for diversifying a recommenda#msing the separation
of utility space, e.g., in travel domain, utility can be represented by rostsuch asaving
and Enjoyment from diversity space Diversity space would be represented by metrics
that are different from those of utility space, for examg@etivity typesand Duration of
the trip. Typically, utility space is low dimensional, wieas diversity space is of consider-
ably higher dimensionality. This way, we can guaranteedlaéturned recommendations
score high (possibly highest) against the utility functimrn are also diverse compared to
each other. It is important to point out that the formal dé¢itam of the MDP problem is
concerned with returning a diverse set of alternatives ¢outber, regardless of the space
used. In this paper, our focus is to introduce and then septwa spaces: the utility space
and the diversity space. Throughout the paper, we restiictazus to the diversity space,
since all the candidate recommendations already scorewithirespect to utility. In ad-
dition, since the determination of relevant attributeshaf Diversity space is not included
in the scope of the formal research problem, we informakgdss the selection criteria of
attributes and their characteristics.

Working with campsite products and services has the chgdler the selecting from
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larger space, but also gives an opportunity to diversifmgisiigher-dimension diversity
space (where features of composite products or servicesuanerous). In addition, we
introduce and apply a new approach in this application dorfai diversification, which
outperformed the popular state-of-the art diversity athars that have been published
[33,73,101].

The CARD Framework [5] supports composite product and serdefinitions, and
gives recommendations that are based on dynamically léartigy function and deci-
sion optimization. Composite services in CARD are charastd by a set of sub-services,
which, in turn, can be composite or atomic. CARD uses a datiguidance query lan-
guage (DGQL) to define recommendation views, which specififtipie utility metrics,
and the weighted utility function.

DG-RCA [6]is based on CARD framework [5]. DG-RCA suggest#itient technique
to elicit utility function and a diversity method using thanse utility space. The case
study conducted in DG-RCA (Chapter 4 Section 4) showed gthem utility function
elicitation. However, its diversity method did not impraeall. Specifically, while most
recommendations ranked 1 and 2 by DG-RCA were rated “ddijrotey” or “likely to buy”
by users, most recommendations presented to users ranketrBae were mostly rated
“unlikely to buy” or “definitely not buy”. Intuitively, the eason for low rating received
in rank 3 and more is because we used the same space, whidhtysspiace for both
similarity and diversity. In this paper, we adopt the DG-R€Amework and resolve the
limitations outlined above. The key idea of this paper isé¢pasate the utility space (to

be used for utility elicitation) from the higher-dimens@iversity space (to be used for
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diversification). More specifically, the contributions bfg paper are as follows.

First, we introduce a new approach for diversifying a setemommendations. An
m-dimensional diversity space is constructed and used,hnikiseparate from the utility
space that is used for utility elicitation. In the diverssfyace, a distance function is con-
structed to be used for diversifying recommendations ttateshigh in terms of the learned
utility function. That is, these recommendations are option near-optimal in terms of the
learned utility function and chosen to be the most diversmfeach other.

Second, we present a randomized algorithm that providesnpetitive solution with
respect to finding a diverse set from candidate recommeardatirhe algorithm is lightweight
yet efficient. The idea of the algorithm is to iterativelyaelthe selection by the Greedy
algorithm [17,101], with an exponential probability dibtrtion. This relaxation allows our
algorithm to identify a better solution with high probatyli

Third, we conducted extensive experimental studies on fiaey of the proposed
algorithm to compare precision and scalability of our rahlecommendations with the two
state-of-the art algorithms: Greedy [17,101] and Eigeresg]73]. Experiments suggest
that the proposed algorithm outperforms Greedy and Eidesseith respect to the quality
of results. Furthermore, we were able to verify that foap to 7 andn up to 100, our
algorithm converges to optimal solution in under 100ms.dditon, we present different
series of experiments designed to evaluate the proposedthlgs’ parameters for the
exponential probability distribution and the number ofetgion of the algorithm.

This chapter is organized as follows: Section 5.2 discuBsessity space with Utility

space. Section 5.3 presents and explains the proposeditvaigorithm. Section 5.4
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covers the validation part. Section 5.5 is the summary asdipke extensions.

5.2 Utility space vs. Diversity space

The new surge of current mobile computing devices such assRibdl WAP-enabled mo-
bile phones with screen size that could be 200 times sméléar that of a PC, is adding
another pressure on recommender systems to move beyonddimaey measure when
producing recommendation list [17]. This reduces the nunoh@ecommendations that
can be returned in a single search. If the few returned recamdations are similar to each
other, then it is unlikely the user will be satisfied. In adxit [96] makes the argument that
diversity is also important for news aggregator sites beedle resulting diverse set makes
many people as possible feel that their viewpoint is heauwdthErmore, the utility is only
an estimate to users’ preferences, because users may hageptained their preference
accurately, or they did but the recommender system couldaqature the preference pre-
cisely. For this reason, many practical systems are inieea@llowing the user to scroll
through a set of choices to make a decision [73].

We assume that composite products and/or services fronethi® salled the recom-
mendation space, are offered for purchase by a recommeystens Recommendations
from R could be a vacation package the user can choose, and cowgdresented in many
ways, e.g., a tuple in a Service Metric View [5,6]. Each reowendation is associated

with a user-specific utility vectar = (uq, us, - - - , u,,) from ann-dimensional utility space
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U=U x---xU,wherelU,...,U, are “basic’” domains. This is denoted by a map-
pingu : ® — U. Components of the utility vectar,, u», - - - , u,, are associated with
metrics such aknjoymentSaving Locationattractiveness, etc. Each metric has an asso-
ciated domairl;, 1 < i < n. For exampl&/sawing = R, Ugnjoyment = {0,1,- -+, 10},
ULocation = {0,1,---,10}. We assume the Location metric represents the attractive-
ness on a scale from 0 to 10 (this can be extracted from donmawlkdge). Each do-
mainU; has a total ordering “better than” denoted,. For example, for domain Saving,
a1 = Saving A2 & a1 2> a2.

As presented in DG-RCA [6], the utility function is elicitéddr individual users by
using a method that is based on iteratively refining a set esam then-dimensional
utility space, starting from the utility space standardsaxéhe DG-RCA paper also gave
a diversity algorithm working in the same utility space. Titlea was to iteratively relax
the distance from the maximum utility and optimize different utility nréts, e.g., Saving
and Enjoyment within the relaxation However, as experimentally observed, although
relaxinge beyond a certain small value increased diversity (in thigysipace), it quickly
makes recommendations irrelevant. This gave us the keyafidas paper, which is to
introduce a separate space for diversity while limitingoramendations to be sufficiently
close (up to a smad) to the maximum utility.

Thus, in this chapter we propose that each recommendationba associated with

a “diversity” vectorv = (vq,vs,- -+ ,vy,), from anm-dimensional diversity spaceé =
Vi x - x V, whereVy,...,V,, are “basic” domains. Components of diversity vector
vy, U9, -+, v, are associated with metrics such adivity type hotel locatione.g., the
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geographical position (Latitude, Longitudgackage descriptignetc. Furthermore, we
assume that eadi, 1 < i < m has a distance functiofy : V? — R,. For example,
distanced; could be Euclidian distance for hotel location, the deptfetence on activity

taxonomy hierarchy for the activities, b+ cosine TF/IDF keyword similarity for package

description.
Finally, we define the distance between two diversity vextor (xq, s, - ,z,,) and
¥ = (y1,y2, -+ ,ym) by combining the distances on the basic diversity domagrgxam-

ple \/dl (x1,y1)? + da(x2,y2)? + - -+, dm(Tm, ym)?, and the distance between two recom-
mendations-, andr, as the distance between their diversity vecidrs ) andv(r,).
We calculate the diversity of a set similar to [6,17,33,03]1 that is the average dis-

. . . i dG,
tance between every two members in a setDiversity(s) = Ziz1 Ez*z;jll) v
2

j), where
k=1S].

Diversifying using the diversity space will address thaiesshat has been raised by
[5,6,17,33,73,101] which is that the joint goal of offeriagset S of high diversity and of
high matching value, stand in opposition to each other.

The proper separation of metrics attributes into utilitg aiversity spaces requires do-
main expertise. There are some properties of dimensionsrtake them more suitable
to be used as either utility or diversity dimensions. We ssgighat only a small number
of dimensions is used as utility dimensions, otherwise,duld be difficult for users to
precisely express their individualized utility functiorie addition, metrics of utility space

need to have totally ordered domains so the user can compaiees. On the other hand,
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the diversity space could have a large number of dimensiocs snore diversity dimen-
sions will enable a higher diversity. In addition, metridslze diversity space tend to be
more categorical and are not required to have totally otldognains, as long as we have
a distance function well-defined.

Depending on how interactive the utility function elicitat is, a diversity metric could
be redefined to become utility metric. For example, if weidtliy use the hotehctivity
typeas a diversity metric, if the recommender system noticetsathiser shows significant
interest in beach activities, thectivity typecould be dynamically redefined to be a utility

metric with “beach” ranked highest.

5.3 Diversity Approach

Our proposed diversity approach is a lightweight yet effitimndomized algorithm that
both incorporates and relaxes Greedy by selecting from ¢lsé dandidate points accord-
ing to an exponential probability distribution [12]. Thislaxation allows our algorithm
to identify a better solution with high probability. The pased approach can be used
and applied on any space provided it is multi-dimension&le proposed approach is not
limited to be used with DG-RCA framework, but as a continoatof our work, we are
using DG-RCA framework to present the approach. In additidre proposed approach
can be applied with any utility function. However, in ourrfrawork, the utility function

is constructed during the utility axis selection step [6jenweights given to each metric

attribute reflect the attractiveness of recommendationidaiser. It is obvious that poor
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utility function would result in a retrieval set that will heatisfy the user regardless of how
diverse the set is [73]. In addition, giving recommendadibg the utility learned may not
provide sufficient diversity of recommendations. We woiilte to return a set of composite
alternatives (recommendations) that are optimal or npairral with respect to utility yet
each is unique in terms of other package characteristics.

In this section, we discuss two variations of the MDP (withpect to the first point
selection) and the proposed algorithm to address them.ditiawl, we present pseudocode
of two flavors of the algorithm.

Problem Definition [MAXDIV] : Given a seft of NV items and one distinguished item

rin XK, find a subsed C R such that:

ercs
o |S|=k
o Diversity(S) = maxrcy | =k Diversity(T')

One of the most popular heuristics to address this problenei&reedy approach. Two
heuristics were presented in [101], the best of which witipeet to diversity is the “greedy
selection”. The first point to be selected is always the ortl Wie highest similarity to
the target. During each subsequent iteration, the caseteéles the one with the highest
combination of: (1) similarity to the target and (2) divéyswvith respect to the set of cases
selected during the previous iteration. Presented in [B8ly diversity can be increased
using layering. In addition, [33] discussed the case whendagity is strictly relaxed to

optimize diversity. However, [33] achieved less diversitsn Greedy. As it stands, Greedy
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will always choose the case that has maximum distance tohasabeen chosen so far, but

this may not provide the optimum solution toward the end. wstonsider the example

presented in Figure 5.1.

0.3 r
Ele 02
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0.1 0.2

@
r,° 1 rs

Figure 5.1: MDP Example

In this example, we show how the Greedy can get a solutiortrarity far from op-
timum. We have a set of four candidate recommendat{ens s, r3, 74} and we would
like to pick the most diverse three recommendations from $kt with diversity distances
presented by edges between every two péimds assumed by [17,33,101], there will be

a starting point, say;, that maximizes the utility. Let us examine the operationheaf

For visual clarity, edges length do not represent the adlistdnce between any two points

92



Greedy algorithm, step by step:
1. Start withr;.

2. Pick the point with maximum distance from. Since the distances ati¢ry, ) =

0.3, d(r3,m) = 0.2, andd(ry, 1) = 0.1, Greedy must pick; at this step.

3. Pick the point with maximum combined distance to the Eoafrieady selected. Since
the combined distances for the two possible candidated(aser,) + d(r3,m2) =

0.2+ 0.2 = 0.4, andd(ry, 1) + d(ry,m2) = 0.1 + 0.1 = 0.2, Greedy will pickrs.

Therefore, the complete solution found by Greedy is thg sgt, r3}. The resulting
diversity of this solution is the average distance betweagnta&o points, which i$).2333.
However, the optimum solution for this diversity problen{is, r3, v, } with a diversity of
0.4333. The reason Greedy missed the optimum solution is becaggeatily picksr,
at step 2, when a better choice would have been to pickvhich enables the optimum

solution.

Algorithm 2 RandDivFixedR, r, k, n,cp, o)
1: for rep = 1ton,, do
2. sol ={rl}
for i =2tok do
S « SelectR — sol, sol, L)
m «— Pick(S, P, «)
sol « sol U {m}

end for
if Diversity(sol) > Diversity(best_sol) then

9: best_sol +— sol
10: end if

11: end for

12: return best_sol

oN O RWw

Inspired by the above example, we are proposing a randonailgedithm. We start
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with describing the algorithm and the pseudocode is giveXigorithm 2. The parameters
are as follows:R is a set of candidate recommendations (already selectédtisattheir
utility is within a fixed threshold from the maximum utility), a fixed recommendatioto

be used as starting point is the recommendation with maximum utility}) is the number
of recommendations that need to be returned, is the number of iterations, and is

a fixed attenuation factor. The main loop repeatedly buildslation sol and retains the
best solution found so far ibest_sol. At each iteration the solution is first initialized to the
fixed recommendation For each of thé& — 1 remaining slots, a recommendation is picked
from a list of the top candidate recommendations, orderethbly combined distance to

the points selected so far (see function Select in Algorig)m

Algorithm 3 SelectC, sol, t)
1: for i = 1tot do

2. VI[i| <0

3: end for

4: t — min(t,|C|)

5: forall r € C do

6: if |sol| > 0then

7: d — Ygesodist(r, s)

8: else

9: d «— maxec dist(r, s)

10: endif

11: fori=1totdo

12: if d > Vi] then

13: for j =tdowntoi+ 1do
14: VL, Sl < VIj — 1,8 — 1]
15: end for

16: Vi, S[i] < d,r

17: break

18: end if

19: end for
20: end for
21: return S

Thus, the top candidate in this list is picked with a givengadaility P, the second best
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with a smaller probabilityv P, the third best with probability? P, and thei-th best candi-
date with probabilityn’~! P. The last candidate is picked if none of the better candadate
in the list is picked (see function Pick in Algorithm 4).

We repeat this process., times and in every iteration we calculate the diversity of
the resulting set and compare it with the highest diversityntl so far, and finally return
the best solution found. Intuitively, a smallBrallows the algorithm to take more risk at
each step, and a largé¥limits this risk. In Section 5.4 we show the impact of varythg
parameter on the number of steps until converging to an gpfion near-optimal) solution.

Going back to the example in Figure 5.1, we will analyze th@bpbility that our ap-
proach would find the optimum solution. Figure 5.2 presemwissible recommendation
selection paths and their probability according to our atgm. When we start withr; as
a starting point, there will be three different choices tckgrom with different probabil-
ity for each. Thusr, is picked with probabilityp, 5 with probability ap andr, with the
residual probabilityl — p — ap. Let us denote the optimum solution by= {ry, r3, 4},
and calculate the probability that we can find it with certainmber of repetition for the
algorithm. Clearly, at each iteration of the algorithm,rthare two possibilities to get to
optimum solutiony, specifically(ry, rs, r4) and(ry, r4,73). For(ry,rs, r4) the probability
is ap? and for(ry, ry, r3), the probability i1 —p—ap)p. In each iteration of the algorithm,
the solutiong will be found with probabilityap® + p — p* — ap® = p(1 — p). Therefore, in
n.ep iterations, the probability to fingdin anyof the iterations id — the probability to miss
q in everyiteration, thatis1 — (1 — p(1 — p))r.,. Forp = 0.7 andn,.., = 50 this amounts

rep*

to over99.999%
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Figure 5.2: Probabilities of Recommendation Selections

The following problem is a variation of the MAXDIV, which remaes the constraint
on a fixed point. We call this problem MAXDIV-U (short for mamum diversity uncon-
strained). The domain of applicability of this problem igler than recommender systems.
Consider, for example, a wireless phone company which wangslect locations for in-
stallingk new cell towers from a st of candidate locations, in such a way as to maximize
the coverage. Clearly, the more diverse the set of seleatedibns is, the better the cover-

age (not considering other factors like elevation, obsitngdouildings, etc.).
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Algorithm 4 Pick(S, P, «)
Dt — |9
: rand < rd() {between 0 and 1
:fori=1tot—1do
if rand < P then
return S|

2
3
4
5
6: else
7
8
9
10

[

retun P+ =«- P
. endif

. end for

: return S|t

Problem Definition [MAXDIV-U] : Given a setk of V items, find a subset C &

such that:
o |S|=k
o Diversity(S) = maxpcy | 1= Diversity(T)

Several methods (e.g., [31,38,39,73,88]) for solving MAXIY have been proposed
in recent years. Clearly, exhaustively enumerating allsetdof® with k£ elements is
exponential ink and thus impractical.

The Greedy algorithm can be used with the starting poselected such that it maxi-
mizesmax,ex d(s, ). However, as we have shown, Greedy can obtain solutionsdar f
optimal.

Another approach is proposed in [73] which relaxes MAXDIVé A trust-region prob-
lem. There, the proposed solution involves solving a patarized eigen value problem
and then quantize the resulting real solution to a binarybynetaining thek largest eigen
values found, which we call here EigenSolver.

We extend our proposed randomized algorithm by allowing itk the starting point

97



from a list of L recommendations that have the largest maximum distandiéo ecom-

mendations. The pseudocode for this algorithm is given goAthm 5.

Algorithm 5 RandDivFloatR, k)
1: for rep = 1ton,, do
sol = )
fori=1tokdo
S « SelectR — sol, sol, L)
m «— Pick(S, P)
sol «— sol U {m}
end for
if Diversity(sol) > Diversity(best_sol) then
9: best_sol «— sol
10:  endif

11: end for
12: return best_sol

5.4 Experimental Evaluation

In order to evaluate the effectiveness and efficiency of tlep@sed approach, we used
both synthetically generated datasets as well as dataceedrrom a publicly available
travel site. The synthetic data was obtained by generatingam distances in a set of
1000 points, first with skewed distribution then with a unifodistribution. All generated
distances were between 0 and 1. The travel data consistedeifat 714 hotel records
including location (latitude, longitude), activities addscription. For the hotel dataset, we
defined a distance function by combining the following &tite-specific distances: Euclid-
ian distance for hotel location, the depth difference oivagttaxonomy hierarchy for the
activities, andl— cosine TF/IDF keyword similarity for description, then gremputed

distances between every two hotels.
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We start by evaluating RandDivFixed against Exhaustive@medy. Then we compare

the effectiveness and performance of RandDivFloat ag&igeinSolver [73].

5.4.1 Evaluation of RandDivFixed

For the first experiment, we used the hotel dataset and weQ@nekts on randomly se-
lected samples using a machine with Intel Core 2 Duo CPU Z538hd 3GB RAM. We
used a sampling ratio @f thus each sample consisted of about 100 hotels. For each run
we run the Exhaustive algorithm to calculate the optimunexity for that sample. Then,
we ran RandDivFixed withP = 0.4 for k£ from 3 to 7. We could not run tests for higher
values ofk because Exhaustive already took 18 hours to complete thées@Ofork = 7
(for & = 8 it would take 100 times more time). For each test we measimegércentage
of time RandDivFixed reaches the optimum solution after ratde number of iterations
(the parameten,..,, in Algorithm 2). We show the results in Figure 5.3.

This experiment shows that RandDivFixed always convergéle optimum solution
in at most 1500 iterations, with a total running time of at bh4151 seconds per test (see
Table 5.1 for details). We repeated this experiment withouar values for the parameter
P (0.4,0.5, 0.6, 0.7) in Algorithm 2 to study the impact on tlhewergence to the optimal
solution. We noticed that for higher values Bfthe algorithm achieves a higher quality
faster but takes more iterations to converge to the optimalatisn. Conversely, with low
values of P the algorithm starts with much poorer solutions in the fiest fterations, but

converges to the optimal solution within 1500 iterationdeTpractical relevance of this

99



3 k=4 k=5 k=6 ——k=7

——k

100 s _

90 # : &
0 N71~7
60 / /
0 7T

30

% Time Optimum Reached
8
N
RN
e

20 x,/’,
10
0
1 10 100 1000 10000

Number ofrepetitions

Figure 5.3: Convergence to Optimum Solution

observation is that one can adjust the valugPatfo fit within a time budget: under time
pressure, it would be better to run with a high valuefbfo improve the chances that a
better solution is found faster; conversely, under morendhat resources, one might want

to use a low value of to obtain the optimal solution towards the end.

Table 5.1: RandDivFixed Running Time
k=3 k=4 k=5 k=26 k=17
0.0319 5| 0.0492 s| 0.0720 s| 0.0942 s| 0.1151 s
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In the same experiment we also ran the Greedy algorithm arwided the percentage
of time RandDivFixed obtains a better solution than Greedyng different numbers of
repetitions. The results are shown in Figure 5.4. Notice tiia time we were able to

compare with Greedy using larger values fdup to 15).

——-k=3 —a—k=4 —i—k=35 —=—k=10 k=15

100 | .

Greedy

% time RandDivFixed better than

1 10 100 1000 1000(

Number of RandDivFixed repetitions

Figure 5.4: RandDivFixed versus Greedy

This experiment shows that RandDivFixed always producesudign at least as good
as Greedy, and for all values &6f a solution strictly better than Greedy is found between
15% (fork = 3) and 95% (fork = 15) of the time, when RandDivFixed is repeated 1500

times.
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From the above experiment we noticed that the absolutesiiyeralues found by the
algorithms are dependent on the data distribution of thewltes between the points in the
dataset. The next experiment presents how changes in tla@cksdistribution affects the
ratio between the diversity found by Greedy compared to Rarkixed. For this exper-
iment we used a synthetically generated dataset of 1009wiith a skewed data distri-
bution for the distances. The relative diversity value otad by Greedy when comparing
with RandDivFixed as a baseline is shown in Figure 5.5. Far dlataset, the diversity
value obtained by Greedy is between 5% {fce 3) and 13% (fork = 15) off the diversity
value obtained by RandDivFixed. For fairness, we repedtissgkperiment with uniformly
distributed random dataset and Greedy was only between 208%noff RandDivFixed.
This shows that in practice, the absolute diversity impnoget will be dependent on the
actual data and distance function used. However, acrosssafl we ran, RandDivFixed

was consistently outperforming Greedy.

5.4.2 Evaluation of RandDivFloat

As discussed in Section 5.3, the unconstrained diversigmmaation problem (MAXDIV-
U) can be solved using RandDivFloat or the EigenSolver swiyiroposed in [73]. In this
section, we compare the two approaches both for effectsgeard running time. For this
experiment shown in Figure 5.6, we used the same hotel datase

This experiment shows that RandDivFloat almost always geed a solution strictly
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better than EigenSolver, even when RandDivFloat is repeaddittle as 10 times. More-
over, fork > 6, RandDivFloat always outperforms EigenSolver.

Next, we wanted to examine the scalability of both algorithitin respect to the size of
the dataset. For this purpose, we varied the sampling m@atité dataset selection between
1to I (atl, all 714 hotels are selected). We ran the experiments witereint i values
(between 3 and 15) and the results are not much differenvéest 3 and 15), so we show
only the running time fok = 5 for both algorithms in Figure 5.7. The maximum running

time for RandDivFloat is about 1 second (for 714 points), kgas EigenSolver takes over
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Figure 5.6: RandDivFloat versus EigenSolver

225 seconds on the same dataset.

5.5 Summary

In this paper, we introduced a new approach for diversifyanget of recommendations,
where ann-dimensional diversity space is constructed and used.ditiad, we proposed
and validated a randomized algorithm to address the Maximiversity Problem (MDP)

which is both highly effective and scalable in our experitserMany research questions
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Figure 5.7: Execution Times of EigenSolver and RandDivFloa

remain open. They include (1) how to select the probabiitand the factok for the

randomized algorithm in order to converge in the fewest nemalb repetitions; (2) how to
efficiently detect when the best found solution is in factiod, or at least within a given
factor of the optimal solution; and (3) how does the choica distance function affect the

quality of the solutions found by each algorithm.
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Chapter 6: An Adaptive Utility Learning Method for

Composite Recommendations

6.1 Introduction

This chapter focuses on learning and eliciting user prafare to recommend composite
services and products. Most of today’s recommender systelmson a single ranking
or utility score, whereas, in many applications, there atdtiple criteria that need to be
taken into account, such as price, quality and enjoymente®é/, multi-criteria ranking
has been explored in recommendation set retrieval (e.§,79,68,108]). These methods
choose a set of alternatives based on a distance measuwrataddor each of the multiple
criteria. Multi-criteria ranking can help provide a balarietween diversity and optimality.
Recent popular surveys (e.g., [1,22,68]) classify theenirgeneration of recommen-
dation methods into three main categories: content-bas@dborative, and hybrid rec-
ommendation approaches. Another way to classify recomeresygtems is based on tech-
niques: either heuristic-based or model-based [1]. Thenrddierence between model-
based techniques and heuristic-based techniques is haictdate the utility (rating) pre-
dictions. In the heuristic-based approach, calculatiopreflicted utility (rating) is based
on some ad hoc heuristic rules, whereas in the model basedaaby calculation is based

on a model learned from the underlying data using statidgeaning techniques [1]. For
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comprehensive analysis of recommender systems refer 68][1 Most relevant to our
work are those systems supporting multi-criteria rankireghds, utility function elicita-
tion, and dynamic learning of user preferences. There araeapproaches for eliciting
utility functions, most of which aim for semi-automatedr@ag of a decision makers’
utility function [113]. One approach is iterative learniagd refinement of the users’ util-
ity function using a value of information approach. Anotl@proach is by eliciting the
utility function from a database of observed behavioratgras. A third approach is by
eliciting the utility function from a database of alreadiceéd utility functions. While few
recommender systems provide for estimating and refiningtéierences of the user [68].
However, none of these works, to the best of our knowledgek wo recommendations
for composite product and services, which makes the recordat®n space very large (or
infinite, for continuous selected quantities), and implyadefined.

The CARD Framework [5] supports composite product and serdefinitions, and
gives recommendations that are based on dynamically léartigy function and deci-
sion optimization. Composite services in CARD are charad by a set of sub-services,
which, in turn, can be composite or atomic. CARD uses a datiguidance query lan-
guage (DGQL) to define recommendation views, which speciiytipie utility metrics,
and the weighted utility function. DG-RCA [6.7.9] is based GARD framework. DG-
RCA suggested a technique to elicit utility function and eedsity method. However,
the DG-RCA framework has a number of limitations. Up to thiénp, DG-RCA doesn’t
leverage historical information about users and therdiaseto always start the utility elici-

tation process from standard utility axes. In addition, BGA uses a static (non-adaptive)
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method to converge axes after extracting feedback from see. uln this paper we ad-
dress limitations outlined above, more specifically, thetabutions of this chapter are as
follows.

First, we incorporated a regression analysis techniqueddiqt the user preference.
The preference learning is based on historical multi gateating submitted by the same
user on similar products or services. There is a consiséenityf of criteriam., - - -, m,,
each criterion is represented by a rating given by the usareal valuen; in the range of
[m;*, m}] wherem;x andm; are the worst and the best level of thth criterion respec-
tively.

Second, we enhanced the DG-RCA method for utility functiieitation, that is based
on an iteratively refining a set of axes in the n-dimensiotiityuispace. The starting point
of utility function of the prospective user is learned bytbig mining. Based on the learned
weights, an adaptive technique is used to adjust the stdradas toward learned axes
depending on confidence degree. Then the user is preserited st of recommendations
each being optimal for one of the current axes.

Third, we conducted extensive experimental studies on fizaey of the proposed
algorithm to compare precision of our ranked recommendatiwith the previously used
[6] standard axes technique. We found and used a datase¢ iMatioo! Movies Web
site (http://movies.yahoo.com) to demonstrate systemrfopmance. The study suggests
that significant improvements in the utility of recommenalas can be obtained using the
proposed method.

This chapter is organized as follows: Section 6.2 describeddaptive Selection of
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Initial Utility Axes, and explains the motive and benefitaigfng an adaptive axes selection
compared with standard one. Section 6.3 presents expaahstudies for the purpose of
validating the framework using Yahoo movie dataset. Sac@a! is the summary and

possible extensions.

6.2 Adaptive Selection of Initial Utility Axes

As noted in Chapter 4, Section 2, the original utility axelest@on method presented in
[6] has not leveraged historical information to learn theference of the user, resulting in
the use of standard utility axes. In addition, the adjustroéaxes has been static. In this
section, we describe the new proposed adaptive algoritmmadiecting the initial utility
axes for the iterative utility elicitation for a given userhe algorithm has three phases.
First, we analyze the historical information consistingrafiti-criteria ratings of previously
purchased products, to produce an estimated utility axish® user. Second, depending
on the computed confidence on this derived utility axis, westdhe standard utility axes
toward the learned utility axis. The degree by which the aesaltered is proportional
to the confidence in the learned utility. Third, for each & thodified axes, we select a
recommendation which exhibits the best utility accordiaghiat axis and present them to
the user. Therefore, the number of recommendations pexsémthe user is equal to the
number of criteria (or axes).

Figure 6.1 exemplifies recommendations proposed to the user

Phase I: Learning the User Preferences
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Stepl : Learn u,
Step?2 : Adjust (4, , .
Step3 : Present (r,,r, .7,

Figure 6.1: Example of Learned Utility Axes

In this phase, we collect all the previous ratingson previously purchased products
from the current user. These include ratings on each of the individual criterizvab as an
overall rating. One rating is a tuple of the form= (uy, - - - , u,, u), whereu,, - - - ,u,, are
the ratings on the individual criteria andis the overall rating. Subsequently, we express
the overall utility functionU(r) as a weighted sum of marginal utility values on each of
the individual criteria:U(r) = ;-1 ,w; * u;. Learning the user preferences amounts to
approximating the overall rating by the overall utility fttron applied on the individual

criteria ratings. This reduces to finding the values of thghsw,, - - - , w, that minimize
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the approximation error:

error(wy, - ,w,) = Srer, (U — Biz1 pw; * u;)?
Finding the values ofvy, - - - , w,, that minimizeerror(w,--- ,w,) can be done for ex-
ample using a non-linear solver package, or though a vaokbther methods [60]. In
our implementation, we used an fast randomized heurispeogeh that computes a good
approximation of the optimum weights. The user prefereaceshus expressed through a
utility axis @ = (wq, - -+, wy,).

Phase IlI: Deriving Utility Axes

In the second phase, we derivetility axes by altering the standard axesi, . . ., sd,
towards the utility axisi learned in Phase I. The amount by which the standard axes are
altered is proportional to the confideneén the learned utility. We compute the confidence
as follows:

a=1—error®

whereerror* € [0, 1] is the normalized approximation error:
error* = error(wy, - - ,wy,) /(| Ru| * maz(u)?).

The algorithm for computing the modified axes is given in Altion 6.

Algorithm 6 Computing modified axes
1: for i =1tondo
22 ma;=(1—a) sd;+a- 0
3: end for

Phase lll: Selecting Recommendations
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Once then modified axes are computed in Phase Il, we seleecommendations from
the set of Candidate Recommendatio6$?) as follows: for each modified axisa; we
pick one recommendationwhich maximizes the estimated utility with respect to tyili
axisma;:

Upia, (1) = Zj=1nmai; - 1;

6.3 Experimental Evaluation

In order to evaluate our proposed recommender system, wethsepublicly available
dataset in Yahoo! Movies Web site (http://movies.yahomcto demonstrate system’s
performance. The dataset has rating information submiiyedsers for several movies.
These ratings include four criteria which are a) story, inggc c) direction and d) visuals,
in addition to an overall rating, user ID, and movie ID. Thdletted data came from
randomly selected movies encoded with a serial number frood8. Each user has rated
at least 7 movies up to 48 movies. The rating values as givahdwsers were in range
of 1 to 13. The dataset has 34,800 ratings for 1,716 usersallsithe entire data set
as described is separated into two disjoint sets, the hgiset used for the purpose of
learning the preference of the user, and the test set useddbarating the overall utility of
the recommendations.

For each user we generated 4 recommendations which scdrerbé® standard axes
and 4 recommendations using the modified axes computed terapdaptive method de-

scribed in Section 6.2.
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Figure 6.2: Average Utility Improvement for Each User

Figure 6.2 plots the improvement in average utility of theoramendations generated
using the adaptive method over the recommendations gedeuaing the standard axes
method. As we can see, for the vast majority of the users, daptave method produces
significant improvements in utility (as high as 9 points oa fhto 13 scale, with 1 to 4

points typical improvement).
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6.4 Summary

In this paper we refined a method for providing recommendatad products and services.
The method learns the users’ preferences from historidal éad according to the confi-
dence degree, adjusts standard utility axes imtde@nensional utility space to reflect what
has been learned, and finally presents the user with a nurhiszammendations, each of
which is optimal for an axis. Many research questions reropgn. They include (1) how
to enhance the method for users with no or low history infdroma (2) how to enhance the
learning of the current user’s preferences to incorpordening from other similar users

(“collaborative filtering”).

114



Chapter 7: A Confidence-Based Recommender with

Adaptive Diversity

7.1 Introduction

This chapter focuses on presenting a collaborative filgef@F) technique and the impact
of adaptive diversity to recommend composite productsarsatvices. Content-based sys-
tems often employ classifier techniques that rely on infaionaretrieval and information
filtering to recommend an item to a user based upon a desuripfithe item and a profile
of the users interests. In contrast, Collaborative reconttaes use the preferences of “sim-
ilar” users, rather than the characteristics of an item,akersuggestions to the current user.
The hybrid approach combines methods from collaboratidecamtent-based approaches.
More recently, utility-based, knowledge-based, and deayggc systems have each sug-
gested different techniques for providing recommendatioBystems employing one or
more of these techniques have been proposed to recommemis figovies, restaurants,
and news articles (e.g., [1,12,17,31]).

There are several hybrid recommender exists where two oe techniques are com-
bined to produce better recommendation results. Accortting popular hybrid recom-
mender survey [22], and to the best of our knowledge, ther®ilybrid recommender

system that combines CF and knowledge-based in such sequ@&t-RCA is the first
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recommender system that utilizes hybridization techrsquieich are based on a cascaded
collaborative recommender and knowledge-based. DG-R&ddwork presents a hybrid
recommender system that is a cascaded collaborative reendenand knowledge-based.
DG-RCA learns the utility of the user with a collaborativediing technique then cascade
the result set to be refined with a knowledge-based techiigsed on diversity space, and
finally present the user with a diverse set of composite prtsdand services.

Content-based and Collaborative-based techniques bethlimaitations, however, it
is been noted that CF techniques outperform those of Coebtsdd, most of the time
[1,98,104]. The basic principle of CF is that if user X andrugeshared the same taste
or preference in the past, then to a degree, we can predidt tive might like in the
future. Recent surveys [1,104] classify CF methods into orgrbased and model-based.
Memory-based methods use the rating data of users to cadhka similarity with other
users and make predictions for recommendations accorditigpse calculated similarity
values, an example is http://www.amazon.com/. Memoryedasethods could result in
less reliable similarity measures when data are sparseanahon items are few between
users. This limitation can be addressed using Model-basedh€thods. Model-based
methods use the pure rating data to estimate or learn a nodedke predictions [1,104],
an example is MovieLens and Netflix prize.

Recently, multi-criteria ranking has been explored in reowendation set retrieval
[1,5,6,7,8,17,68]. These methods choose a set of alteesatiased on a distance mea-
sure calculated for each of the multiple criteria. Most sk in the field of recommender

systems is focused on improving the accuracy of the recordatEm set with respect to
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the query submitted, but less attention is given toward awimg the quality of the rec-
ommendation set [73]. Multi-criteria ranking can addrdss tssue and help provide a
balance between diversity and optimality. Limiting recoemdations only to those that
are relevant to users’ requests, would result in returniegtaf alternatives that are often
similar to each other and do not provide enough diversityeBity is important because
it helps users to be aware of choices they may not have thaifgand allows returning a
set of recommendations with a range of options that are nditoilar yet score high with
respect to the utility (e.g., represented by the query).example, a person whose utility is
mostly in favor of low price may decide to buy an attractiav/&l package even if the price
is not minimal as long as the price is within a reasonableearigis wise to assume that
users want to be returned a set of alternatives that aressitnithe query but not similar to
each other. Assume you submit a query for a laptop computéravspecific price range
and all models returned are from the same manufacturerultgonot purchase this brand
for some reason, then all presented recommendations dessi§g7].

DG-RCA [6,8] suggested an efficient technique to elicitiytilunction on utility space
and a diversity method using the diversity utility spacee thase study conducted in DG-
RCA showed strength in utility function elicitation. In atddn, DG-RCA [7] presented
the separation aitility space, e.g., in travel domain, utility can be represented by rstri
such assavingandEnjoymentfrom diversity space Diversity space would be represented
by metrics that are different from those of utility space, ésample,Activity typesand
Duration of the trip. Typically, utility space is low dimensional, eteas diversity space

is of considerably higher dimensionality. However, DG-R@i@l not examine the quality
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of recommendation when diversity is introduced. In additibG-RCA has not leveraged
learning from users’ historical information which resdlie using the standard utility axes
when starting the utility elicitation process. Furthermdhe presented diversity technique
was static where the used diversification technique didewarbge learning to introduce
adaptability when diversifying the result set. To the béshg knowledge, this is the first
attempt to incorporate learning from historical data irtte tiversity process where the
scope of candidate recommendation space is refined to reflect’ preferences.

In this chapter, we adopt the DG-RCA framework and resoledithitations outlined
above. The key idea of this paper is to introduce a collabadiitering technique in
the framework, and measure the quality of recommendatibmken using an adaptive
diversification technique. More specifically, the conttibas of this chapter are as follows.

First, we introduce a new technique for collaborative filtgrto learn the preference
of the user from history rating data, and then estimate anityl among users based on
confidence measure. The technique is light yet efficient,iantsed on a threshold for
the number of co-rated items. It enforces a positive caiogiahreshold between any two
users. Our Confidence-based collaborative filtering tephanis able to identify recom-
mendations that are optimal or near-optimal in terms of élaerled utility.

Second, we refined a randomized diversity algorithm thatides a competitive solu-
tion with respect to finding a diverse set from candidatemaoendations. The randomized
algorithm is adjusted to be adaptive based on learning, iamtsIthe scope of candidate
result set for diversity. The algorithm is to iterativel\lare the selection by the Greedy

algorithm [17,101], with an exponential probability dibtrtion.
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Third, we conducted extensive experimental studies onffloeaey of the proposed CF
method proposed to compare precision of our ranked recomatiens with a baseline,
where a prediction for an item is that item’s mean rating, treditem-based k-Nearest
Neighbor (kNN) algorithm. In addition, we measured the ictpaf adaptive diversity on
the quality of the result set presented. Experiments sudgaisthe proposed CF algorithm
consistently identifies result sets with an average pratisf 90% and Mean Absolute Er-
ror of less than 8% . In addition, we show how is the proposeghtaee diversity technique
achieved mean actual rating of 4.469 out of 5.0 and over 84éfivefsity on a dataset of
10 million ratings for 10681 movies by 71567 users from Mia#is (movielens.umn.edu).

This chapter is organized as follows: Section 7.2 presamiseaplains the proposed
CF algorithm. Section 7.3 discusses the idea and impact ap#hee Diversity. Section 7.4

covers the validation part. Section 7.5 is the summary asdipke extensions.

7.2 Collaborative Filtering Technique

DG-RCA [6,7,8] is mainly based on leveraging multi-critefor decision making. The
notion ofn-dimensional utility space and-dimensional diversity space is direct represen-
tation of moving beyond single criteria decision making.wéwer, one of the limitations
of the DG-RCA framework is the lack of users’ preferencenaay. To alleviate this, in
this work we are focusing on exploiting the available hist@lrinformation gathered from
users’ past interactions with the system. Specifically, vagppse a collaborative filtering

technique that incorporates a lightweight learning of Enty among users.
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When deciding which users to consider for collaborativeffiftg, it is important to
select users that are sufficiently similar to the current.uSdéere are several aspects to
this: first, in order for a user to be considered as relevartti® current user, she needs to
have at least a certain number of rated items in common wétltairent user; second, the
ratings on the common items need to be positively correjditreally, the correlation among
the ratings from the two users needs to be sufficiently strdihg correlation between the

ratings of two users andy is defined as the standard Pearson correlation coefficient:

Z (ros = 72)(ry,s = 73)

seESxy
corr(z,y) =
Z (Fas = 72)° Z (ry,s = 7)?
seSxy seSzy

whereS,, are the common items rated by userandy andr, denotes the average of all
of userz’s past ratings.
Formally, if we denote by. , the rating given to itens by userc, we define the sat’

of relevant users for a given useas follows:

C = {¢ :|Sy| > min_support A corr(s', s) > min_corr}

wheremin_support is a threshold for the number of co-rated items anmch_corr is a
positive threshold on the correlation between two users.

Once we established the sétof relevant users for a given userwe will now focus
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on deriving a predicted rating for a new item from the ratigiyen by relevant users. Intu-
itively, the ratings coming from relevant users need to balwoed to produce a predicted
rating. One possible way of deriving a predicted rating fem s’ is to simply take the
average of all ratings.. ,, coming from relevant users < C. However, while simple,
this method has several drawbacks. First, it doesn’t addounlifferences in the effective
rating scales of different users: some users may be monagvtlh give high ratings while
others are more strict. Second, it treats all relevant ussisgs the same way, even though
some users are more strongly correlated with the curremthiae others.

Our proposed CF technique aims to use the similarity betwelewant users and the
current user as a confidence measure indicating the degndedb we rely on these users’
ratings when predicting ratings for the current user. Weaal CF techniqué&€onfidence-
based Collaborative FilteringCCF). Specifically, CCF combines the ratings from relevant

users as follows:

Tes =Te+ Q Z corr(c, c)F x (res — Ter)
el

wherea =1/ ", corr(c, ¢)* is a normalization factor anidis an attenuation parameter
that determines the degree of confidence in the ratingsdddrom relevant users.

Once the predicted ratings are computed for each movie, gtbad returns the top 5
items in order of their predicted rating as recommendatatricsthe user.

The advantage of this method is twofold: first, it gives moegght to ratings coming
from strongly correlated users; second, it also accoumtthi® different rating scales by

appropriately translating the ratings from relevant usdargo the rating scale of the current
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userc.

7.3 Adaptive Diversity Approach

The new surge of current mobile computing devices such assRibdl WAP-enabled mo-
bile phones with screen size that could be 200 times sméléar that of a PC, is adding
another pressure on recommender systems to move beyonddimaey measure when
producing recommendation list [17]. This reduces the nunoh@ecommendations that
can be returned in a single search. If the few returned recamdations are similar to each
other, then it is unlikely the user will be satisfied. In adxit [96] makes the argument that
diversity is also important for news aggregator sites beedle resulting diverse set makes
many people as possible feel that their viewpoint is heauwdthErmore, the utility is only
an estimate to users’ preferences, because users may hameptained their preference
accurately, or they did but the recommender system couldaqature the preference pre-
cisely. For this reason, many practical systems are inieea@llowing the user to scroll
through a set of choices to make a decision [73].

Inspired by the idea of the example presented in [33], watilate our adaptive diver-
sity approach for increasing diversity while preservingitarity in Table 7.1. We compare
utility and diversity for three different approaches : Cdefice-based Collaborative Filter-
ing (CCF), Static Diversity Set (SDS), Adaptive DiversitgtADS). CCF is defined as

the set of 5 recommendations that have the highest prediated), SDS is defined as the
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set of 5 recommendations that are most diverse (based airceriterion) among candi-
date recommendations without learning from user pref@®n8DS is the set that is most

diverse from the candidate result set and adaptive to theddaiser preferences.

Table 7.1: Adaptive Diversity Example

ID | Utility | Genre | Visuals | CCF | SDS | ADS
5 1 Drama A 1 1 1
7 1 Drama B 1 1 1
3 0.67 | Comedy B 1
15 0.67 Drama D 1 1 1
20 0.67 Crime D 1
33 0.67 Drama C 1 1
2 0.67 Drama D 1
1 0.67 Drama D
11 0.33 Sci-Fi E 1
40 0.33 Sci-Fi E
MU 0.802| 0.734| 0.802
DIV 0.8 | 1.00| 0.9

The example we are using is an artificial case in the movie don&t us assume the
result set presented in Table 7.1 contains the top 10 moviksegpect to Utility score. We
would like to recommend a set of 5 movies form each method (SDIS, ADS) to the user
based on her purchase history. The 1's in the last three c@@mow the selected 5 movies
for each method. We calculate the mean utility (MU) by avergghe utility of the items
in the result sets identified. for example, the set of moviesen by CCF ig5, 7, 3, 15,

20}, the mean utility MU= HH00THLOTE06T — 802, We calculate the Diversity for each

approach using the standard method presented in [3,522]18 he diversity of a set is the

average distance between any two membersina defV (s) = 2=t Eg,jf)d( -
2

), where
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k = |S|. For simplicity of illustration,We calculate the distanteetween any two items
andj to be 1 if they are different on the Visuals criterion and Oenttise. for example, the

diversity (DIV) of CCF (based oNisuals) = UHHEDHOHED+A+EDHO) — 8 The CCF

5
2*4

method (described in Section 7.2) selects the top 5 movEsding to the predicted utility.

The SDS method diversifies according to the Visuals critergp it picks the top most
movie for each distinct Visuals value. The ADS method is taegeng the learned genre
preferences of this user (e.g. the user has shown a strofeygmee to the Drama genre)
by diversifying on Visuals while at the same time stayinghvitthe preferred genres.

The reason for SDS to get relatively lower score with reganshéan utility is the fact
that diversification was based on unconditional candidatemmendation space (hamely
choosing the most diverse recommendation set on Visualsg. alaptive diversification
technique allowed us to choose a set of recommendationstioatd the highest with
respect to mean utility of 0.802 (same as CCF), and at the sameescored high with
respect to average diversity with score of 0.9. This is anmpta that shows leveraging
multi-criteria ranking can lead to optimal or near-optirsalutions with respect to mean
utility and diversity at the same time.

We start with describing our proposed adaptive diversityapproach (ADS). ADS is
a lightweight yet efficient randomized algorithm that batharporates and relaxes Greedy
by selecting from the best candidate points according toxporeential probability dis-
tribution [7]. This relaxation allows our algorithm to id#fiy a better solution with high

probability. The proposed approach can be used and appli@hy space provided it is
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multi-dimensional. The proposed approach is not limitebdaised with DG-RCA frame-
work, but as a continuation of our work, we are using DG-RCaxfework to present the
approach. In addition, The proposed approach can be appltedany utility function.
However, in our framework, the utility measure is based on@anfidence-based Collab-
orative Filtering (CCF). It is obvious that a poor CF techuggvould result in a retrieval
set that will not satisfy the user regardless of how divemnseset is [88]. In addition, giving
recommendations by the utility learned may not provide sieffit diversity of recommen-
dations. Our goal is to return a set of composite alternatiuecommendations) that are
optimal or near-optimal with respect to utility yet each isque in terms of other package
characteristics.

ADS algorithm is an enhanced version of the RandDivFixedrdtligm presented in [7].
The difference between AdaptiveDiversity (ADS) and SDSefred in [7] as RandDiv-
Fixed) lies in the way we identify candidate sets at each stefhe case of AdaptiveDiver-
sity, the function AdaptiveSelect constructs a set of cdaueis based on the learned prefer-
ences of the user, whereas the basic Select function do@scogborate any learned infor-
mation. The pseudocode for the Adaptive Diversity algonite shown in Algorithm 7.

The parameters are as followg: is a set of candidate recommendations (already se-
lected such that their utility is within a fixed thresheltom the maximum utility), a fixed
recommendatiom to be used as starting point (s the recommendation with maximum
utility), % is the number of recommendations that need to be returnggis the number
of iterations, andv is a fixed attenuation factor. The main loop repeatedly lsualdolution

sol and retains the best solution found so fabdnt_sol. At each iteration the solution is
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Algorithm 7 AdaptiveDiversity R, r, k, 1, c)
1: for rep = 1ton,,, do
2:  sol ={rl}
for i =2tok do
S «— AdaptiveSeledtR — sol, sol, L)
m «— Pick(S, P, «)
sol «— sol U {m}

end for
if Diversity(sol) > Diversity(best_sol) then

9: best_sol +— sol
10: end if

11: end for

12: return best_sol

oN G AW

first initialized to the fixed recommendation For each of thé: — 1 remaining slots, a
recommendation is picked from a list of the top candidatemenendations, ordered by
their combined distance to the points selected so far (sesifun AdaptiveSelect in Algo-
rithm 8). We point out tha€' 4 4., Will contain the list of recommendations that satisfy
conditions from user preference learning.

After AdaptiveSelect returns a list of candidates, the tpdidate is picked with a given
probability P, the second best with a smaller probabitity, the third best with probability
o?P, and thei-th best candidate with probability’~!P. The last candidate is picked if
none of the better candidates in the list is picked. (seetimom®ick in Algorithm 9).

We repeat this process,, times and in every iteration we calculate the diversity ef th
resulting set and compare it with the highest diversity tbso far, and finally return the
best solution found. Intuitively, a smallét allows the algorithm to take more risk at each

step, and a largeP limits this risk.
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Algorithm 8 AdaptiveSelecC, sol, t)

1: fori=1totdo

2. VI[i| <0

3: end for

4: t — min(t,|C|)

5. forall r € C do

6: if r e CAdaptive then

7: if |sol| > 0 then

8: d — Ygesodist(r, s)
9: else

10: d «— maxec dist(r, s)
11: end if

12: for: =1totdo

13: if d > Vi] then

14: for j =tdowntoi+ 1do
15: VI, Sl < VIj — 1], S — 1]
16: end for

17: Vi), S[i] < d,r

18: break

19: end if
20: end for
21: end if
22: end for
23: return S

Algorithm 9 Pick(S, P, «)

[

ct— |5
2: rand < rnd() {between 0 and 1
3 fori=1tot—1do

4: if rand < P then

5 return S|

6: else

7 P+=a-P

8 endif

9: end for

10: return S|t]
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7.4 Experimental Evaluation

In order to evaluate the effectiveness of the proposed approve used a dataset of 10
million ratings for 10681 movies by 71567 users from Movielgmovielens.umn.edu).

This dataset was split into training data and test data. Egphriment was run 100 times
and the variation on results was (+/- 1%) on average. Thegatre on a scale from 1to 5

(5 being the best).

7.4.1 Collaborative Filtering Evaluation

In this section we do a comparative study between our prapGBdechnique CCF (confidence-
based collaborative filtering) described in Section 7.2talother CF techniques: BAS -
a baseline, where a prediction for an item is that item’s nraéing, and KNN - the item
based k-nearest neighbor as described in [1]. Since thera Erge number of CF tech-
niques in existence, we cannot compare with all, and we ariiig our comparison to
the two above mentioned techniques. All three methodststtlecop 5 movies in order of
their predicted rating for each user.

As evaluation metrics we use the established MAE (mean ateseiror) [1,104] which
is a measure of accuracy of the predicted rating compardaetadtual rating in the test
dataset, as well as MAR (mean actual rating), which is sintipdyaverage actual rating
of the recommendation result set computed by each technifjue results are shown in
Table 7.2.

As we can see from this table, CCF outperforms the other talmigues both in terms
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Table 7.2: Comparison of CF techniques
BAS | KNN | CCF
MAR | 4.097| 4.114| 4.469
MAE | 0.266| 0.211| 0.075

of mean actual rating (almost 9% better than KNN) and meaolateserror (three times

smaller error than KNN).

7.4.2 Adaptive Diversity Evaluation

We now focus on evaluating the additional benefit of the adautiversification method
(ADS) described in Section 7.3. The scope of the comparisathis section is as fol-
lows: we are comparing ADS against a static (non-adaptiveysification technique SDS
as presented in [7] and our own utility-based CCF (no diwgrsiFor fairness, all three
techniques (ADS, SDS and CCF) use the same predicted ratahanism described in
Section 7.2. The only difference among them is the way thelteare diversified: ADS
diversifies recommendations while being mindful of the hear user preferences (e.g. in-
terest in specific movie genres); SDS maximizes the diyeosithe result set irrespective
of any learned user preferences; and CCF does not attemptetisitly the result set and
simply returns the top 5 movies, according to their predictging.

To begin with, we use the same MAR and MAE evaluation metredgefore (Sec-
tion 7.4.1). In addition, we are also measuring the diverdtlV) of the result sets as

described in Section 7.3. The CCF results are obtained fhensame run as before, and
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the ADS and SDS are ran on the same data as CCF, for fairnessesiits are shown in

Table 7.2.

Table 7.3: Comparison of diversification techniques
CCF | SDS | ADS
MAR | 4.469| 4.293| 4.466
DIV | 0.768| 0.997| 0.841
MAE | 0.075| 0.128| 0.074

The results show that ADS is almost identical with CCF in terof utility metrics
(MAR and MAE) while at the same time offering a much betteredsity than CCF. The
SDS algorithm, on the other hand, while producing the moatrde result sets, exhibits a
significant degradation in terms of utility metrics (MAR aWdAE). This is, in part, due to
the fact that SDS maximizes diversity even if that sacrifibesutility.

Next, we compare the popular classification accuracy nsetfi@verage precision and
recall [1,104] at rankk (k = 1,---,5) of the three methods. In our experiments, we
consider a movie with an actual rating of 4 and above in thedi@s set to be a hit.

Average precision at a given rarikis the average percentage of hits presented in the
top k results. The measured precision at ranks 1 to 5 is shown uré&ig 1. As reference
point, we calculated the average precision for an algoritfimn selects movies at random
(RND).

As we can see, the average precision of all three methods, @I0TF, and ADS) is over
80% at all ranks. This is attributable to the quality of thegicted ratings from our CCF

technique. However, the average precision of the SDS meathgrhdes at ranks 3, 4 and
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Figure 7.1: Average Precision at Rahk

5 because at this point the impact of sacrificing utility foe tsake of diversity becomes
noticeable. On the other hand, ADS does not suffer from #ssa because it leverages
the multi-criteria ranking where the result set was diviexdiby fixing one criterion to the
learned values and restricting the diversification scogkdaemaining criteria.

Average recall at a given rarikis the average percentage of all the movies rated above
4 by the current user (in the test data set) which are presé¢heitopk results of that user.
As reference point, we also calculated the theoretical pessible recall for each user by

simulating a hypothetical optimum algorithm (OPT) whickeemmmends only hits to each
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user. Thus, the recall at rarikkfor OPT isk divided by the total number of movies in the

test dataset. The measured recall at ranks 1 to 5 is showgume~.2.

0.05

0.045

0.04 _|

0.035 —

O OPT
B CCF
O0SDS
OADS

0.03 T —

0.025 [ — —

0.02 — — —

0.015 — — — —

Average Recall

0.01 — — — —
0.005 :|:I - - - - o
O I T T T T

Rank

Figure 7.2: Average Recall at Rakk

At first glance, the absolute recall values may seem low (lems 5%). However, one
should put these numbers into perspective by comparing thigmthe recall obtained by
the theoretical best algorithm (OPT). Moreover, what isoma@nt is that the average recall
is increasing with rank which is an indication that on averatany of the results that are

presented are in fact hits (as confirmed by the precisiontss®).
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7.5 Summary

Multi-criteria ranking continues to enhance the qualityresults when used in recom-
mender systems. In our previous work [7], we have presentas@ where multi-criteria
learning of utility can enhance the quality of recommeraaiby 9% compared to single
criterion learning. In this validation, we have shown howedtér recommendation can be
presented after multi-criteria ranking enabled adaptiverdity. One of the most popular
recommender systems surveys have stated [1] the need to lmegead single criterion
to extend capabilities of recommenders, for example, mastaurant guides, such as Za-
gats Guide, provide three criteria for restaurant ratiriged, decor, and service. Most of
today’s recommender systems recommend only atomic preduskervices. Complex rec-
ommendation models are rarely addressed, and one of theemaloders for working with
composite alternatives is the use of multi-criteria. Maagearch questions remain open,
such as how can we incorporate our confidence-based CF ¢ggehimito our Utility Axis
Selection in [6]. In addition, we would like to examine if Aglave Diversity technique

could be enhanced to provide recommendations with highétyUt
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Chapter 8: Conclusions and Future Research Directions

This chapter summarizes the research presented in thes@dissn and suggests directions

for future work.

8.1 Conclusions

| have discussed the challenges related to recommendensysand presented a unified
framework for recommending composite products and sesvié&e framework incorpo-
rates an iterative process of 1) utility function elicitatiand 2) diversification of a recom-
mendation set. While there are several recommender systasige.g., [1,22,104]), their
scope is atomic products and services. There are sevegalrobge.g., [91,92,94,103]) and
commercial (Expedia.com, and Travelocity.com) recomreesgistems, however, they ei-
ther provide partial product bundling, or the composititepsis completed manually by
the user. The proposed framework supports composite pra@ohecservice definitions,
and recommendations are based on dynamically learnety ditihction and decision op-
timization. The framework involves fast and easy inte@ttivith the user to (a) choose
a recommendation cluster the user is interested in, (b)rdimelicitation of the weighted
utility function, and then (c) generating a diverse set @bramendation that contains an

optimal recommendation in terms of the estimated utilitydiion.
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In the case where no historical data exists to learn from, exeldped a method for
utility function elicitation. It is based on an iterativetgfining a set of axes in the n-
dimensional utility space, starting from the utility spatandard axes. At every step, the
user is asked to rank a set of recommendations, each beimgabfdr one of the current
axes. Based on the user feedback, the method refines theageoihich become closer to
each other, until the user cannot differentiate among thienadd breadth to my research,
| have expanded learning of utility function with a new teicfue for collaborative filtering
to learn the preference of the user from history rating datal then estimate similarity
among users based on a confidence measure. The technigglet igdt efficient, and is
based on a threshold for the number of co-rated items. Itree$oa positive correlation
threshold between any two users. Our Confidence-basedoddiave filtering technique
is able to identify recommendations that are optimal or+ogeiimal in terms of the learned
utility. In addition, preference learning has been levethgith the existence of historical
multi criteria rating data submitted by the same user onlamproducts or services. In-
stead of initially starting with the standard utility axesthe utility axes elicitation step,
preference learning is added resulting in an adaptiveayldarning. We used a regression
analysis technigue to predict the user preference when therconsistent family of crite-
riamy,---,m,, each criterion is represented by a rating given by the usarraal value
m; in the range ofm,;x, m!| wherem;x andm; are the worst and the best level of thth
criterion respectively.

The learning process and utility function refinement cargsas feedback is extracted

from the user. Methods proposed are based on a low-dimeaisiblity space (as opposed
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to the high-dimensional recommendation space). Becausareveiorking in composite
products and services space, the number of attributes yslasye due to multitude of
composite services, consequently, the “feature/diwesgiice” is too high-dimensional to
learn the recommendation utility accurately and needs repitally large learning set and
time for accurate learning. The method is based on itefdgitredining a set of axes in the
n-dimensional utility space, starting from the utility spastandard axes. At every step,
the user is asked to rank a set of recommendations, each bptimgal for one of the
current axes. Based on the user feedback, the method rdimegt of axes that become
closer to each other. Consequently, the utility functionaastructed. Works of Nielsen
et al, Suryadi et al, Russell et al, and Chajewska et al [B)1108,110] elicit the utility
function from a database of observed behavioral patterhde Whajewska, [111] focuses
on eliciting the utility function from a database of alreaglicited utility functions. All
of these approaches are targeted to produce a utility fumétom a database. While few
recommender systems provide for estimating and refiningtéierences of the user [68],
works such as Pazzani [81] have exemplified the need for getimiques. However, none
of these works, to the best of my knowledge, work on recomragowls for composite
product and services, which makes the recommendation spagéarge.

We have defined methods for diversifying a recommendatibassieg the separation of
utility space from recommendation space. Working with caitgspace has the challenge
of selecting from larger space, but also gives an oppostunitdiversify using higher-
dimension diversity space. Giving recommendations by tiigpdearned may not provide

sufficient diversity resulting in a recommendation set welembers are often similar to
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each other.

In addition, | have developed a research prototype for tfierdnt components of DG-
RCA to model highly-complex service compositions for theviee domain and the travel
domain, which includes accommodations, rental vehicled, ar transportation. Some
prototype travel domain systems exist (e.g., ATA , ITR [$HIRE [51]); however, all
of these prototypes recommend atomic travel services pexael TR, which works with
composite products, but the composition is performed minbg the user. The travel
tool proposed will provide alternative solutions of trapelckages for users and decision
makers based on the different models and methods defined.

Furthermore, | conducted extensive experimental studigsdve the efficacy of DG-
RCA approach by developing specific performance measurtsméalgorithms proposed,
and compared with state-of-the art available algorithng. (€17,73,101]). Most if not all
experimental studies conducted shows that the proposetewark significantly outper-
forms in many aspects of quality and scalability. Our valmadatasets included publicly
available data sets with user ratings such as movielensasrngell as data extracted from
popular commercial systems. | have also completed a cady ttat required interviewing
30.

Finally, the framework presented a hybrid recommendeesyshat is a cascaded col-
laborative recommender and knowledge-based hybrid. \&Wgrkiith composite products
and services mandates that algorithms and techniquesaibecfficient and can scale well

due to the large size of candidate recommendation spaceording to a popular hybrid
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Weighted Mixed Switching Feature Comhination Cascade
CF/CN  |P-Tango PTV, ProfBuilder|DailyLearner (Basu, Hirsh & Cohen 1998) |Fab
CF/DM |(Pazzani 1999)
CF/KB  |(Towle & Quinn 2000) (Towle & Quinn 2000 DG-RCA
CN/CF
CN/DM |(Pazzani 1999) (Condliff, et al. 1999)
CN/KB
DM/CF
DM/CN
i T
KB/CF EntreeC
KB/CN
KB/DM
(CF = collaborative, CN = content-based, DM = demographic, KB = knowledge-based )

Redundant
Not possible

Figure 8.1: Possible and actual hybrid recommender systems

recommender survey [22], and to the best of my knowledge,RIE2: is the first rec-
ommender system that utilizes hybridization techniquesedan cascaded collaborative
filtering and knowledge-based. As presented in Figure 8G5HICA is the only recom-
mender system that learns the utility of the user with a boltative filtering technique
then cascade the result set to be refined with a knowledgedliashnique that is based
on using the diversity space to employ our diversificatiamtéque and finally present the

user with a diverse set of composite products and services.
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8.2 Future Research Directions

Many questions remain for future research. DG-RCA has séwemponents and each
component could be looked at from different aspect. In tbgion, | point out some focus
areas to explore further. They mainly include issues rdlaie

Expand diversity step to enhance learning of utility function: In current research,
the preference learning ended when the utility elicitastap ended. Specifically, once we
proceed to the diversity step, the utility function elitive does not incorporate users feed-
back to improve the learned utility function. Consequentiyt use what has been learned
from the diversity step with regard to feedback extractede Of the future research areas
is how to incorporate users feedback from diversity stepetmmstruct the utility func-
tion. The goal is to make the utility function elicitation artinues process, where learning
and refining the axes is not limited to the utility axes setecstep but also expanded to
leverage the users feedback from the recommendation dwplase.

Examine utility dimensions represent what matters:In my research, it is assumed
that utility and diversity dimensions represent the truaeatisional preference of the user
based on domain expertise knowledge. However, this assommpiay not hold accurate
all the time, one way to resolve this issue is to examine afiieratility dimensions them-
selves and not only their weights. Below is a flow chart in Fé&g8.2 that represents the
major steps and decision points for providing the user withvarse set of recommen-
dation(s) based on learning from feedback extracted. Toesfof the flowchart is more

toward dimensions and whether they represent what all viteatiser base their judgment
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on or not, and if those dimensions are measurable or not.

Provide customer 3 or 5 with the
® maximum possible diverse .| Extract feedback from
7 the user
\_/ recommendation

do our dimensions represent
what matters to the user?

Present the user with one or Reconstructing utility
more recommendations function will mainly based

based on updated utility

\

Update estimation utility based on
feedback

on estimation

Are all dimensions
measurable, i.e. none of
them is subjective
measure?

Yes

Figure 8.2: Flowchart for initial learning of dimensions

Group decision making: This is a popular research area [44,70,114], where the input
of several participants is combined to produce or recomnoergdproduct or service that
captures the preference of most and hopefully all partidgpaluan et. al [57] introduced a
novel method of making recommendations to groups basedistirextechniques of col-
laborative filtering and taking into account the group peedily composition. The scope
of my research was mainly focused on single user interacéind there is a value in ex-

panding it to address and incorporate inputs from more tharuser. Conflict among users
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is one of the issues to consider when dealing with group aecimaking. One proposed
way is to extract a representative sample of the datasethemdatpply a regression anal-
ysis technique to determine the solution with least comttamhs among users’ rating or
ranking. This solution can be later mapped to a utility fumcthat can be applied against
the complete of solutions and measure its’ success. Thiepsocan be iterative until we
identify the best utility function with respect to precisio

Interaction with DGQL: A key modeling technology for DG-RCA is Decision Guid-
ance Query Language (DGQL). Significant effort and time dag required to modify,
extend, and build a new recommender system with composéenatives from scratch.
Therefore, It is desirable to extend the DGQL with views fecammending composite
alternatives in terms of syntax and formal semantics, anéldp efficient algorithms to
evaluate DGQL queries. Traditional Database ManagemesieBys have shown efficient
handling of data with solid integrity, but lack the rankingpability needed for answering
Information Retrieval (IR) queries. IR provides mecharsdior effective fuzzy ranking.
Rank-aware query processing has emerged to support topriegun DB (e.qg., [20,21,48]).
Efficient rank aggregation and combining scoring functibage been proposed in [36]. In
addition, [48] has suggested an approach for top-k resatedon joining multiple inputs.
However, these inputs are atomic products and servicesfddus is producing top-k re-
sults of composite products that are composed of anothepasite or atomic products or
services.

Clustering technique to determine the appropriate domain: One of the areas to

consider and explore more is the clustering step. CurreWMy start with the clustering
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step to determine what cluster the user is interested inréxammendation space is split
into a number of clusters, where each cluster contains a auailpackages (recommenda-
tions). Examples of clusters are: honeymooners, singtei)yfaetc. Basically, clusters are
extracted from historical purchase data cross-referewttbdiser demographic data. How-
ever, this is beyond the scope of our research at this pounte@tly, we just assume that
these clusters exist and packages can therefore be tatgespelcific user groups. We then
return a package to represent the corresponding clusteh ifaommendation returned is
the highest total utility function in its cluster. Initigllwe will give equal weight to met-
ric attributes as it is too early to conclude what the usertglue more with respect to
metrics attributes (e.g. Saving, Enjoyment). However, dionknowledge could also be
used to determine how to assign weights and selections sfosattributes, consequently
calculating the global utility function. The clustering af@anism could be one of the fol-
lowing: 1) As simple as distinct selections from recommeiatiespace on package type.
2) Another way is to construct a linear function by combiniegtures from the underlying
atomic services such as rental car, airline flight type, anioer of stars of the hotel. 3)
Using supervised learning and classification techniqueb as Support vector machines

(SVM) [117].
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Appendix A: Research Publications

This research has resulted in the following publications:

Alodhaibi, Khalid. Brodsky, Alexander. Mihaila, George: ACOD: Iterative Utility
Elicitation for Diversified Composite RecommendationsC8E, 2010 43rd Hawaii

International Conference on System Sciences, 2010: p.1-10

e Alodhaibi, Khalid. Brodsky, Alexander. Mihaila, George: A Randomized Algo-
rithm for Maximizing the Diversity of Recommendations. F8S, 2011 44th Hawalii

International Conference on System Sciences, 2011.

¢ Alodhaibi, Khalid. Brodsky, Alexander. Mihaila, George: AAn Adaptive Utility
Learning Method for Composite Recommendations. ICMIA Nuober 30 - Decem-

ber 2, 2010, Seoul, Korea.

e Alodhaibi, Khalid. Brodsky, Alexander. Mihaila, George: AA Confidence-Based
Recommender with Adaptive Diversity. IEEE SYMPOSIUM SERBIEN COMPU-

TATIONAL INTELLIGENCE, APRIL 11-15, 2011, PARIS, FRANCE:.86-43.
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Office of Research Subject Protections
4400 University Drive, MSN 4C6, Fairfax, Virginia 22030
Phone: 703-993-4121; Fax: 703-993-9590

Human Subjects Review Board (HSRB)

New Submission Checklist
To avoid delay in the processing of HSRB applications, please ensure that the following are included in your application. Applications
cannot be reviewed until all of the following checklist items are submitted.

=
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2
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N/A ITEM
Application with ALL sections completed (including check boxes on first page)
Application signed by Principal Investigator

CITl Training completed by all researchers including research assistants

CHEH

Proposed Consent Form (See Template Consent and Consent Guidelines)- All instructional language removed,
written at the appropriate reading level for participants

X

Proposed Assent Form (If minors are involved) — Written at the appropriate reading level for the age group
(Contact ORSP for a sample of a 6™ grade Assent Form)

Instrumentation — All surveys, questionnaires, standardized assessment tools, interview questions, focus group
questions/prompts or other instruments of data collection

X

Recruitment Materials — Letters to potential participants, advertisements, flyers, listserve postings, emails,
brochures, SONA postings, telephone scripts, presentation scripts, etc.

Grant Applications — If the research is funded, include the grant application as submitted to the funding agency
(Please note that the HSRB application title must match the grant application title.)

Debriefing Form - If the study proposes to use deception or incomplete information to participants

XK K

Cultural Contact Information - If the study is being conducted outside the US, the HSRB must inquire about the
conduct of research in that country. Submit the name and contact information of an individual who can provide
that information.
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Applications can be reviewed without the following items, but if they are applicable to the study, they must be submitted before
approval can be given.

Research in Mason Classrooms — Submit permission from the instructors when course credit is given
Research in School Systems — Submit approval letter from the school district Human Subjects Review Board
Research in Universities — Submit approval letter from the University Human Subjects Review Board

Research in Hospitals — Submit approval letter and approved consent document from the hospital Human Subjects
Review Board

Research in Institutions/Organizations without Human Subject Review Boards — Submit permission letter from the
institution/organization

If George Mason is the primary recipient of funding, submit Human Subjects Review Board approval from
subcontractors conducting human subjects research

Psychology Department — Sign off by the Chair of the Department

School of Management (SOM) — Submit SOM routing form with all approval signatures
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IR O O i T e
oogy O O oo;io

Other Mason Committee Oversight- If your study involves the use of blood or other human biological specimens,
submit Institutional Biosafety Committee approval. If your study involves sources of ionizing radiation or Xray
producing devices, submit Radiation Safety Committee approval.
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in human subject research at or through George Mason University must receive written approval from the HSRB before conducting research.
Approval of this project by the HSRB only signifies that the procedures adequately protect the rights and welfare of the subjects and should not be
taken to indicate University approval to conduct the research.
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ABSTRACT

1,

Describe the aims and specific purposes of the research project and the proposed involvement of human
participants.

A methodology is proposed to capture the preference of the user when recommending products or services. In
order to evaluate our proposed recommender system, we will conduct a user study of 30 users. The objective of
the study was to verify the following hypotheses:

1. Our system achieves a better recall and precision than a non-personalized travel recommender system.

2. The interactive elicitation of the utility axis imposes an acceptable overhead to the users.

3. The vertical diversity layering step increases the recall.

Describe the characteristics of the intended sample (number of participants, age, sex, ethnic background, health
status, etc.).

Participants are not expected to have any unique characteristics as long as they are employed to prevent the impact
of not having an income which might influence their responses when it comes to recommendation prices. The
purpose of the survey is to verify a method that balances multiple criteria, and eventually derives a preference level
to measure how successful the module in capturing preferences and then suggest recommendations to the
participant. Simple few steps process until the module gives recommendations. Since one of the criteria used is
price, it is desirable to have someone that has income regardless of how much it is. Otherwise anyone can be used
for the survey. As an IBM employee, | am looking for engaging IBM co-workers as participants. The plan is to have
about 30 participants. There are enough participants that | can find within IBM that meet requirements. For now, |
am only inviting co-workers.

Identify the criteria for inclusion or exclusion. Explain the rationale for the involvement of special classes of
participants (children, prisoners, pregnant women, or any other vulnerable population).

In IBM, we have online Instant Messenger tool called SameTime All IBM employees (300k) have accounts in this
tool, and when they login to their computers, it shows them as available if they wish to chat. Any IBM employee can
contact any other IBM employee using this tool regardless if they know them or not because within IBM community,
we know this tool can only be used by IBM staff.

The identification of participants is quite simple; any employee that shows available using IBM IM tool is
“contactable” for the purpose of my survey. | will keep looking for participants until | reach the number | need (30
participants).

Describe your relationship to the participants if any.

Participants are co-workers.

PROTOCOL - Involving Human Participation

1.

If there are direct benefits to the participants, describe the direct benefits and also describe the general knowledge
that the study is likely to yield. If there are no direct benefits to the participants, state that there are no direct
benefits to the participants and describe the general knowledge that the study is likely to yield.

There are no direct benefits, it is a quick and easy mathod to balance two different criteria to infer the user's total
utility function, participants get to see how the method works and how in fact it could give them better
recommendations (travel packages) when compared with exisiting methodologies in recommender system domain.

3|p
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2.

4]

Describe how participants will be identified and recruited. Note that all recruitment materials (including ads, flyers,
letters to participants, emails, telephone/presentation scripts, SONA postings) for participants must be submitted
for review for both exempt and non-exempt projects.

As stated, being IBM employee, we have Instant messenger tool that i can contact candidates instantly online. If
participants have the time and desire to participate, they will communicate their ability instantly. Once | greet them,
and they respond to my greetings, i use this text to invite participants: "Hello, my name is Khalid Alodhaibi, i am a
PhD student at George Mason University in Computer Science field. | would like to take few minutes of your time, it
is quick simple questions, related to my school project, it will take 10 minutes at most". Participants can agree or not
to participate. | will keep looking for participants until | reach the number | need (30 participants).

Describe your procedures for obtaining informed consent. Who will obtain consent and how will it be obtained.
Describe how the researchers will ensure that subjects receive a copy of the consent document.

Once | contact participants in the IM tool, and they respond to my greetings, | will post to them:

“Hello, my name is Khalid Alodhaibi, i am a PhD student at George Mason University in Computer Science field. |
would like to take few minutes of your time, it is quick simple questions, related to my school project, and it will take
10 minutes at most”

If they say Yes, and agree to participate, then i will send them email with the content of the consent form (attached)
and ask them to reply back using their email account with “yes, | accept” or “No, | don’t”. Participation is completely
voluntary and once the consent forms are read and approved, the study starts by either sending it in email or
completing the study instantly using the Instant Messenger tool; however, those who did not wish to be part of the
study will not have their results used for the purpose of the research. Participants have the right to withdraw at
anytime without the need to give reasons; their results will not be used in the research.

Once i get their acceptance reply in email, i start the survey process (by pasting the script attached) , using IM i start
presenting the participant with questions A to D attached.

State whether subjects will be compensated for their participation, describe the form of compensation and the
procedures for distribution, and explain why compensation is necessary. State whether the subjects will receive
course credit for participating in the research. If yes, describe the non-research option for course credit for the
students who decide not to participate in the research. The non-research option for course credit must not be more
difficult than participation in the research. Information regarding compensation or course credit should be outlined
in the Participation section of the consent document.

Compensation: Compensation will not be provided. No participant will receive course credit for participation in this
project.

If minors are involved, their active assent to the research activity is required as well as active consent from their
parents/guardians. This includes minors from the Psychology Department Undergraduate Subject Pool. Your
procedures should be appropriate to the age of the child and his/her level of maturity and judgment. Describe your
procedures for obtaining active assent from minors and active consent from parents/guardians. Refer to the
Guidelines for Informed Consent for additional requirements if minors from the Psychology Subject Pool are involved.

No minors will be involved.
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6. Describe the research design and methods. What will be done to participants during the study? Describe all tests
and procedures that will be performed. Include an estimate of the time required to complete the tests and
procedures.

In order to measure precision and recall of our propsed method, we ask each participant to rate 5 recommendations
resulting from our propsed method and also other 5 recommendations resulting from a standard method that does
not incorporate any intelligance. For our system, in the first phase we learn the users utility function through a two
step dialog: at each step, we present the user with two choices, one with a better enjoyment (number of stars), and
the other with a smaller cost. Depending on the user’s answers, their inferred utility function can reflect either:

a strong sensitivity to price (PP), a moderate preference for less expensive packages (PQ), a moderate preference

to higher quality packages (QP), or a strong bias towards high quality packages (QQ). In the second phase, we
compute five recommendations using our method and present them to the user in descending order of their utility
(according to the personalized utility function estimated in the first phase). In addition, we present the user the top
five recommendations in the order suggested by the standard method. We then asked the users to rate each of the
ten recommendations on a scale of 1 to 5, where 5 means “definitely buy”, 4 means “likely to buy”, 3 means
“neutral”, 2 means “unlikely to buy” and 1 means “definitely not buy”. We point out that users do not know

which recommendation set come from which system. using IBM IM, participants will be presented with questions A
to D (attached) and asked to give answers using IM tool. The time should no more than 10 minutes for the survey.

7. Describe how confidentiality will be maintained. If data will be collected electronically (e.g. by email or an internet
web site), describe your procedures for limiting identifiers. Note that confidentiality may have to be limited if
participants are asked questions on violence toward self or others or illegal behavior. Contact the Office of Research
Subject Protections for assistance.

IBM has a secure email system, there is no need to and will not be identifying indivisuals, simply their identidy is
irrelevant therfore will not be collected nor needed.

8. Describe in detail any potential physical, psychological, social, or legal risks to participants, why they are reasonable
in relation to the anticipated benefits and what will be done to minimize the risks. Where appropriate, discuss
provisions for ensuring medical or professional intervention in case participants experience adverse effects. Where
appropriate, discuss provisions for monitoring data collection when participants' safety is at risk.

Potential Risks: There are no invasive procedures involved and no potential physical, social, or legal risks to the
participants that would result from being involved in the study

9. If participants will be audio-or video-taped, discuss provisions for the security and final disposition of the tapes.
Refer to Guidelines for Informed Consent.

There will not be audo-taping

10. If participants will be misinformed and/or uninformed about the true nature of the project, provide justification.
Note that projects involving deception must not exceed minimal risk, cannot violate the rights and welfare of
participants, must require the deception to accomplish the aims of the project, and must include a full debriefing.
Refer to Guidelines for Informed Consent.

Participants will not be misinformed and/or uninformed about the true nature of the project
11. Submit a copy of each data collection instrument/tool (including questionnaires, surveys, standardized assessment

tools, etc.) you will use and provide a brief description of its characteristics and development. Submit scripts if
information and/or questions are conveyed verbally.

5]
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attached

12. INFORMED CONSENT: Attach appropriate Proposed Informed Consent document(s). See Guidelines for Informed
Consent and the Template Informed Consent Document for additional information.

13. APPROVAL FROM COOPERATING INSTITUTION/ORGANIZATION: If a cooperating institution/organization provides
access to its patients/students/clients/ employees/etc. for participant recruitment or provides access to their
records, Attach written evidence of the institution/organization human subjects approval of the project.

PROTOCOL - Involving Existing Records

For the study of existing data sets, documents, pathological specimens, or diagnostic specimens.

1. Describe your data set.

Travel vacation packages are collected from travelocity.com, for each package we only keep price and enjoyment.

2. Provide written permission from the owner of the data giving you access for research purposes at George Mason
University if the data set is not publicly available.

Data set is publicly available at www.travelocity.com

3. Describe how you will maintain confidentiality if the data set contains person identifiable data.
data set does not contain any person identifiable data

4. Describe what variables you are extracting from the data set.

No existing data sets will be used

6]
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Script for recruiting participants

Hello, my name is Khalid Alodhaibi, [ am a PhD student at George Mason University in
Computer Science field. I would like to take few minutes of your time, it is quick simple set of
questions, related to my school project. and it will take 10 minutes at most

Script for the survey to use with participants

This is about a recommender system for travel package, assume you planning on vacation for 3
weeks in LA, and i am only showing you the cost and the enjoyment of the package,

Question A:
From these, which one would you choose 7

1-Cost $4173, Enjoyment: 4.5 stars
2-Cost $1472, Enjoyment: 3 stars

1 or2?

Question B:
If 1 then choose between:

1.1- Cost $7877. Enjoyment: 5 stars
1.2- Cost $2802, Enjoyment: 4 stars

l1lorl2?
If 2 then choose between:

2.1- Cost $1489, Enjoyment:3 stars
2.2- Cost $1167. Enjoyment: 2.5 stars

2lor22?

Question C:

Based on answers above, how would you rate each one of the following?, Give a rating for each
of the recommendations, you can give the same rating to more than one recommendation:

5 definitely buy
4 likely to buy

3 neutral
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2 unlikely to buy
1 definitely not buy

The first 5 are coming from system A, the second set is coming from system B, based on your
answer above, you will select the corresponding set B from below.

System A

A 4.5stars  $4,173
B. 4 stars $5,962
C. 3 stars $2,146
D. 4 stars $4,718
E. 4 stars $6,575

System B
If Choice is 2.1:

A. 3 stars $1,472
B.2.5stars  $1,167
C.4.5stars  $4,173
D.3.5stars  $4,159
E. 5 stars $7.877

If Choice is 2.2:

A.2.5stars  $1,167
B. 3 stars $1,472
C. 4 stars $2.802
D.4.5stars  $4,173
E. 5 stars $7.877

If Choice is 1.2:

A.4.5 stars  $4,173
B. 5 stars $7.877
C.2.5stars  $1,167
D. 3 stars $3,893

If Choice is 1.1:
A. 5 stars $7.877
B.4.5stars  $4,173

C. 3 stars $1,472
D.2.5stars  $1.167
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Now that users took the survey, and my system navigated through their preferences, and finally
presented them results, we want to check if they think the amount of time they spent interacting

with the system to give them more personalized results is worth the better (or worse) result they
got, I ask them this question:

Question D:

“Would you be willing to spend a few more minutes answering few questions so that the system

can learn about you and, consequently, provide you more personalized recommendations,
considering the amount of the transaction?” (YN)
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INFORMED CONSENT FORM
Project title: cob: Iterative Utility Elicitation for Diversified Composite Recommendations

RESEARCH PROCEDURES

This study will try to evaluate and combine the flexibility of diversity ranking functionality with
the information processing capabilities to learn and capture the preferences of the user through an
iterative learning process, where we propose and inform the user of what is available in terms of
composite recommendations, with minimum interaction from the user side.

If you agree to participate, you will be asked to complete a short survey (about 8-10 minutes), that
will not require any personal identification information.

RISKS and BENEFITS
There are no foreseeable risks for participating in this research and no deception will be
employed. There are also no benefits to you as a participant.

CONFIDENTIALITY

The data in this study will be confidential. Confidentiality will be maintained by creating a
pseudonym for each participant and through the codification of data. Once the results have been
transcribed and checked, they will be deleted from all records with only the unidentifiable results
remaining. There will be no identifying markings on the surveys. While it is understood that no
computer transmission can be perfectly secure, reasonable efforts will be made to protect the
confidentiality of your transmission.

PARTICIPATION

Your participation is voluntary, and you may withdraw from the survey at any time and for any
reason. If you decide not to participate or if you withdraw from the survey, there is no penalty or
loss of benefits to which you are otherwise entitled. There are no costs to you or any other party.

CONTACT

This research is being conducted by Khalid Alodhaibi, a PhD student at The Volgenau School of
Information Technology and Engineering at George Mason University, he may be reached at
kalodhai@gmu.edu or (703)865-5789 for questions or to report a research-related problem. This
study is being supervised by Dr. Brodsky, a professor at George Mason University, who may be
reached at brodsky@gmu.edu or 703-993-1529.

This research has been reviewed according to George Mason University procedures governing your
participation in this research. You may contact the George Mason University Office of Research
Subject Protections at 703-993-4121 if you have questions or comments regarding your rights as a
participant in the research.

CONSENT
The George Mason University Human Subjects Review Board has waived the requirement for a
signature on this consent form. However, if you wish to sign a consent, please contact Khalid

Alodhaibi
[ have read this form and agree to participate in this study.
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