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Abstract

AI-ENABLED CLASSROOM TOOL FOR VISUAL LEARNING ANALYTICS

Ajay Kulkarni, PhD

George Mason University, 2022

Dissertation Director: Dr. Olga Gkountouna

This work focuses on simulation, design, development, and evaluation of a visual Learn-

ing Analytics (LA) tool - Real-time Educational AI-powered Classroom Tool (REACT) -

to support educators’ data-driven decision-making. The educational institutions face one

of the biggest challenges, such as predicting student performance, detecting undesirable

student behaviors, profiling or grouping students, etc., due to the exponential growth of

educational data. The educators play a crucial role, where one of their primary responsi-

bilities is effective, high-quality teaching. To do so, they must stay updated with students’

responses, efforts, and outcomes, for providing timely feedback to promote students’ im-

provement. Additionally, some of these educators are also academic advisors who provide

advice to students, which is a critical aspect of judging institutional effectiveness. Consid-

ering these challenges, a solution in terms of an Artificial Intelligence (AI) driven visual LA

tool is proposed in this work.

This work begins with a simulation approach for understanding the effects of a LA tool

with alerts and recommendations on student performance. These simulations are performed

by developing and testing an Agent-based Model (ABM) for the Department of Physics and

Astronomy at a large public university. The positive results from this simulation study



indicated that the alerts and recommendations might help to increase student performance.

Further, to understand the importance of the tool’s design and its features, a high-fidelity

prototype of REACT is developed using Shiny framework in R. The design and develop-

ment of this tool followed recommendations from the golden rules of interface design and

the Gestalt principles from visualization literature. Furthermore, considering the involve-

ment of humans in educational applications, model-agnostic explanations are included on

REACT for bringing explainability and interpretability in the process of decision-making.

Finally, a study was conducted to understand the effectiveness, experience, and usability

of REACT. The participants were 33 educators from Science, Engineering, and Humani-

ties & Social Sciences. This study was performed using a hybrid approach of think-aloud

interviews and questionnaires for exploring educators’ perceptions. The study concludes

that REACT was rated as highly usable by educators from the Science and Engineering

domains who perceive their experience similarly. Their perception and experience in using

this technology-focused tool differed from the educators of the Humanities & Social Sciences

domain due to the technological knowledge gap in these fields, as exposed by the study’s

findings. The results also demonstrated that REACT has higher effectiveness and a higher

likelihood of motivating behavior changes in educators from the Science and Engineering

domains.



Chapter 1: Introduction

1.1 Artificial Intelligence (AI) and Learning Analytics (LA)

Educational institutions face one of the biggest challenges due to the exponential growth of

educational data [5]. These challenges include but are not limited to predicting student per-

formance, detecting undesirable student behaviors, profiling or grouping students, planning

& scheduling, providing alerts & recommendations to stakeholders, etc. [6]. Considering

these challenges, Artificial Intelligence (AI) techniques can help to provide personalized

guidance as well as feedback to students and assist educators or policymakers in making

decisions [7]. It has been noted [8,9] that these AI techniques enable computers to perform

tasks via simulating intelligent human behaviors, such as inference, analysis, and decision

making. Recently, due to a rapid growth in the advancement of computing and information

processing, the AI applications in educational settings to facilitate teaching, learning, or

decision making have also increased [7]. These applications are mainly to support humans,

i.e., educators, students, etc. Thus, this makes it essential to understand human perceptions

on interpretability, explainability, and trust before using these AI-powered applications in

practice [10]. Further, it is vital to think about utilizing educational data from the so-

cial/pedagogical dimension [1], which makes it crucial to focus on Learning Analytics (LA).

Therefore, considering these aspects, this work deals with simulation, design, development,

and evaluation of a LA tool that combines LA and AI.

LA is “the measurement, collection, analysis, and reporting of data about learners and

their contexts, for purposes of understanding and optimizing learning and the environments

in which it occurs” [11]. LA is focused on data-driven decision-making and integrates

the technical, social and pedagogical dimensions of learning by applying known predictive

models [1]. Based on Larusson et al. [12], LA focuses on the six aspects.

1



1. Enhancing learner and faculty performance.

2. Finding, assessing, and attending to the needs of struggling learners.

3. Allowing instructors to determine and develop their strength.

4. Improving learners understanding of course material.

5. Helping to improve accuracy in grading.

6. Encouraging more efficient use of resources at the institutional level.

Figure 1.1: Educational data (Source: https://ensemblelearning.org/) and decision-
making (Source: https://thisisgraeme.me/).

One way to achieve the above specified aspects is the use of AI techniques to find new and

useful insights from the available educational data [13] as shown via a cartoon in Figure 1.1.

It has been seen that in recent years the use of AI techniques on datasets from educational

environments is common to answer critical educational questions [14–16] which emerged

as AI in Edcucation (AIEd) [17]. Zhang and Aslan [17] investigated selected articles from

2
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1993–2020 on AIEd and categorized six types of learning technologies - Chatboat, Expert

systems, Intellignet tutors or agents, Machine Learning (ML), Personalized learning systems

or environments and Visualizations. The authors also concluded four key challenges in AIEd

which needs to be addressed to provide potential benefits for teaching and learning. These

four key challenges are as follows.

1. Lack of actionable guidelines for educators.

2. Lack of AI expertise among educators.

3. Ethics and privacy.

4. Cost and scalability.

Recently, Aldowah et al. [18] surveyed 402 articles to understand the different appli-

cations of LA in education domain. Based on the survey the authors categorized these

applications into four dimensions – Computer Supported Learning Analytics (CSLA), Com-

puter Supported Predictive Analytics (CSPA), Computer Supported Behavioral Analytics

(CSBA) and Computer Supported Visualization Analytics (CSVA) - and exposed that the

majority of the research were focused on CSPA applications (253 articles, 63%) while the

least amount of research were found on CSVA applications (38 articles, 9.50%). Further, the

authors also identified twelve techniques - Classification, Clustering, Visual data mining,

Statistics, Association rule mining, Regression, Sequential pattern mining, Text mining,

Correlation mining, Outlier detection, Causal mining, and Density estimation - which has

been utilised in LA applications. Based on the collected data the authors concluded, the

CSVA area is still under-researched in education and encouraged researchers to utilise it

with classification or clustering technique. In educational applications, cluster analysis or

clustering can help to group/cluster students based on various characteristics such as their

learning style preferences, academic performance, behavioral interaction, etc. This can help

to explore collaborative learning opportunities and identify at-risk students at an early

3



stage [18]. Therefore, considering the importance of clustering and the need for CSVA

applications, this work utilizes clustering in a CSVA application.

1.2 LA Knowledge Discovery Cycle

Figure 1.2: LA Knowledge Discovery Cycle process. This is a recreated figure based on an
article published by Romero et al. [1].

4



The LA knowledge discovery cycle process is shown in Figure 1.2. It consists of five

components – Educational environment, Educational data, Preprocessing, Methods, and

Interpretation or application of new knowledge. The educational environment can be of

any type, such as traditional face-to-face, online, or hybrid. In addition to that, Learning

Management Systems (LMSs), Intelligent Tutoring Systems (ITSs) as well as the Massive

Open Online Courses (MOOCs) are also considered as educational environments. The data

generated from these educational environments can be of different types and granularity, as

shown in Figure 1.3. It may include interactions between instructor and students, interactive

exercises, in-class activity responses, administrative data, demographic data, etc. Romero

Figure 1.3: Levels of granularity and their relationship to the amount of data. (Source:
Romero et al. [1]).

et al. [1] noted that the educational environments generate data from coarser grain level

to fine-grain level along with multiple meaningful hierarchies such as answer-level, student-

level, classroom-level, school-level, etc. Therefore, it is crucial to convert raw educational

data in an appropriate format in the preprocessing phase. After the preprocessing phase,

the data will be tidy, and ready for LA or AI methods. There are a variety of methods

noted by Romero et al. [1] that include but are not limited to Clustering, Classification,

Outlier detection, Process mining, Recommendations, Relationship mining, Visualizations,

5



Text mining, etc. which results in new knowledge discovery. The objective of this new

knowledge discovery is its utilization in taking actions, making interventions, or making

data-driven decisions to help learners, educators, and academic institutions where needed.

This work closely follows the LA knowledge discovery cycle process by using student activity-

level data, performing prepossessing & cluster analysis, and then, providing access to this

new knowledge on a LA tool to educators.

1.3 Modeling & Simulation

Modeling & simulation is a technique for designing and evaluating complex systems. William

Menner [19] said that it allows the construction of abstraction of systems and experimenta-

tion that otherwise would be cumbersome or impossible. Thus, modeling is “a representation

of the construction and working of a system of interest”, while the simulation is “a tool to

evaluate the performance of an existing or a proposed system under different configurations

of interest and over a long period of real-time” [20]. Modeling & simulation has four main

applications [21] - scientific understanding, system development in technology, system man-

agement, and development planning – and can also help in cost reduction [22]. The models

can be broadly classified into two types – 1) physical models, which are actual physical

systems, and 2) mathematical models, which represents a set of computational or logical

association [20]. Further, the models can be static (represent a system at a particular

Figure 1.4: A functional view of the model.

6



point time) or dynamic (represent how a system changes with time) and stochastic (at least

one random variable is present), or deterministic (when random variables are absent) [20].

A model can often viewed as a function y = f(x, p) that produces output y from input x

and system parameters p [23], as shown in Figure 1.4.

Figure 1.5: The simulation logic as a method consists of four components - Target, Model,
Simulated data, and Collected data.

Gilbert and Troitzsch [24] presented simulation logic as a method indicated in Figure 1.5.

It involves Target, Model, Simulated data, and Collected data. This process begins with

developing an abstract model based on a social process, which is a computer program.

This model is then simulated based on the conditions in the model for understanding the

behavior. The simulations from the model generate simulated data which then compared

with the collected data. Shiflet and Shiflet [25] explained five different approaches for model

development in Computational Science. These five approaches along with their descriptions,

are provided below.

1. System dynamics models - These models indicate global views of major systems that

change with time.

7



2. Cellular automation simulation - These models present local views of individuals af-

fecting individuals.

3. Agent-based simulations - These models include autonomous, decision-making agents

who assess their situation and make decisions based on a set of if-else rules.

4. Empirical modeling - These models deal with finding a function that captures the

trend of the data and then using this function to make predictions.

5. Matrix models - These models incorporate probabilities and averages used to make

long-term predictions about system behaviors and populations.

Considering the different types of models, this work focuses on the Agent-based modeling

approach because it is the best suitable approach for conducting detailed hypothesis-testing

in the simulation experiments [26]. This may help to improve understanding of complex

systems, interactions, and/or processes. Finally, Agent-based models are flexible and allow

variations in the behavioral rules making them more suitable for educational applications.

The most adopted paradigm for Agent-based modeling is Object Oriented Programming

(OOP) [27]. As noted by Rob Allen [27], in OOP, the agents are considered self-directed

objects that can choose actions autonomously based on the environment. For these reasons,

Python (version 3) programming language is used for modeling & simulating an Agent-based

Model (ABM).

Figure 1.6: A three-step approach for developing an ABM. This diagram is motivated from
Crooks et al. [2].
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Crooks et al. [2] explained the three-step approach for developing an ABM, shown

in Figure 1.6. The first step deals with identifying the research question and an output

metric that will be studied based on the simulations of the model. Additionally, model

parameters, initial conditions, and assumptions behind the model are decided in this step.

The first step also deals with the creation and implementation of the rules. These rules

are generally developed using if-then-else computer statements, mainly programmed using

the OOP paradigm. The second step simulates the model, i.e., running or executing the

model until a certain threshold or criterion is met. In the last step, the results from the

simulations are recorded and can be used for evaluation. This three-step approach has been

used for developing ABM.

1.4 Research Questions (RQs)

This section explains the research questions which are explored in this study. The main

objective behind this study is to develop a LA tool for educators to support data-driven

decision-making and understand its impact on them. This work focuses on the three aspects

of LA - (i) Enhancing learner and faculty performance, (ii) Finding, assessing, and attending

to the needs of struggling learners, (iii) Allowing instructors to determine and develop

their strength. Additionally, this work also sheds light on one of the key challenges in

AIEd - the lack of actionable guidelines for educators. The data-driven decision-making for

educators can be considered as a part of institutional and teaching analytics. Institutional

analytics generates institutional insight based on the courses, degree programs, research,

revenue of students’ fees, course evaluation, retention, graduation rate, resource allocation,

and management [28, 29]. The teaching analytics deals with analyzing teaching activities,

students’ performance data, design, development, and evaluation of teaching activities [30].

Thus, this work focuses on both of these aspects. The first part of this work focus on

institutional analytics, which utilizes a simulation approach via an ABM approach. The

later part of the work focuses on designing, developing, and evaluating a visual LA tool for

instructors which covers teaching analytics aspect.
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1.4.1 Effects of a Learning Analytics (LA) Tool Via Simulation

The objective of the first research question is to understand the effects of a LA tool on

graduation rates via simulations. The first research question which is answered in this work

is as follows.

RQ1 - If educators used a LA tool for advising what effect will it have on

graduation rates?

The above research question - RQ1 - is based on the following hypothesis.

H1: If educators use a LA tool with alert and recommendation components, then it can

help to increase the college graduation rate.

The validity of the above hypothesis is tested by simulating the behavior of a LA tool

with alert and recommendation components. To achieve this, an ABM is developed based

on the core courses from the Department of Physics and Astronomy at a large public

university. ABM is a simulation technique that contains a collection of autonomous decision-

making agents [31]. Every agent in ABM has specific attributes and interacts with the

environment based on the provided rules [32]. Triulzi et al. [33] stated that the true dynamics

in universities are difficult to model with conventional quantitative analysis. Thus, ABM

can be one of the approaches used to model the true dynamics. Therefore, for these reasons,

a simulation-based approach is utilized to model a LA tool’s effect and aims to answer the

RQ1. This modeling & simulation experiment explores four different situations - baseline,

alerts, recommendations, and alerts & recommendations. To test the hypothesis and answer

RQ1, the ABM is simulated for 100 runs using 100 agents, and the average college graduation

rates are calculated for every situation. Further paired t-tests are used to test and confirm

the validity of the hypothesis.
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1.4.2 Usefulness and Perceptions of a LA tool

The results from the RQ1 indicated that a LA tool with alert and recommendation com-

ponents may create a positive impact. These results direct towards a positive direction

in developing a LA tool for educators and emphasize that features and design will play

a significant role. The development of a tool is an iterative and time consuming process

which includes - Analysis, Design, Implementation & Coding, Testing, Deployment and

Maintenance [34]. Shum et al. [35] mentioned that it is important to account a range of

human factors, including why and how they will use it while incorporating analytics on

a LA tool. Thus, the process of development should be human-centred. Ahn et al. [36]

suggested to conduct usability analyses to understand interface utilisation by using com-

mon data collection techniques, such as user interviews and think-aloud, which will also

give insights into educators sensemaking needs. A study conducted by Wise and Jung [37]

explored that involvement of educators throughout a LA tool development and conducting

early studies can provide important insight into tool design for local actionability. Finally,

Holstein et al. [38] recommended to understand the behaviour of LA tools using real-world

datasets. Thus, at present, considering these guidelines, time constraints, and privacy as-

pects of obtaining real-world data of students, it is not possible to develop a LA tool to

cover all the responsibilities of advisors presented in the literature [39–41]. Although, it is

possible to develop a prototype of a LA tool that can aim to fulfill two responsibilities -

(i) detecting and advising students whose performance is degrading, and (ii) recommending

academic resources - which also coincides with the responsibilities of instructors. This ap-

proach also gives a possible solution to provide actionable guidelines for educators, which

is one of the key challenges in AIEd. Thus, a visual a LA tool which can provide alerts,

recommendations, and other analytical insights to instructors is designed, developed and

evaluated to fulfill the above requirements. The RQ2 and RQ3 focused on the above aspects

are mentioned below.
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RQ2 - How can a visual LA tool - REACT (Real-time Educational AI-

powered Classroom Tool) - that incorporates Visual Analytics (VA) and AI

be helpful in classrooms?

The above research question highlights REACT’s design & development process, fea-

tures, and usefulness. To answer RQ2, a high-fidelity prototype of REACT is developed,

and evaluation experiments are performed. These experiments were performed with 19 ed-

ucators by conducting think-aloud studies. The participated educators were divided into

three domains - Science, Engineering, and Humanities & Social Sciences - based on their

field of work. The comments and activity patterns from the educators were recorded in a

logbook.

RQ3 - How do educators from different domains perceive the integration of

VA and AI in real-time on REACT?

The above research question - RQ3 - is based on the following hypothesis.

H2: If educators from different domains use REACT, then they will show a similar

perception based on Kirkpatrick’s four-level evaluation model.

To answer the RQ3 and verify the above hypothesis, questionnaire studies were conducted

with 33 educators from three domains – Science, Engineering, and Humanities & Social

Sciences. A combined questionnaire based on Kirkpatrick’s four-level evaluation model [42]

and System Usability Scale (SUS) [43] is used to explore educators’ perceptions. Finally,

composites scores are calculated, and acceptance thresholds are used as a metric for testing

the hypothesis.

Additionally, a statistical hypothesis is also tested based on the collected data from

questionnaires. This hypothesis is based on the correlation coefficient and provided below.

H3: The participants’ scores on usability have significant correlations with Reaction,
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Learning, Behavior, Result, and Effectiveness criteria1.

Null Hypothesis: H0 : r = 0

Alternate Hypothesis: Hα : r 6= 0

The above Null and Alternate hypothesis can be expressed in words as follows.

Null Hypothesis: There is not a significant correlation between the two variables.

Alternate Hypothesis: There is a significant correlation between the two variables.

The main objective behind the above statistical hypothesis testing is to shed light on the

strength of A relationship between SUS, Kirkpatrick’s four-level evaluation model, and the

effectiveness of a visual LA tool - REACT.

Research Techniques

This work utilizes qualitative and quantitative research techniques for answering the RQ2

and RQ3, respectively. A qualitative research technique - observation - has been used to

explore the RQ2. Qualitative research deals with gathering data that is non-numerical,

and it attempts to make sense or interpret phenomena in terms of the meaning people

bring to them [44]. There are different approaches for quantitative research, including

direct observation, user interviews (audio/video recording or interviewers notes), open-

ended questions via questionnaires, analysis of artifacts, etc. [45]. The observation technique

is helpful, especially in evaluating prototypes and investigating their support to achieve

tasks and goals. Russell Bernard [46] mentioned that the users interact with a prototype

and perform activities that investigators further study in observation technique. Therefore,

due to these reasons, the think-aloud technique is utilized to answer RQ2. The activity

patterns and comments were noted in a logbook during think-aloud studies. This collected

data is then analyzed by categorizing data, an inductive analysis technique - extracting

concepts from the data [47] – that helps to identify the usability problems.

1based on Kirkpatrick’s four-level evaluation model.
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In our efforts to answer RQ3, we have employed two quantitative research techniques.

Quantitative research deals with the gathering of data which is in a numerical form and

is defined as “explaining phenomena by collecting numerical data that are analyzed using

mathematically based methods” [48]. There are different quantitative research approaches:

survey research, correlation research, experimental research, and causal-comparative re-

search. To answer the RQ3, survey and correlation research techniques are utilized. The

data from the educators were collected based on a survey, and then composite scores were

calculated. These composite scores are more reliable and representative of educators’ atti-

tudes than the individual scores [49, 50]. Next, these calculated composite scores are used

for understanding the perceptions of different educators from different domains. The corre-

lation research helps investigate the extent to which two or more variables are related [51].

Grove et al. [52] mentioned three types of correlation research design – descriptive, pre-

dictive, and model testing. The descriptive correlation research technique is most suitable

and used to answer RQ3 by considering the need to understand the relationship between

different variables.

1.5 Relevance to the Computational Sciences & Informatics

(CSI)

This work is at the intersection of LA and AI combined using Computational Science tools

and techniques from Informatics. Computational Science is an interdisciplinary discipline

that is “at the intersection of the sciences, computer science, and mathematics” [25]. It

mainly uses modeling which is “the application of methods to analyze complex, real-world

problems in order to make predictions about what might happen with various actions” [25].

As noted by Shiflet and Shiflet [25] there are various approaches for modelling which includes

but are not limited to System Dynamics models, Data-driven models, Agent-based models,

Matrix models etc. The work which presented here focuses on Agent-based and Data-driven

models. Thus, RQ1 and RQ2 are directly connected to the Computational Science aspect.
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Further, Informatics is focused on Data Science2 which involves “principles, processes,

and techniques for understanding phenomena via the (automated) analysis of data” [53].

The ultimate goal of Data Science is data-driven decision making which is “the practice of

basing decisions on the analysis of data rather than purely on intuition” [53]. As shown

in Figure 1.7, there are different elements which contributes to Data Science and their

contribution depends on the problem. Considering these elements, this work directly amal-

gamates Statistics, Algorithms, Machine Learning, and Visualisation & Visual Analytics.

Thus, RQ2 and RQ3 cover the Informatics aspect of CSI.

Figure 1.7: Different elements which contributes in Data Science. This figure is taken from
a book chapter from “Data science in action” authored by Wil Van Der Aalst [3].

The overall structure of this dissertation is as follows. The detailed discussions on

ABM design, simulated situations, results, and other related information are presented in

2https://tinyurl.com/e364hzu5
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Chapter 2. The background on LADs and unsupervised learning - mainly focused on clus-

tering - are provided in Chapter 3. Additionally, the information on proposed architecture,

features, and utilization of Model-agnostic explanations is also presented in Chapter 3. Fi-

nally, the proposed LAD’s effectiveness, usability, and impact are studied by conducting

questionnaires and think-aloud-based studies. The details on experiment design and results

obtained from these studies are documented in Chapter 4. In the end, the conclusions and

a future direction of research are explained in Chapter 5.
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Chapter 2: Estimating Effects of a Learning Analytics (LA)

tool on Educational Agents With Simulations

2.1 Introduction

This chapter presents details on the development of an Agent-based Model (ABM) and ex-

plains the importance of simulations while designing a tool. The Agent-based modeling is

a bottom-up modeling approach that contains a collection of autonomous decision-making

agents [31, 54]. Every agent in an ABM is an entity having attributes and interacts with

the environment based on the provided rules [32]. The ABM is an advantageous approach

for depicting real-world scenarios becuase these scenarios are more complex and involve

complex interactions. Eric Bonabeau [31] specified three benefits of ABM - (i) it captures

emergent phenomena, (ii) it provides a natural description of a system, and (iii) it is a flex-

ible approach. There are various applications of ABM which includes but are not limited to

Epidemic Modeling, Anthropology, Biomedical Research, Chemistry, Crime Analysis, Ecol-

ogy, Market Analysis etc. [55] but applications in the domain of education are limited [54].

X. Gu and K.L. Blackmore [54] conducted a systematic review of ABM and simulations

in the education domain. The authors identified six applications - university system, uni-

versity collaboration, academic activities, application & enrolment, student performance,

and teaching & learning – and for student performance, authors found only three articles.

These three articles are based on online peer support [56], students’ grades, and graduate

employment [57, 58]. Considering this information this study focuses on one of the appli-

cations of student performance enhancement. It is pursued by understanding the effects of

utilization of alerts and recommendations on a Learning Analytics (LA) tool. To under-

stand these effects a scenario for undergraduate academic advising is considered because it
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is one of the critical aspects to enhance students’ academic performance and institutional

effectiveness [39, 59]. In this study, the agents are students who interacts with advisors in

the environment which is an institution. This is studied by considering four different situ-

ations and simulated results are compared based on the calculated graduation rates. The

results from this chapter answers – if educators used a LA tool for advising what effect will

it have on graduation rates?

2.2 Background

College graduation plays an essential role for students as well as for the institutions [59,60].

Along with the college graduation rate, the second most crucial aspect for any institution

is academic advising [39]. Academic advising positively affects student retention [61–63]

and it helps students in decision making, resource identification, problem-solving as well

as for goal (personal, professional and academic) setting [64–67]. A study conducted by

Swecker et al. [66] based on 363 first-year first-generation students concluded that every

meeting with an academic advisor increased 13% chance of student retention. Kirk-Kuwaye

et al. [68] conducted a study to understand the effect of low and high advisor involve-

ment on the academic performance of probated students. To perform these experiments,

low involvement and high involvement groups were created. For high involvement group,

activities such as mandatory meetings, agreement to use resources, study strategy mate-

rials/web sites, reminder phone calls, and assignments along with a letter of notification

were provided. For the low involvement group, only the letter of notifications was provided

by the advisors. Based on the results, authors concluded that there was a high semester

mean GPA for students from high involvement group as compared to the low involvement

group. Also, students from high involvement group never felt annoyed by the involvement

of the institution at a higher level. Based on another study conducted using surveys of 611

students [69], it was reveled that that meeting with an advisor at least one time during

a semester contributed to the multiple factors affecting students’ success. Felly Chiteng
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Kot [70] also conducted a study to understand the impact of centralized advising on the

performance of First-Year students and its effect on the enrollment for the second year.

Based on the conducted study author noted that for the students who utilized the service

of centralized advising there was a net gain of 31 percentage points in the first-term GPA, 22

percentage points on average in the second-term GPA and 25 percentage points on average

in the Cumulative GPA at the end of the first academic year. This study also showed that

students who used centralized advising were more likely to return in the second year. It

also has been noted that the advisors who are well organized, on time, and prepared for

meetings are highly effective [39]. Further, based on the literature [39–41] the five most

important responsibilities of the advisors are - guiding students for selecting their majors

and minors, helping them to choose relevant and useful courses, detecting and advising

students whose performance is degrading, providing valuable academic resources, and in-

forming sources of help & activities offered through Student Affairs Division to students.

This collected literature reflects the importance of advisors not only for students but also for

the institutional effectiveness. Therefore, in this study through a lens of ABM & simulation

a possible solution for supporting advisors using a LA tool is explored.

2.3 Data and Course Dependency Maps

The ABM is designed for the department of Physics and Astronomy at a large public uni-

versity. For the simulation experiments, information on core courses is used and taken from

the advising webpage of the university. The detailed list of courses and prerequisites used in

the ABM is provided in Table 2.1. From the list it can be seen that the requirement of the

prerequisites starts from the second semester and thus, indicates a need of data for defining

scores of agents in the first semester. The literature [71–73] indicated that the Scholastic

Assessment Test (SAT) scores are one of the critical predictors of the student’s performance

in the first semester and are useful to measure a student’s potential for academic success in

college. Thus, the average SAT scores [74] for Mathematics, Critical Reading, and Writing

sections are utilised as initial conditions for simulating the performance of students in the
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first year. For maintaining diversity in the SAT scores, they are generated using random

normal distribution with different means and standard deviations for different sections. The

parameters used for generating SAT scores are given in Table 2.2.

Table 2.1: Core courses and prerequisites for the department of Physics and Astronomy.

Semester Core courses Prerequisites

Fall (Year 1)
MATH 113(Analytic Geometry and Calculus)
PHYS 122/123 (Inside Relativity/ Inside the Quantum World)
ENGH 101 (Composition)

Spring (Year 1)

MATH 114 (Analytic Geometry and Calculus II) MATH 113
ASTR 124 (Introduction to Observational Astronomy)
PHYS 160 (University Physics I) MATH 114
PHYS 161 (University Physics I Laboratory) PHYS 160

Fall (Year 2)

MATH 213 (Analytic Geometry and Calculus III) MATH 114
PHYS 260 (University Physics II) PHYS 160, MATH 213
PHYS 261 (University Physics II Laboratory) PHYS 161, PHYS 260
PHYS 251 (Introduction to Computer Techniques in Physics) PHYS 160

Spring (Year 2)

MATH 214 (Analytic Geometry and Calculus II) MATH 213
PHYS 307 (Thermal Physics) PHYS 260
PHYS 308 (University Physics I) PHYS 260
ASTR 210 (Introduction to Astrophysics) PHYS 160
Elective – PHYS 265 (Intermediate University Physics Laboratory) PHYS 251, PHYS 260

Fall (Year 3)

PHYS 301 (Analytical Methods of Physics) MATH 214
PHYS 303 (Classical Mechanics) PHYS 260, PHYS 301
PHYS 305 (Electromagnetic Theory) PHYS 260, PHYS 301
PHYS 311 (Instrumentation) PHYS 251, PHYS 261
ENGH 302 (Advanced Composition) ENGH 101

Spring (Year 3)
PHYS 306 (Wave Motion and Electromagnetic Radiation) PHYS 305
PHYS 312 (Waves and Optics) PHYS 251, PHYS 261
PHYS 402 (Introduction to Quantum Mechanics and Atomic Physics) PHYS 303, PHYS 305, PHYS 308

Fall (Year 4)

PHYS 403 (Quantum Mechanics II) PHYS 402
PHYS 407 (Senior Laboratory in Modern Physics) PHYS 251, PHYS 311, PHYS 312, PHYS 402
PHYS 408/409 (Senior Research/ Physics Internship) PHYS 251, PHYS 301, PHYS 303, PHYS 305
PHYS 410 (Computational Physics Capstone) PHYS 303, PHYS 305, PHYS 251, PHYS 265
PHYS 416 (Special Topics in Undergraduate Physics)

Spring (Year 4)
PHYS 412 (Solid State Physics and Applications) PHYS 402/502
PHYS 428 (Relativity) PHYS 303, PHYS 305

Table 2.2: The average SAT scores, mean and standard deviation values for Mathematics,
Critical Reading, and Writing sections.

Variable Value

SAT score parameters

Average critical reading score 558
Standard deviation for critical reading 10
Average math score 585
Standard deviation for math score 4
Average writing score 540
Standard deviation for writing score 10
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It can also be observed that there are some courses which need two or more than two

prerequisites. For example, PHYS 260 needs two prerequisites while PHYS 407 needs four

prerequisites. Based on this data i.e., the core courses and prerequisites, course depen-

dency maps are created for every year which graphically represent the data provided in

Table 2.1. An example of a dependency map for the third year is shown in Figure 2.1.

These dependency maps are then used while implementing different rules in the ABM.

Figure 2.1: Course dependency map indicating prerequisites and core courses for the Fall
and Spring semesters of the third year.

2.4 Agent-based Model design

The agents in the ABM were simulated based on the core course dependency maps, which

are developed using the information of core courses and prerequisites from Table 2.1. Every

agent in the ABM is associated with 56 attributes, which includes their id, SAT scores
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(Mathematics, Critical Reading, and Writing), core courses, semester wise GPA, final GPA,

and a flag variable – “fail” - for understanding count of students who failed. The rules of the

ABM are developed for five unique cases which includes - first semester, courses with one

prerequisite, courses with two prerequisites, courses with three and four prerequisites. The

ABM explores following four situations which help to understand and compare the effects

of a LA tool.

Situation 1 (Baseline): In this situation it is assumed that students will take

initiative to contact advisors and a LA tool will not be available to advisors.

Situation 2 (Alerts): The second situation simulates LA tool with an alert system

that will provide alerts to advisors on poorly performing students. The LA tool

will provide alerts based on two conditions - (i) if the difference between any two

consecutive grades is greater than or equal to 0.33 or (ii) if a student earns less

than a “C” grade in one or more core courses. The difference between any two

consecutive grades is 0.33 at a large public university. For example, the difference

between grades A (quality points = 4) and A- (quality points = 3.67) is 0.33. Thus,

in the first condition the difference of 0.33 is used for comparison. Additionally,

one of the requirements of the core courses is to earn at least a “C” grade and this

requirement is covered in the second condition.

Situation 3 (Recommendations): The third situation assumes that advisors will

only receive recommendations on courses that can help students to increase their GPA.

These recommendations will be based on the student’s performance and advisors will

provide these recommendations to students if they think they are helpful.

Situation 4 (Alerts & Recommendations): The fourth situation assumes that

advisors have access to a LA tool which can provide alerts as well as recommendations.

The outlined situations are simulated 100 times using 100 agents for three runs. This

ABM is designed on the hypothesis — “alert and recommender systems can help to increase
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the college graduation rate at the end of the fourth academic year” and thus the average

change in the graduation rate is used as a metric. The first situation is a baseline situa-

tion, and other situations are compared to understand which situation majorly contributes

towards the improvement in the graduation rate. For situations 2 and 3, the results are sim-

ulated to understand how 5%, 10%, 15%, and 20% performance increase in every semester

affects the graduation rate. The situation 4 is a combination of situations 2 and 3. In the

first case of situation 4, it is assumed that there will be a 5% increase in the performance,

and in the second case, it is assumed that there will be a 15% increase in the performance.

The results from these experiments give insight into a crucial aspect – Will these scenarios

affect graduation rate? The initial conditions, rules, and simulated situations depicted in

this study are motivated from an article published by Kulkarni and Eagle [75].

2.5 Limitations

There are several limitations to this experimental design. First, this model is developed, i.e.,

the rules are designed by considering the SAT scores for the Science domain and using the

core courses for the Department of Physics and Astronomy. Second, we are assuming that

students will get enrolled only in the Fall semester. It is also possible to enroll in academic

institutions in the Spring semester, but this condition is not included in the current model.

Third, there may be a possibility that some students can take a break and return to school.

This possibility is also not incorporated in the model. Finally, student-student interactions

are not depicted in the model, which happens in academic institutions. However, despite

these limitations, we believe that this study may be a good step in designing and developing

ABMs for educational applications. It may raise more awareness in the education domain

to explore modeling & simulation techniques.
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2.6 Results

The simulated results are presented in Table 2.3, Table 2.4 and Table 2.5. During simula-

tions it was observed that overall failure rate is high in the first academic term, and it is

highest at the end of the second year. After the second academic year, there is a relatively

less percentage of failure students. Next, for the baseline situation, 61.38% average grad-

uation rate was noted. Further, it has been found that for alerts (situation 2), there is an

overall increase in the average graduation rate. For recommendations (situation 3), one of

the scenarios indicates a decrease in the graduation rate, suggesting that recommendations

may not always be useful. For the combination of alerts & recommendations (situation 4), a

gradual increase in the graduation rate is observed, suggesting that a combination of alerts

and recommendations may provide positive results. To confirm the statistical validity of the

results, the paired t-tests are performed. In paired t-test, the null hypothesis indicates there

is no difference between the two means i.e., µ1 = µ2 and alternative hypothesis specifics

there is a difference between the means of the two samples, i.e., µ1 6= µ2. To perform a

paired t-test, 100 samples for every scenario are used. Before performing a paired t-test,

the assumption of normality is checked using the Shapiro-Wilk normality test for the dif-

ferences. In the Shapiro-Wilk normality test, the null hypothesis indicates that the data

are normally distributed, and the alternative hypothesis specifies that the data does not fit

the normal distribution. The assumption of normality checked using an alpha level of .05

and observed that all the variables resulted in p-values greater than .05. It indicates the

fulfillment of the normality assumption. After testing the assumption of normality, paired

t-tests conducted with an alpha level of .05 to determine the significance of differences in

the mean graduation rate for different scenarios. Situation 1 used as a baseline and other

situations were compared to check the significance of the differences in the graduation rate.

There was a significant difference in the graduation rate for scenario 1 (M = 60.76, SD =

6.95) and scenario 3 when there is 15% increase in the performance (M = 64.21, SD =

7.77); t(99) = -3.01, p = .003. Significant difference is also noted in the graduation rate of
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scenario 1 (M = 60.76, SD = 6.95) and scenario 4 (case 2) when there is 20% increase in

the performance (M = 63.64, SD = 7.58); t(99) = -2.98, p = .003. These results indicate

that a LA tool with alert and recommendation components may create a positive impact.

Thus, the next chapter, provides details on designing and developing a Learning Analytics

Dashboard (LAD) - a LA tool - that can provide alerts, recommendations, as well as other

analytical insights to educators.

Table 2.3: For situation 1, the average graduation rate is 61.38%.

Number of runs Average graduation rate at the end of 4th year

1 60.76%

2 62.29%

3 61.11%

Table 2.4: The overall average graduation rate increases from 0.1% to 0.70% in Scenario
2, and in Scenario 3, there is an increase in the graduation rate for all cases except a 10%
increase in the performance.

Number of runs % increase in the performance
Average graduation rate at

the end of 4th year

Scenario 2 Scenario 3

1

5% 61.41% 60.87%
10% 62.74% 60.44%
15% 62.69% 62.02%
20% 62.43% 61.43%

2

5% 61.58% 61.52%
10% 61.72% 61.87%
15% 62.28% 64.21%
20% 62.22% 62.62%

3

5% 61.46% 62.64%
10% 61.46% 60.34%
15% 61.09% 61.92%
20% 61.62% 63.23%
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Table 2.5: The overall average graduation rate gradually increases from 0.16% to 0.53%
and 0.07% to 0.73% in Case 1 and Case 2 of Scenario 4 respectively.

% increase in the performance
Mean percentage change in the

graduation rate (Scenario 4)

Case 1 Case 2

5% 0.16% 0.07%

10% 0.37% 0.31%

15% 0.43% 0.43%

20% 0.53% 0.73%
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Chapter 3: Design & Development of Real-time Educational

AI-powered Classroom Tool (REACT)

3.1 Introduction

People are visual learners, and data visualizations help them experience information [76,77].

Visual Analytics (VA) is an application of data visualization which deals with helping users

to gain insights into complex data [78,79]. It employs interactive visualizations as interfaces

between users and their data, making data-related tasks more effective and efficient [80]. VA

tools have been successfully applied in many domains, but their applications in education are

still limited [18,81]. There are many web-based environments (e-learning systems, intelligent

web-based educational systems, learning management systems, etc.) that generate large

amounts of educational data but most of them does not provide suitable tools for utilizing

these data to improve learning or teaching [82]. A well-designed VA tool in the educational

context can potentially provide useful information to instructors by helping them provide

formative feedback and understand as well as optimize the students’ learning process [78].

Further, to promote students’ improvement with effective high-quality teaching educators

must stay updated with students’ responses, efforts, and outcomes [83, 84]. One of the

solutions to achieve these objectives can be clustering students into groups based on various

characteristics (learning style preferences, academic performance, behavioral interaction,

etc.) that can be utilized to explore collaborative learning opportunities and identify at-

risk students at an early stage [18]. The above approach can be effectively executed by

combining VA with Artificial Intelligence (AI) on a Learning Analytics Dashboard (LAD).

Learning Analytics Dashboards (LADs) are a “special kind of display of multiple vi-

sualizations about different indicators of learner(s), learning process(es) and/or learning
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context(s)” [85] that can aid to improve learning. They may promote awareness, reflection,

and sensemaking as they help to process large amounts of data in a meaningful way by

visualizing the traces of the learning activities [86, 87]. These traces can help instructors

to identify weak spots in learning and topics in which students struggle. Showing this

information in a timely and accurate way is of utmost importance for achieving teaching

objectives in the classroom [85]. A well-designed LAD can aid instructors regarding po-

tential pedagogical strategies, instructional guidance, actions, and interventions to support

students’ participation and promote their success [82]. Thus, considering these factors this

work proposes Real-time Educational AI-powered Classroom Tool (REACT), a web-based

VA tool in the form of an interactive LAD. It aims to help instructors by tracking students’

activities and providing detailed insights on their responses. It can also support the in-

structors’ decision-making process with VA, contextualized alerts, and recommendations in

real-time. This chapter provides information on the architecture of REACT, features, and

utilization of Model-agnostic explanations via a use-case.

3.2 Background

3.2.1 Learning Analytics Dashboards (LADs) & Artificially Intelligent

(AI) tools

LADs leverage information visualization and data analytic techniques to explore log data

recorded by Learning Management Systems (LMSs) [88]. This data can help educators to

diagnose problems concerning participation of students [89]. Visualising these data on a

LAD help to maintain situational awareness [90], that is understanding what is happening

in our surroundings and how to use this information now and in the future [91]. Park and

Jo [92] mentioned that a LAD’s visual attraction significantly affect the level of understand-

ing of the presented information. Further, the level of understanding affects the perceived

usefulness, which substantially affects potential changes in users’ behavior. Thus, these

factors need to be considered while designing LADs. Recently, a growing interest in the
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design and development of real-time LADs is observed such as RAED [93], MTClassroom

and MTDashboard [94], DREAM, REALTO [95], My Learning Progress [96] etc. which

can provide actionable teaching analytics in real-time for decision making. These real-time

LADs are beneficial because they give more time to instructors to provide one-on-one sup-

port to students [97]. Additionally, a variety of other applications of LADs has also been

noted in the literature such as to facilitate communication between advisors and students

by visualizing grade data [98], tracking and visualizing learners’ emotions during online

classes [99], academic advising [100], adaptive support for face to face collaborative argu-

mentation [101], and adaptive guidance in mathematics classrooms [102]. However, none

of the above LADs considered the design principals such as golden rules [85] and Gestalt

principles [103] for interface design or provides personalized recommendations to instruc-

tors. Contrary to the aforementioned examples, REACT is not only a LAD which provides

reporting functionalities, but it is also an AI based decision support tool.

AI tools are used for decision making in a broad range of industries. The applications of

AI in the educational domain, such as predicting student performance, detecting undesirable

student behavior, or providing feedback for supporting instructors and students, are gradu-

ally gaining popularity [1]. However, many of these tools are seen as black boxes, meaning

it is difficult to get insights into the workings of their methods [104]. The lack of trans-

parency of these tools may result in unchecked bias that can negatively affect the quality of

decision making [105,106]. Thus, it is important that the tools which utilizes AI should be

interpretable, explainable, and, ultimately, trustworthy for supporting human learning and

teaching [10, 107]. Recently, the European Union (EU) passed a regulation requiring algo-

rithms to provide explanations that can significantly affect users based on their user-level

predictions [108]. From the AI context, explainability denotes the action taken by a model

to detail its internal functions, while interpretability is an ability to provide meaning in

terms that are understandable to a human [109]. Explainable components can be included

in AI by utilizing text and visual explanations (model-agnostic explanations) [109]. Fur-

ther, Fabio Zanzotto [110] stated the simple idea of including human-in-the-loop (HitAI) in
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which the decision power is given to the specialized professionals who utilize machines/tools

as advisers which promotes interpretability. All the aforementioned requirements were spe-

cially considered in the design and development of REACT. REACT utilizes the principle

of model-agnostic explanations and HitAI to support decision-making process in real-time.

Thus, REACT can be considered as a step in making explainable and interpretable real-time

decision support tool for instructors.

3.2.2 Cluster Analysis

The main goal of the cluster analysis or clustering is to organize a collection of data items

into clusters such that the data items within a cluster are more similar to each other

compared to the items in other clusters [111]. Clustering is considered as unsupervised

machine learning because it doesn’t have the predefined labels of data items. The process

of clustering consists of four steps - Feature extraction & selection, Clustering algorithm

design, Result evaluation, and Result explanation [112]. There are several taxonomies

suggested by Brian Everitt [113], Rousseeuw and Kaufman [114], Jain et al. [115], and Xu

et al. [116]. The simplified taxonomy is given by Jain et al. [115], which divides clustering

into two groups – Partitional and Hierarchical. The Partitional clustering can be defined

as a division of data objects into non-overlapping clusters such that each data object is

in exactly one cluster, while Hierarchical clustering is organized as a tree which permits

clusters to have sub-clusters [117]. It is noted that Hierarchical clustering provides good

results for small datasets [118], as is the expected number of students in a class. It is suitable

for the datasets with arbitrary shape, type and hierarchical relationships among the clusters

can be easily detected using it [112]. Further, the entire clustering process can be visualized

by plotting a dendrogram, which shows the cluster-subcluster relationship and the order

in which they are merged [117]. This results in informative descriptions and visualization

for the potential data clustering structures [112], fulfilling the goal of explainability. Thus,

because of these reasons, Hierarchical clustering makes a suitable choice for clustering on

REACT.
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There are two basic approaches to Hierarchical clustering – Agglomerative and Divisive

[119]. The Divisive method is computationally very expensive [120] and not commonly used

in practice [112]. The Agglomerative hierarchical clustering is a bottom-up approach that

starts with the points as individual clusters and merges the closest pair of clusters [117]. The

algorithm of Agglomerative hierarchical clustering provided provided by Ryan Adams[121]

is presented below. There are different proximity methods such as single linkage, complete

Algorithm 1 Agglomerative hierarchical clustering[121]

Input: Data vectors {xn}Nn=1, group-wise distance DIST (G,G′)

A← φ . Active set starts out empty.

for n← 1...N do . Loop over the data.

A← A ∪ {{xn}} . Add each datum as its own cluster.

end for

τ ← A . Store the tree as a sequence of merges.

while |A| > 1 do . Loop until the active set only has one item.

G∗1, G
∗
2 ← argmin

G1,G2∈A;G1,G2∈A
DIST (G1, G2) . Choose pair in A with best distance.

A← (A\{G∗1})\{G∗2} . Remove each from active set.

A← A ∪ {G∗1 ∪G∗2} . Add union to active set.

τ ← τ ∪ {G∗1 ∪G∗2} . Add union to tree.

end while

Return: Tree τ .

linkage, average linkage, etc. that are used in Agglomerative hierarchical clustering, but the

single linkage and complete linkage are the most popular methods [122]. The formulas and

descriptions of the proximity methods used in REACT are given below, which are provided

by Tan et al.[117]. The following formulas are given for measuring proximity between C1

and C2. The observations from C1 are represented as X1, X2, ..., Xk, and the observations
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from C2 are represented as Y1, Y2, ..., Yl. Also, d(x, y) indicates the distance between a point

from a vector X and a point from vector Y .

Single linkage is the proximity between the closest two points in different clusters.

d12 = min
i,j

d(Xi, Yj)

Complete linkage is the proximity between the farthest two points in different

clusters.

d12 = max
i,j

d(Xi, Yj)

Average linkage is the average pairwise proximities of all pairs of points from dif-

ferent clusters.

d12 =
1

kl

k∑
i=1

l∑
j=1

D(Xi, Yj)

Ward’s method minimizes the total within-cluster variance and combines the clus-

ters based on the minimum information loss.

d12 =

√
2 ∗ |k||l|
|k|+ |l|

∗ ||x̄− ȳ||

It is also essential to evaluate the result to select the best possible method of clustering,

and for that purpose, the Agglomerative Coefficient (AC) is useful. The AC describes the

strength of the clustering structure, which is dimensionless and always lies between 0 to 1

[123]. The formula for calculating AC is given below.

AC =
1

n

n∑
i=1

1−m(i)
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In the above formula m(i) denotes the dissimilarity of each observation to the first cluster

it is merged with divided by the dissimilarity of the merger in the final step. So, AC is

average of all 1−m(i) values. Thus, the AC close to 1 reflects the clarity of the clustering

structure i.e., higher the AC clear the clustering structure and vice versa. In this way, the

four steps of the clustering process noted by Xu and Tian [116] using hierarchical clustering

are implemented in REACT.

3.3 Architecture and Features of REACT

3.3.1 Architecture

REACT is a web-based interactive LAD developed using R & Shiny framework1. It in-

corporates the principles of reactive programming [124] that are suitable for interactive

applications. REACT is developed based on a mantra provided by Ben Shneiderman –

“Overview first, zoom and filter, then details-on-demand” [125]. REACT first gives in-

structors an overview; then they can zoom in/out or filter the data. REACT also allows

them to reveal the details as needed using tooltips and downloads. The architecture of RE-

ACT is shown in Figure 3.1. REACT consists of five main components and are described

below.

1https://shiny.rstudio.com
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Figure 3.1: Architecture of REACT.

• The Dashboard Engine is responsible for periodical access of the data from the

database or LMS. It also performs data cleaning and preprocessing. The output pro-

duced from the Dashboard Engine is merged and moved into a Reactive DataFrame [126].

The contents of this tabular data structure are updated automatically with any up-

date of the database or LMS. This reactive DataFrame acts as an input to the AI

Component, the Context Engine, and the Visualization Component.
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• The ML component receives input from a reactive data frame that contains the

input features of each student and initiates the clustering process by first calculating

all the pairwise distances (i.e., dissimilarities) of students. We used the Gower dis-

tance [127] as the dissimilarity metric for the clustering. The Gower distance uses

separate distance metric for both qualitative and quantitative data[128]. For quali-

tative data, the distance between two categories is 1 if the categories have the same

value and 0 otherwise as shown below.

d(xi, xj) =


0 if xi = xj

1 if xi 6= xj

For quantitative data the distance between two points xi and xj can be calculated

using the formula given below.

d(xi, xj) = 1− |xi − xj |
abs(xmax − xmin)

In the above formula, Rx is the range of the vector. In this way, the distance measure

is computed and the average distance is used as the overall distance. Thus, due to

this main advantage, Gower distance can be applied to the mixed data (i.e., a mix of

numerical and categorical variables) [123]. The details about different modules in the

ML component are as follows.

- The Dissimilarity Matrix sub-component calculates the pairwise distances

between all n observations (i.e., students) in the data set organized in an n× n

matrix, using the daisy() function in R. This dissimilarity matrix then becomes

the input of the Hierarchical Clustering sub-component.

- The Hierarchical Clustering sub-component trains four different hierarchical

clustering models using the same dissimilarity matrix. These models are based
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on four different linkage methods: Single linkage, Average linkage, Complete

linkage, and Ward’s method. The R function agnes() is used for building these

models and computing their ACs.

- The Model Selection sub-component ensures robustness and acts as an internal

index for evaluations. It compares the four clustering results based on their ACs.

Their values lie between 0 to 1, and describe the strength of the corresponding

clustering structure [129]. This sub-component selects the model with the highest

AC.

- The Dendrogram sub-component creates a visualization of the hierarchy of

clusters and sub-clusters that are the result of the selected model. This visual-

ized hierarchy is called a dendrogram. The dendrogram provides a diagrammatic

representation of the hierarchical cluster analysis. Dendrorgram also is an ex-

plainable diagram that assist in understanding how the clustering algorithm is

forming clusters (i.e., groups) of learners. This approach can help to understand

the clustering mechanism which may help to incorporate explainability.

• The Context Engine is responsible for injecting context for recommendations and

alerts. The context can be derived from the student’s information such as atten-

dance, previous activity submissions, time stamp of submissions, etc. Additionally,

more context about the other events such as infection rates due to COVID-19 or in-

ternet speed in surrounding counties where most students live can also be injected

by fetching real-time updates from the web. This may assist instructors in deciding

about deadlines for the assignments or in-class activities. This information can enable

REACT to provide contextualized recommendations and alerts.
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Figure 3.2: A template (top) and an example (bottom) of a message based on the textual
template-based approach. The placeholders of the template (shown in brackets) will get
replaced based on the output of the AI Component, as shown in the example, in blue color.

• The Contextualized Recommendations & Alerts play an essential role in the

efficiency, readability, and interpretability of REACT. REACT utilizes a textual

template-based approach as shown in Figure 3.2 to provide interpretations in terms

that are understandable to humans. In this approach the designed templates are

filled with appropriate words and numbers, based on the real-time updates from the

AI Component and Context Engine.

• The Visualization Component receives data from the reactive DataFrame and

the output of the AI Component. It helps to track students’ progress in real-time

using interactive visualizations such as dot plot, bar plots, histogram, etc. while the

dendrogram from the AI Component shows the clusters of learners in real-time.

3.3.2 Features

REACT support seven features, which are as follows.

1. Interactive visualizations – The visualisations included on REACT are interactive.

The interactive visualizations can help educators to increase the quality and broadens

the variety of angles of analysis to serve other curiosities [130]. This may enhance
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educators’ perception to decide what to focus on and reflect on their teaching prac-

tices. These visualizations can be downloaded in Portable Network Graphics (PNG)

format, for record-keeping purposes. Educators can interact with them by zooming in,

zooming out, selecting different components of the visualizations, viewing additional

information using mouse hover, etc.

2. Dynamic tables – REACT includes a DataTable2 which is an interactive dynamic

table and update in real-time. In particular, the scorecard of the class is displayed in

the form of a DataTable whose contents gets updated in real-time as new students’

responses are submitted. This table can be downloaded in CSV format for record

keeping purposes.

3. Portability – REACT is a cross-platform tool. It is configurable and portable in the

sense that it can be connected to Learning Management Systems (LMSs) like Moodle,

Blackboard, as well as different databases, including MySQL, Oracle, Salesforce, etc.

This can be achieved by using different packages such as DBI (for databases), bRush

and rcanvas (for canvas) which are available in R. Additionally, many other LMSs offer

REST APIs which can be connected with REACT using httr and jsonlite packages.

Further, it can also be deployed on local servers or on the cloud, such as Amazon

AWS.

4. Real-time – Updates on REACT will get triggered by changes in the database/LMS,

which will capture the students’ in-class activities in real-time. A feature of pausing

and resuming of the real-time streaming is also offered.

5. Explainability and interpretability – The visualisation component creates a den-

drorgram that are explainable diagrams which will assist in understanding how the

clustering algorithm is forming clusters of students. It can bring interpretability and

can help answer questions such as: “Which students are selected in each cluster and

2https://rstudio.github.io/DT/
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at which stage?”, “Are there more clusters in the data?”, etc. The textual template-

based approach also will add interpretability to the tool. It give REACT an ability to

provide the meaning in understandable terms to a human.

Figure 3.3: Responsive design of REACT.

6. Data confidentiality – REACT will be made available only to the educators.

Whether REACT is hosted on a local server, Shiny server, or on the cloud, it is

possible to provide user authentication. Thus, students information will only be avail-

able to their educators, adhering to the Family Educational Rights and Privacy Act

(FERPA) [131].

7. Responsive design - REACT can be used on smartphones, tablets and laptops/desktops.

It supports responsive design, i.e. it adapts to the user’s behavior and environment

based on screen size, orientation, and platform as shown in Figure 3.3.
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3.4 Design and Demo

3.4.1 Design elements of REACT

REACT has a user-friendly GUI that may allow instructors to (i) instantly get an overview

of the overall performance of their class in real time, (ii) gain deeper insights on the individ-

ual learners’ performance, (iii) understand the circumstances that may affect the learning

process, and (iv) assist in making decisions that improve their learning experience. The

design of REACT is based on the design recommendations provided by Few [90] which

includes three aspects - (i) incorporate “eloquence through simplicity” i.e., simple design

but clearly communicates the objectives. (ii) provide an instant high-level overview of the

state of things to the viewer i.e. make information available at a glance. (iii) should fit on

a single computer screen. Additionally, the selection of visualizations on REACT are based

on the recommendations by Abela [132] and a literature review provided by Schwendimann

et al. [85]. We also have followed ‘golden rules’ (strive for consistency, permit easy reversal

of actions, keep users in control, and reduce short-term memory load) of User Interface

(UI) design [133] and Gestalt principles [103] (similarity, enclosure, closure, and connec-

tion) to improve the usability of REACT. REACT has five tabs: Overview, Quick Analysis,

Scorecard, AI and Public Health, presented in Figures 3.4-3.8, respectively.

• The Overview tab is shown in Figure 3.4 which is the first tab instructors see when

they open the application. It includes four Key Performance Indicators (KPIs): min-

imum, maximum, mean score, and the number of students who have completed the

assignment thus far. It also includes an interactive dot plot for monitoring students’

performance. This tab also provides alerts and recommendations to assist instructors.

The alerts indicate the students who need the most attention, while the recommen-

dations suggest specific actions, based on the used hints and the incorrect responses.

40



Figure 3.4: The overview tab includes Key Performance Indicators (KPIs), an interactive
dot plot for understanding learners’ performance, alerts, and recommendations for support-
ing the instructor’s decision-making process.

• The Quick Analysis tab is shown in Figure 3.5 which displays students’ responses

in real-time. It also shows the four aforementioned KPIs at the top of the screen. It

further includes an interactive dot plot for monitoring students’ individual responses,

and two bar charts that indicate the concept-wise percentage of incorrect answers

and hints, respectively. On this tab, the dot plot in the top panel indicates correct

responses by green color while incorrect responses by red color. The interactive legend

can also be used as a filter to show only correct or incorrect responses. This tab

provides the instructors with valuable insights about the whole class activity, at a

glance. It is utilised for tracking students’ responses in real-time and it becomes

available on REACT from the beginning of the class activity. In contrast, the overview

tab is most useful after the activity, while making decisions. Precise information about

specific responses or concept-wise percentages is shown when hovering the cursor over

a plot.
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Figure 3.5: Quick Analysis tab includes KPIs, interactive dot plot, and bar charts, which
can be utilized for tracking learners’ responses in real-time.

• The Scorecard tab is shown in Figure 3.6. It gives an overview of the scores using

an interactive histogram and an interactive density plot. The exact count or density

can be seen by hovering the cursor over the plot. Further, this tab also includes a

dynamic table that provides individual student information on the number of questions

attempted, final score, total hints used, and feedback on whether the student needs

attention. The contents of this table are automatically updated with changes in the

database (i.e., as new students’ responses are submitted) in real-time. Instructors

can save the scorecard in CSV format by clicking on the download button, which is a

functionality not offered by other LADs.
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Figure 3.6: Scorecard gives an overview of the scores using interactive histogram, density
plot and also includes a dynamic table that provides individual learner’s information.

• The AI tab is shown in Figure 3.7. It distinguishes REACT from other LADs as

it provides real-time insights of clustering to instructors. The objects of the cluster

analysis are the students in the class. The features used by the clustering algorithm

are the responses for each question and hints used in each question. The purpose of

this analysis is to form groups (i.e., clusters) of students with similar performance.

The rationale for identifying these groups is to give the instructor insights on how

to, for instance, form study groups, recommend specific additional study materials

to clusters of students, or have them form groups for in-class discussions focusing on

those concepts that they need more help with. Note that the result of hierarchical

clustering is a hierarchy of clusters and sub-clusters. This hierarchy is depicted on

the dendrogram. Choosing an appropriate distance threshold as a cut-off point results

in a specific set of non-overlapping clusters. Thus, the dendrogram might help to

incorporate the transparency and explainability of the clustering process. In the use
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case of Figure 3.7, it shows three distinct clusters in the data which are enclosed

in the three boxes. This helps to understand which student is member of which

cluster and how this membership was formed. REACT also provides the average

scores and hints used for every cluster along with cluster interpretations. This helps

the instructor understand what are the main characteristics of each cluster, such as

“high-performing students”, or “students who struggle with a specific concept”, etc.

Additionally, there are recommendations for every cluster based on performance. All

these insights might make REACT easy to interpret. Instructors can also see concept-

wise details concerning hints and responses for each cluster, using the interactive dot

plots provided in the bottom panel.

• The Public Health tab is a unique feature of this tool and shown in Figure 3.8.

It has been introduced due to the current COVID-19 pandemic. It includes a bar

plot that indicates the infection rate in the surrounding counties from where students

travel the most. Using this information, REACT provides information about the

average infection rate in the area and useful tips concerning the current situation.

The infection data gets updated from CovidActNow3.

3https://covidactnow.org
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Figure 3.7: AI tab provides real-time insights of clustering to instructors with dendro-
gram and textual-template based recommendations. Dendrogram may help to incorporate
transparency and explainability, while easy to read insights on clusters may provide inter-
pretability.

Figure 3.8: Public Health tab provides information on the current COVID-19 infection rate
in the surrounding counties.
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3.4.2 Demo

Holstein et al. [38] noted the importance of using real-world datasets to understand the

behavior of LA tools. Thus, we used the 2009-2010 Skill-builder ASSISTments dataset [134]

for demonstration and evaluation of REACT. The raw data consists of more than 100,000

rows representing details of 4217 students and 111 Knowledge Components (KCs). To

achieve the objective of demonstration, we randomly selected a sample of 20 students. Due

to privacy, this data set includes only pseudo-ids. In real-word application of REACT,

authenticated instructors will be able to see students’ names, as memorising their ids would

be troublesome. Our approach to create a demonstration of REACT is shown in Figure 3.9

and can be summarized in the following steps:

Step 1 (Filter): We selected 20 students and two questions from five KCs from the

topic of Algebra (Mean, Circle Graph, Venn Diagram, Box and Whisker Plot, and

Scatter Plot). This filtered data set is first stored in a spreadsheet on a local hard

disk.

Step 2 (Stream): The filtered data from Step 1 are then streamed on a Google

sheet that acts as a database for this demonstration. It is connected to REACT using

the googlesheets44 package.

Figure 3.9: The procedure used for creating a real-time demo of REACT [4].

4https://googlesheets4.tidyverse.org

46

https://googlesheets4.tidyverse.org


In this way, these two steps are used for replicating a use-case scenario of REACT in

classrooms. This demonstration also shows how the live updates are processed on the fly

and used to update the visualizations, alerts, and recommendations displayed on the user

interface. A live version of REACT5 is deployed on Shiny Server which can be accessed

using a web browser on any desktop, laptop, tablet, or smartphone. Further, this deployed

version of REACT along with the recorded demonstration6 are used for understanding

educators perceptions on impact and usability of REACT.

3.5 Discussion

REACT’s main objective is to provide insights about learners at a glance to help instruc-

tors make decisions. The Overview tab provides highlights of the class using KPIs and

interactive plots. From this tab, it can be observed which students require more attention,

and where exactly students are struggling. In dashboards, KPIs play an important role

because, at a glance, they can help decision-makers to understand the performance or the

deviation from the set target [135]. Further, the recommendations provided based on hints

and incorrect responses can help the instructor understand more about the class. Overall,

the recommendations shown in Figure 3.4 make one thing clear; two topics (i.e., Mean and

Circle Graph) need major attention. REACT recommends providing additional materials

on these topics to the students. The performance plot, which is at the bottom panel, high-

lights the students with poor performance in orange color. In this way, this tab helps in

interpreting the class requirements by reflecting the teaching practices and needs of the

students for making decisions.

The Quick Analysis tab shown in Figure 3.5 assists in tracking learners’ responses in

real-time. The bar plots at the bottom panel show the percentage of incorrect responses

or hints used per concept. Based on the bar plot, it can be easily noted that the highest

number of incorrect responses were given for questions related to the Mean (28%) and the

5https://tinyurl.com/y7cbbbej
6https://www.youtube.com/watch?v=gEBuqvgEsqM
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lowest for the Scatter Plot (6.67%). Further, the students have used the largest number of

hints for the Mean (37.14%) and the lowest for the Scatter Plot (5.71%). The KPIs that

are presented at the top get updated in near real-time. This can help instructors estimate

the pace of the class.

The Scorecard tab is useful for analyzing the distribution of the score of the class using

interactive histogram & density plots. For example, Figure 3.6 indicates that four students

scored 6 points, while most of the students scored 5 points. Additionally, instructors can

download the plots in PNG format and the scorecard in CSV format, which can be very

helpful in keeping records of the learners.

On the AI tab as shown in Figure 3.7, we can observe three main clusters on the

dendrogram that are enclosed in yellow, blue, and green boxes. This helps the instructors to

understand which student is member of which cluster, and how this membership was formed.

The insights that are provided about the cluster analysis indicate what are the average scores

and the hints used in each clusters. These insights may assist in the interpretation of each

cluster. In this use case, the clusters represent high-performing students, average students,

and low-performing students. This interpretation may enable instructors to understand the

decisions made by the AI Component in non-technical terms. Further, the concept-wise

details for every cluster are included in textual and visual formats as well. These additional

details may help instructors while forming the study groups or groups for class activities.

These results may also help instructors in self-reflection and sense-making of their teaching

practices.

The context of instructors’ assistance tools may not be limited to variables correspond-

ing to quiz responses and hints; it could be potentially unbounded [136]. Context plays an

important role as it adds more relevance in the instructors’ decision-making process [137].

It is also possible to use the contextual variables within a dataset as features [138]. The

context that we used as an experiment in REACT includes the students’ attendance, pre-

vious activity submissions, timestamps of submissions, and residential areas. In the use
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case, an alert for student #16 is provided on the Overview tab, based on these parame-

ters, informing the instructor that the student was absent for three lectures and did not

participate in the past two activities. Furthermore, on the Public Health tab shown in

Figure 3.8, the residential areas of learners are used as context for showing important infor-

mation about COVID-19 exposure risk. This can be a valuable input for decision-making

on the format of the class, such as temporarily switching to online mode. Therefore, by

considering all these elements, REACT may be described as a real-time decision support

tool that incorporates explainability, interpretability, along with portability for showing dif-

ferent indicators of students, learning processes, and recommendations which may increase

efficiency in decision-making.
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Chapter 4: Understanding Educators Perceptions on

Experience and Usability of REACT

4.1 Introduction

The previous chapter discussed REACT’s objectives, its utilization and focused on the de-

sign and development aspects. This chapter presents a next step that emphasizes experiment

design for evaluations and insights obtained from these evaluations. The use of Artificial

Intelligence (AI) in education (AIED) brings innovation in instructional design, technology

development, and educational research beyond traditional educational modes [7, 139]. AI

shows better performance in computing [140] and also enhances human productivity in ed-

ucational settings by facilitating teaching, learning, and decision-making [7,141]. Recently,

Zhang and Aslan [17] explored six applications of AIED – chatbot, expert systems, intelli-

gent tutors or agents, machine learning, personalized learning systems, and visualizations

– and noted that it is essential to seek inputs from the educational communities/educators

for making advances in AIED. Additionally, a need for smart learning analytics tools has

been explored, which can help educators to improve and adapt their teaching by moni-

toring, understanding student’s progress, and identifying students who are struggling in a

particular topic [141]. One of the possible ways to achieve these objectives is by integrating

two applications of AIED - visualizations and Machine Learning (ML) – on a Learning

Analytics Dashboard (LAD). Chen et al. [142] noted that visualizations are one of the most

direct and effective ways to transfer and process knowledge by gaining insights into com-

plex data. Furthermore, cluster analysis – an unsupervised machine learning technique -

can help to find clusters of students in a classroom based on various student characteristics
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(learning style preferences, academic performance, behavioral interaction, etc.) that iden-

tify collaborative learning opportunities and at-risk students at an early stage [18]. In this

way, visualizations and Machine Learning (ML) can help achieve a better understanding of

teaching and learning.

To achieve this goal it is imperative that dashboards are evaluated comprehensively

using a human-centered process. Recent work though shows that evaluations are usually

limited to usability of a LAD [85, 143–145] and many LADs are not even evaluated [145],

making it an under-explored research area [107]. To bring the promise of LADs to fore, it is

imperative that they are evaluated primarily on their ability to fulfil the goal of providing

an understanding of teaching and learning and then their usability [145]. With regards

to AIED applications, which are mainly concerned with supporting human learning and

teaching [146], this implies that it is important to conduct evaluations from the perspective

of interpretability, and explainability [147]. In other words, the evaluation approach has to

human-centered. The human-centered AI is defined as “a perspective on AI and ML that

intelligent systems must be designed with an awareness that they are part of a larger system

consisting of human stakeholders, such as users, operators, clients, and other people in

close proximity” [148]. It combines visualizations and Human-Computer Interaction (HCI)

to enable experts to solve complex analysis tasks and brings attention to human factors

like trust as well as efforts during evaluations [149]. Further, Doshi-Velez and Kim [108]

recommends using an application-grounded approach of evaluation with domain experts

because it is the most realistic way of evaluation to understand a tool’s effect, impact, and

usability from the stakeholder’s role.

Therefore, by considering these factors REACT is evaluated using an application-grounded

approach with domain experts. Thus, this chapter answers two question: i) how can a visual

LA tool - REACT (Real-time Educational AI-powered Classroom Tool) - that incorporates

Visual Analytics (VA) and AI be helpful in classrooms?, and ii) how do educators from

different domains perceive the integration of VA and AI in real-time on REACT?
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4.2 Background

4.2.1 Prototypes

Figure 4.1: An example of low-fidelity (left) and high-fidelity (right) prototypes of an ap-
plication (Source: https://tinyurl.com/2whz42mp).

Prototypes are incomplete designs of a tool or product which are cheap but fast to

develop for experimentation purposes [150]. Design and development of a prototype is one

of the effective ways to communicate, discuss and evaluate ideas with stakeholders [45]. It

is also an integral part of iterative user-centered design approach [150]. Prototyping can be

defined as “an activity with the purpose of creating a manifestation that, in its simplest form,

filters the qualities in which designers are interested, without distorting the understanding
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of the whole” [151]. Prototyping can be done by considering two different philosophies –

evolutionary and throwaway [45]. Evolutionary prototyping utilizes engineering principals

for making a final product while throwaway prototyping uses prototypes as iterative process

which leads to the final design [45]. Further, prototypes broadly classified as low-fidelity

and high-fidelity as shown in Figure 4.1. High-fidelity prototype looks like a final product

which helps to get valuable feedback in real contexts from the stakeholders [152]. High-

fidelity prototypes can be used for exploration and test because they are fully interactive,

user-driven, and includes almost complete functionalities which can’t be done with low-

fidelity prototyping [152]. For High-fidelity vertical or horizontal prototyping can be done.

Vertical prototyping provides complete details only for a few functions while horizontal

prototyping includes a wide range functionality for only a few functions [45]. Additionally,

prototypes can help users to get a better impression of the user experience compared to

textual descriptions. Therefore, by considering above reasons a high-fidelity prototype of

REACT using horizontal prototyping is used for this study.

4.2.2 Usability and User Experience

The principal approach for understanding the quality of interaction in the field of Human-

Computer Interaction (HCI) is through the concept of usability [153]. Usability can be

defined as the “extent to which a system, product or service can be used by specified users

to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context

of use” [154]. Overall usability covers six goals - effectiveness, efficiency, safety, utility, learn-

ability & memorability [45]. Thus, it is important to ensure that the designed tool is fulfilling

these goals and satisfactory to users via usability testing [155]. Mortem Hertzum [156] ex-

plored six images of usability – (i) Universal usability (embracing the challenge of making

products for everybody to use), (ii) Situational usability (the quality-in-use of a product

in a specified situation with its users, tasks, and context of use), (iii) Perceived usability

(the user’s subjective experience of a product based on his or her interaction with it), (iv)

Hedonic usability (joy of use rather than ease of use, task accomplishment, and freedom
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of discomfort), (v) Organizational usability (group of people collaborating in an organiza-

tional setting), and (vi) Cultural usability (takes on different meanings depending on the

users’ cultural background) - and advised to understand usability by applying an alterna-

tive usability image to challenge the dominate image. There are three widely used methods

to preform usability testing – Think Aloud (TA), Heuristic Evaluation (HE) and Cogni-

tive Walkthrough (CW) [155]. TA method is a standard method in which participants are

asked to “think aloud” about their experience using the tool while an evaluator observes the

users and listens their thoughts [157]. Additionally, John Brooke [43] proposed a quick way

to measure usability based on the System Usability Scale (SUS) which can be interpreted

based on the scale provided by Bangor et al. [158]. SUS is a questionnaire-based approach

that can help to evaluate a tool for ensuring the satisfaction of goals of usability defined

by [45]. The other important consideration while performing usability testing is number of

participants. Dumas and Redish [159] suggested that 5 to 12 participants are acceptable

numbers for usability testing. At the same time, Nielsen and Landauer [160] showed that

five users could find as many usability problems as possible that can be found with more

participants. While Caine [161] advised conducting usability testing with 15 participants.

Thus, by considering all these factors, we performed evaluations with 33 participants using a

mixed TA method with System Usability Scale (SUS). In the SUS questionnaire, the 5-point

Likert response format from “Strongly agree” to “Strongly disagree” is used for collecting

responses. Further, during TA studies, Universal, Situational, and Perceived usability are

explored by explaining a situation, context and assigning tasks to different domain experts

while interacting with REACT.

Along with usability, it is also crucial to understand factors such as users’ feelings,

their motivation, expectations, satisfaction when using, looking, and opening or closing a

tool [45, 162]. This can be achieved by performing User Experience (UX) testing which is

defined as “person’s perceptions and responses resulting from the use and/or anticipated use

of a product, system or service” [154]. UX testing is a key factor for understanding the qual-

ity of a service or a product [163]. Usually, UX goals can be broadly classified as desirable
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and undesirable [45]. The desirable goal includes properties such as satisfying, helpful, mo-

tivation, cognitive stimulating etc. while undesirable goal consist of properties such boring,

unpleasant, frustrating, annoying etc. Further, Marc Hassenzahl [164] suggested to consider

pragmatic and hedonic aspects while performing UX testing. Pragmatic aspect deals with

how simple, practical and obvious it for the user to achieve their goals while hedonic aspect

deals with how evocative and stimulating the interaction is to the users [45]. UX testing

can be conducted using Surveys, Expert Evaluation and Mixed methods [165]. Surveys are

cheap and less time-consuming that can help to get feedback from users in a short amount of

time. On the other hand, expert evaluations are expensive and time consuming which pro-

vides subjective insights of experts based on their expertise. For this study we have used an

approach of conducting survey from experts. Further we evaluated REACT using a frame-

work [166] based on Kirkpatrick’s four level evaluation model [42]. This framework includes

four criteria – 1) Reaction (goal orientation, information usefulness, visual effectiveness,

user-friendliness, and appropriation of visual representation), 2) Learning (understanding

and reflection), 3) Behavior (increase in motivation and change in behavior), and 4) Result

(performance improvement and competency development). Additionally, a fifth criterion

which deals with understanding interpretability and explainibilty is developed due to use of

unsupervised learning (clustering). For understanding users’ attitudes on these five criteria

5-point Likert response format from “Strongly agree” to “Strongly disagree” is used.

4.2.3 Likert Scale

A Likert scale can be defined as “a set of statements (items) offered for a real or hypothetical

situation under study” and are used to rate the degree to which respondents agree or disagree

with a statement [167, 168]. Likert scale is developed by Rensis Likert which typically is

a 5 or 7 point ordinal scale [167]. In Human Computer Interaction (HCI) Likert scales

are commonly used to determine a person’s attitude or opinion on a topic [169]. The

studies [168, 170–173] suggested to use four to six points response format along with a

neutral midpoint for maintaining the reliability of a Likert scale. Further scores from single
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items are less valid, less accurate and less reliable [174, 175] while summated scores i.e.,

composite scores calculated from the multiple items for a participant on a Likert-type scale

are more reliable [49,50]. Therefore, it is recommended to use composites scores for including

complete and a reliable representation of a participant’s attitude [175,176].

Further, multi-item scales are “suitable for measuring latent characteristics with many

facets” [177]. Additionally, the Likert items within a Likert scale should be clear, concise and

measure the same idea [178,179]. Thus, it is utmost important to ensure the reliability of the

scale i.e., a scale should provide repeatable results from the same participants [169] which

in a broad sense refers to the consistency or precision of measurements [180]. There are

many methods for measuring reliability such as consistency over time, test-retest reliability,

coefficient of equivalence etc. but the most common method is Cronbach’s alpha [180].

Cronbach’s alpha is a number between 0 and 1. It describes inter-relatedness of the items

within an instrument which is the extent to which all the items in an instrument measures

the same concept [181]. A useful rule of thumb is - Cronbach’s alpha should be at least 0.7

or higher to ensure the reliability [182]. For this study we have followed the above guidelines

by keeping a neutral midpoint with five-point response format, using composite scores for

analyzing data and measuring the reliability of the instrument using Cronbach’s alpha.

4.3 Experiment Design

4.3.1 Participant Selection

After ethics review board approval, this study was conducted in online settings with thirty-

three (N = 33) educators from 9 public universities and one community college. Initially,

we used convenience sampling to solicit educators (n = 5) teaching a class/classes in the

Spring 2021 semester. We contacted these educators via the campus e-mail system. We

identified additional educators (n = 28) through snowball sampling. Most of the educators

(29 out of 33) hold Ph.D. and based on their expertise, were divided into three domains –

Engineering, Science, and Humanities & Social Sciences. The Engineering domain included
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10 educators (M = 8, F = 2), Science domain included 12 educators (M = 10, F = 2),

and Humanities & Social Sciences included 11 educators (M = 4, F = 7) in this study.

Overall fewer female domain experts participated in this study compared to male domain

experts, which matches the observation noted by Kelly Caine [161]. Further, complete

representation of the educators via our sample is impossible, given the nature of convenience

and snowball sampling [48], an effort was made to find a diverse group of educators, from

various universities and disciplines, with varying academic experience as well as ethnicity.

4.3.2 Procedure

Figure 4.2: The summarised study procedure that was used to understand educators’ per-
ceptions on experience and usability of REACT.

This main objective of this study was to understand educators perceptions on experience

and usability of REACT. This objective is achieved by using a hybrid approach of think-

aloud study and questionnaire as shown in Figure 4.2. Due to the current pandemic, it

was not possible to meet in a lab physically. Therefore, this study was conducted meeting

virtually in a private meeting room using Zoom. At the start of each meeting, the purpose

of the study, privacy, and confidentiality about the collected data was explained to the
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participants. In the next step, we introduced REACT to participants using the walkthrough

method, i.e., we explained and demonstrated different options and features they can use.

The purpose behind the walkthrough is for participants to get comfortable with the tool.

After that, a scenario was explained in which we requested to assume they are teaching

a class of Algebra and they have initiated an in-class activity. Next, we showed a short

simulation video1 of REACT for which we used publicly available 2009-2010 Skill-builder

ASSISTments data [134]. The motivation behind the simulation was to show participants a

demonstration of a practical use case scenario for the evaluation. Next, we provided access

to a web-based version of REACT and asked participants to freely interact with it. We also

requested them to share their thought with us while interacting and analyzing information

on REACT. Before ending the session, we requested participants to perform the following

two activities.

Activity 1: On the Overview tab identify the recommended topics for which additional

resources are needed.

Activity 2: Identify the cluster of low-performing students on the AI tab.

In the last step, we provided a link to an online questionnaire hosted on a server using

Qualtrics. In the end, the participants thanked for their participation and asked if they have

any questions. The details on comments and the overall interactions of the participants are

noted in a logbook.

4.3.3 Instrument

The survey instrument used for this study is motivated by Yoo et al. [166] and John

Brooke [43]. Yoo et al. [166] provided a framework for the assessment of visual educa-

tional tools based on four criteria: Reaction (goal orientation, information usefulness, visual

effectiveness, user-friendliness, and appropriation of visual representation), Learning (un-

derstanding and reflection), Behavior (increase in motivation and change in behavior), and

Result (performance improvement and competency development). Effectiveness, the fifth

1https://www.youtube.com/watch?v=gEBuqvgEsqM
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criterion, is developed to get insights on the interpretability, and explainability of REACT.

Further, the System Usability Scale (SUS) proposed by John Brooke [43] is also combined

with these five criteria. To understand more about the usefulness of REACT, we also asked

participants to give points (out of 5) to every tab based on their perception of utilization.

In the end, we included three open-ended questions to know – which other features par-

ticipants would like to see on REACT, which features they don’t want to see on REACT

and any additional comments about REACT. In this way total of 51 questions are used for

evaluations.

4.3.4 Limitations

There are several limitations to the research design that impact the study conclusions.

First, the number of participants from different domains might not be sufficient to gain

in-depth and comprehensive evaluations. However, there are lessons to be learned from

this study, highlighted in the Discussion section of this chapter. Second, results from this

study represent experiences and perspectives of educators at one moment in time. We

acknowledge that perceptions can change over time. Third, we used real-world data but

created a fictitious scenario for the evaluation of REACT. Further, we used COVID-19

infection rates as an example context on REACT. To generalize our findings, we should test

different scenarios from different domains and with different contexts. However, despite

these limitations, we believe that this study is an interesting first step to understand the

usability of model-agnostic explanations and the integration of context to support educators’

decision-making process. The results from this study may raise the awareness of utilizing

AI and context on a real-time tool.

59



Figure 4.3: Summarised comments from think-aloud experiment.
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4.4 Data Analysis

The assessment instrument (questionnaire) used for this study is developed by combining 6

Likert scales. Thus, it is essential to measure the reliability of collected data for understand-

ing the consistency or precision of measurements using Cronbach’s alpha [180]. Based on

the rule of thumb provided by Fraenkel & Wallen [182], the assessment instrument used for

this study satisfied the requirements for reliability. The calculated Cronbach’s Alpha values

for Reaction, Learning, Behavior, Result, Effectiveness, and SUS are 0.9, 0.7, 0.8, 0.8, 0.8,

and 0.9, respectively. In the following sub-sections, results from the think-aloud studies and

the questionnaire data are summarized. The summarized results of the think-aloud studies

are also visualized and shown in Figure 4.3.

4.4.1 Qualitative Data Analysis

This sub-section summaries the results from the think-aloud studies (n = 19). The total

time allocated to finish the study (think-aloud & questionnaire) was one hour. However,

during the think-aloud study, we observed that the comments given by the participants

started repeating after the 15th interview. Thus, we decided to stop conducting think-

aloud studies after nineteen interviews. Overall, the think-aloud study was conducted with

eight educators from the Science domain, four educators from the Engineering domain,

and seven educators from the Humanities & Social Sciences domain. For the rest of the

participants, i.e., 14 educators, the study was conducted with the same format, but we only

asked them to submit questionnaire responses. The summary of the results conducted from

this study is as follows.

General comments and activity patterns

In the think-aloud study, 14 participants out of 19 performed both the activities success-

fully, while five participants answered the second activity correctly but incorrectly answered

the first activity. In general, all the participants took more time to answer the first activ-

ity, and participants who answered incorrectly also got confused about finding the correct
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recommended topics. During this study, almost all the participants analyzed REACT by

moving from the Quick Analysis tab to the Public Health tab. However, two participants

first went on the AI tab, read all the details, and then started from the Quick Analysis

tab. Further, six participants viewed the Public Health tab but didn’t comment anything

about it. The other interesting observation during this study was that only two participants

clicked on the checkbox for pausing updates. Also, only one participant asked the purpose

of the dropdown menu for selecting in-class activities. All the other participants didn’t

make any comments about those aspects of REACT. Almost all the participants first hover

over the text, read recommendations based on incorrect responses and hints. After that,

the participants checked the Performance plot, and then they checked the alerts. The Key

Performance Indicators (KPIs) were observed more on the Quick Analysis tab than the

Overview tab.

After getting access to REACT, one participant from Engineering domain compared

it with iClicker and said, “it provides better interactive functionality,” while in the other

interview, one participant from the Humanities & Social Sciences immediately said, “it

mimics blackboard”. Two participants from Humanities & Social Sciences mentioned, “this

tool is useful for formative assessment compared to summative assessment.” One of them

also asked a question – “how can this be used for open-ended questions?”. In contrast, one

other participant from Humanities & Social Sciences, said, “it is good for linguistic courses

but less useful for classes like English composition”. Another participant from Humanities

& Social Sciences asked a question, “how to interpret count and score?” by hovering over the

bar plot on the Scorecard tab. In one interview, a participant from the Science domain asked

three questions – “what if there are no hints for the activity or assignment? bins are they

automatically chosen? 3 is a good number, but what about 2 clusters?”. Additionally, one

participant from the Engineering domain asked, “what if points are not equally weighted?

such as different questions weigh different points” while interacting with the performance

plot. At the end of the study, most (n = 8) participants appreciated introducing context in

a tool and provided some suggestions to use different contexts.
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Positive Responses

KPIs - All the participants found KPIs very useful, and one of the participants from

Humanities and Social Sciences mentioned, “the minimum KPI is useful for identifying

weaker students”.

Interactivity and Plots - The usability experiment indicated a positive response

for interactive visualizations. All the participants appreciated the interactivity of

the tool, especially the filtering and download features. Most of the participants

interacted with the Student Responses grid on the Quick Analysis tab and filtered

responses using the interactive legend. None of the participants tried the feature of

downloading the plots or table, but all of them appreciated having this functionality.

One of the Humanities and Social Sciences participants found the performance plot

especially useful for identifying students’ mastery of a topic and the Student Responses

grid for performing item analysis.

AI and Model-agnostic Explanations - Most of the participants found the AI tab

helpful and liked the utilization of clustering for grouping students. All the Partici-

pants appreciated the consistency of colors and the utilization of text for providing

information about the dendrogram. All the participants but especially participants

from the Humanities & Social Sciences found the text information on the AI tab

easy to read and understand. After looking at the AI tab, one participant from the

Humanities & Social Sciences commented, “It can also be useful for K-12 classes”.

Textual Recommendations and Alerts – Most of the participants found that the

recommendations on the Overview tab can help them achieve their objectives, and

the alerts make it easier to identify red flags about students.

Negative Responses

Interactivity and Plots - One participant from the Humanities and Social Sciences

found it challenging to interpret the quick analysis tab and mentioned, “it is hard
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[to interpret] without training”. Overall, the participant was slightly uncomfortable

while using the tool due to a lack of technical expertise. Another participant from

the same domain was a qualitative scholar, and she didn’t find the Student Responses

grid useful compared to other plots. One participant from the Science domain got

confused while exploring the Scorecard tab as he was searching for an option to show

all the records, but then he found it. The most interesting observation was that on

the scorecard tab density plot was difficult to understand for most participants, and

almost all the participants from Humanities & Social Sciences found it complicated

to interpret.

AI and Model-agnostic Explanations - One participant from the Engineering

domain didn’t find the bottom panel of the AI tab (hints and incorrect responses

for every cluster) helpful. In comparison, one participant from the Humanities &

Social Sciences domain found it useful but difficult to interpret. A participant from

Humanities and Social Sciences found the AI tab least useful as most of the time their

students submit essays in responses. Two participants clicked on the dendrogram,

thinking it is interactive, but later they understood it is not. One participant from

the Engineering domain found that reading the details about every cluster is time-

consuming in text format and suggested using other techniques to provide details on

clusters. One participant from the Science domain found real-time updates are less

important if the tool can be used for decision-making in the end. Two participants

from the Science domain informed that the information on the AI tab is wordy and

can be better to change the text structure.

Textual Recommendations and Alerts - One participant from the Engineering

domain found texts on the Overview tab confusing, especially the orange parts he

thought were clickable. Two participants thought the orange texts, which highlights

topics in alerts and recommendations, are clickable. They clicked their multiple times

to see if it shows anything.
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Suggestions

KPIs

a. Replace mean KPI with the median/mode score KPI as it is more robust to

outliers.

Plots

a. Use counts instead of percentages in the bar plot on the quick analysis tab for

ease of understanding.

b. Remove density plot or use it with histogram for increasing usability and read-

ability.

Customizability and Interactivity

a. Add a sorting functionality and control for setting a minimum score threshold

instead of 5 points for the performance plot.

b. Change default hover to a finger or a hand icon.

c. Make the dendrogram interactive, and it should highlight a cluster when someone

clicks on it.

d. Connect the plots on the Quick Analysis tab with results based on clusters.

e. Provide control to move students’ data which can help do custom grouping on

the Quick Analysis tab.

f. Add a duration column in the Scorecard table to understand the time taken by

students to answer the questions and an interactive column to validate the action

by using checkboxes.

AI and Model-agnostic Explanations

a. Provide a breakdown or a report of students for every cluster based on hints and

incorrect responses.
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b. One participant from the Humanities & Social Sciences suggested including ad-

ditional information like English-speaking students, non-English speakers, or dis-

abled students in the clustering process.

c. One participant from the Humanities and Social Science indicated caution while

interpreting low-performance cluster and suggested replacing “low-performing

students” with “making progress towards mastery”.

d. Make the boundaries of the dendrogram thicker to increase its visibility.

Textual Recommendations and Alerts

a. Change the text in alerts and recommendations to “The top 2 categories or

concepts are . . . .” which can help to add more information about topics if needed.

Other Suggestions

a. A detailed report on students making more mistakes may help in course improve-

ment and remove complicated questions.

b. It can be a good idea to provide a help tab/page for understanding different

functions of REACT and provide information on what AI is doing on the AI tab.

c. Consider the scalability aspect in the design, which is needed for the large size

classes.

d. A participant from Humanities & Social Sciences suggested adding reflective

questions such as what it tells me about instructions or lessons I teach? Or what

to do differently?

e. Some suggestions about context are noted, such as utilizing academic loads of

students, student’s status (full time/part time) for providing recommendations,

and a menu for selecting different contexts. One participant also suggested

providing alerts and other information published by the university as context.

While another participant suggested using information about the first or second-

generation student as context.
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The collected comments are also categorized based on presentation, decision-making,

and personalization, shown in Table 4.1. The presentation category summarizes the com-

ments on interactive plots, dynamic table, dendrogram and other interactive features. The

decision-making category summarizes comments about clustering, alerts, recommendations,

and KPIs. The personalization category summarizes the comments on additional needs and

improvements on REACT based on educators’ specific fields.

4.4.2 System Usability Scale (SUS) Scores and Usefulness

The SUS scores for all the participants are displayed in Figure 4.4. The average SUS score

for REACT based on all the responses (N =33) was calculated as 75.37 points. Based

on the interpretation REACT is Acceptable and the adjective rating is between Good

& Excellent as shown in Figure 4.5. The lowest (35 points) SUS score is noted by a

participant from Humanities & Social Sciences while highest (97.5 points) SUS score is

noted by two participants from the Science domain. The average SUS scores are 77 points,

78.86 points, and 70.83 points for Engineering, Science and Humanities & Social Sciences

domains respectively. Overall, REACT seems to be Acceptable based on the responses from

Engineering and Science domain participants. It also indicates adjective rating between

Good & Excellent. On the other hand, REACT seems to Marginal (High) based on the

responses from the Humanities & Social Sciences domain which indicates adjective rating

between OK & Good as shown in Figure 4.6.

Additionally, we also requested all the participants to score different tabs of REACT

between 0 to 5. Here, 0 is the lowest score and 5 is the highest score. From Table 4.2, it can

be observed that overall the highest mean score (4.51 points) is noted for the Quick Analysis

tab, while the lowest score (3.21 points) is noted for the Public Health tab. This observation

is true for all the domains except Humanities & Social Sciences for which Overview and

Quick Analysis tabs both scored equal points. The participants from the Science domain

allocated on average more points to AI tab compared to other domains. On the other

hand, on average participants from Humanities & Social Sciences allocated equal scores to
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Overview and Quick Analysis tabs.

Figure 4.4: The average SUS score for REACT is 75.37 points. The highest SUS score is
calculated for the Science domain while the lowest SUS score is calculated for Humanities
& Social Sciences.

Table 4.2: The Quick Analysis tab scored the highest mean score (4.51 points), while the
Public Health tab scored the lowest mean score (3.21 points).

Tab Overall Science Engineering Humanities & Social Sciences

Overview 4.45 4.54 4.3 4.5

Quick Analysis 4.51 4.63 4.4 4.5

Scorecard 3.57 4 3.4 3.33

AI 4.03 4.18 4.1 3.83

Public Health 3.21 3.18 3.7 2.83
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Figure 4.5: Overall, REACT is Acceptable, and the adjective rating is between Good &
Excellent.

Figure 4.6: The adjective rating of REACT for Science and Engineering domains is between
good & Excellent. On the other hand, for the Humanities & Social Sciences domain, the
adjective rating is between OK & Good.

4.4.3 Quantiative Data Analysis

Studies have [174,175] indicated that scores from single likert items are less valid, less accu-

rate and less reliable while composite scores are more reliable [49, 50, 175, 176]. Therefore,

the results in this section are represented in terms of mean composites scores. The infor-

mation on questions and domain-wise responses are included in the form of Likert plots in

the Appendix.
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Table 4.3: The overall mean composite scores from the questionnaire indicate REACT
fulfills all (Reaction, Learning, Behaviour, Result, and Effectiveness) criteria.

Criteria Domain
Mean Composite
Score

Mean Acceptance
Score

Reaction

All 68.42

64
Science 69.02
Engineering 68.2
Humanities Social Sciences 68

Learning

All 17.09

16
Science 17.45
Engineering 17.2
Humanities Social Sciences 16.67

Behavior

All 16.52

16
Science 17.18
Engineering 16.9
Humanities Social Sciences 15.58

Result

All 12

12
Science 12.27
Engineering 11.5
Humanities Social Sciences 12.08

Effectiveness

All 24

24
Science 25
Engineering 24.6
Humanities Social Sciences 22.58
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Composite Scores

Table 4.3 shows the mean composite scores for the collected data from 33 participants.

There were 16, 4, 4, 4, 3, and 6 questions included in the Reaction, Learning, Behavior,

Results and Effectiveness criteria respectively. The mean accepted score for every criterion

is also included in Table 4.3. These results sheds light on the perception of REACT from

different domain experts for understanding its effect on their experience. From the mean

composite scores, it can be seen that, overall the mean composite scores are reflecting

satisfaction of REACT for all the criteria. The participants from the Science domain scored

the highest mean composite scores for all the criteria compared to other domain participants.

Further, for Science domain participants the mean composite scores are higher than the

mean acceptance score for all the criteria. The mean composite scores for the engineering

domain crosses the mean acceptance scores for all the criteria except Result. Similarly, the

mean composite scores for the Humanities and Social Sciences domain crosses the mean

acceptance scores for the Reaction, Learning and Result criteria.

Correlation Analysis

One of the ways to quantify the relationship between usability and other criteria can be

with correlation analysis. The correlation analysis is performed in three steps. First, the

composite score of every participant for every criterion is calculated. Next, the Pearson’s

correlation coefficients are computed between composite scores of criteria and SUS. In the

end, the calculated coefficients are tested with 95% level of significance using two tailed

hypothesis tests for identifying significant relationship. The null and alternate hypothesis

are as follows.

Null Hypothesis: There is not a statistically significant correlation.

Alternate Hypothesis: There is a statistically significant correlation.

Table 4.4 shows the correlation results for all the participants. Based on 95% level

of significance if the absolute value of correlation coefficient is above .344 then there is

statistically significant relationship. The results indicate significant positive correlation of
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SUS with Reaction (r(31) = .57, p < .05), Learning (r(31) = .663, p < .05), Result (r(31)

= .420, p < .05), and Effectiveness (r(31) = .427, p < 05). The results for the Science

domain are shown in Table 4.5. From the results it can be seen that based on the 95% level

of significance there are no criteria which shows statistically significant relationships with

the SUS.

Table 4.4: Overall, SUS shows significant positive correlations with Reaction, Learning,
Result, and Effectiveness criteria.

Reaction Learning Behavior Result Effectiveness SUS

Reaction 1 0.728 0.302 0.715 0.710 0.574

Learning 0.728 1 0.127 0.420 0.645 0.663

Behavior 0.302 0.127 1 0.338 0.106 0.147

Result 0.715 0.420 0.338 1 0.469 0.420

Effectiveness 0.710 0.645 0.106 0.469 1 0.427

SUS 0.575 0.663 0.147 0.420 0.427 1

Table 4.5: The results for the Science domain indicate that none of the variables shows
statistically significant relationships with the SUS.

Reaction Learning Behavior Result Effectiveness SUS

Reaction 1 0.746 0.616 0.797 0.719 0.208

Learning 0.746 1 0.524 0.520 0.504 0.549

Behavior 0.616 0.524 1 0.802 0.364 0.122

Result 0.797 0.520 0.802 1 0.698 0.235

Effectiveness 0.719 0.504 0.364 0.698 1 0.265

SUS 0.210 0.549 0.122 0.235 0.265 1
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Table 4.6: The Engineering domain shows a significant positive correlation of SUS with
Reaction criterion.

Reaction Learning Behavior Result Effectiveness SUS

Reaction 1 0.544 0.792 0.644 0.703 0.648

Learning 0.544 1 0.781 0.063 0.651 0.413

Behavior 0.792 0.781 1 0.408 0.621 0.564

Result 0.644 0.063 0.408 1 0.132 0.380

Effectiveness 0.703 0.651 0.621 0.132 1 0.373

SUS 0.648 0.413 0.564 0.380 0.373 1

Table 4.7: The Humanities & Social Sciences domain shows a significant positive correlation
of SUS with Reaction, Learning, and Result criteria.

Reaction Learning Behavior Result Effectiveness SUS

Reaction 1 0.833 0.106 0.726 0.769 0.778

Learning 0.833 1 -0.093 0.636 0.675 0.772

Behavior 0.106 -0.093 1 0.220 -0.152 0.026

Result 0.726 0.636 0.220 1 0.678 0.657

Effectiveness 0.769 0.675 -0.152 0.678 1 0.439

SUS 0.778 0.772 0.026 0.657 0.439 1

The results for the Engineering domain are displayed in Table 4.6. Based on 95% level

of significance if the absolute value of correlation coefficient is above .632 then there is

statistically significant relationship. Based on the 95% level of significance Reaction (r(8)

= .648, p <.05), shows statistically significant relationships with the SUS.

For the Humanities and Social Sciences domain based on 95% level of significance if the

absolute value of correlation coefficient is above .602 then there is a statistically significant

relationship. Based on results displayed in Table 4.7 it can be seen that the Learning (r(9)

= .833, p <.05), Result (r(9) = .726, p <.05), and Effectiveness (r(9) = .769, p <.05) shows

statistically significant relationships with the SUS.
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4.5 Discussion

User Experience

Reaction - The result from the questionnaire on the Reaction criterion indicates ed-

ucators feel that REACT can help monitor goal-related activities and fulfill teaching

goals. Further, there is also no disagreement with a proper visual representation of

data on REACT, which enables rapid perception and helps users to check the informa-

tion at a glance. This may indicate that educators from different domains may share

similar views on goal orientation, information usefulness, and appropriation of visual

representation. For the other aspects - visual effectiveness and user-friendliness – some

disagreements can be observed. However, they are not sufficient to conclude that edu-

cators share significantly different views except in the customization of context. This

coincides with the results from usability tests.

Learning - The second user experience criterion for evaluation is Learning, which

deals with understanding and reflection. It has been observed during usability study

that educators from Science and Engineering domains were very comfortable while

using and understanding the different features of REACT. In contrast, it took more

time for educators from Humanities & Social Sciences to get familiar with the inter-

face and to understand the different features of REACT. One of the reasons for this

can be that the evaluation scenario was math-oriented, and some participants from

Humanities & Social Sciences found it challenging to understand. A similar pattern

is also observed from the questionnaire. The data indicates no disagreement from

educators from Science and Engineering domains for Learning. In contrast, some dis-

agreements can be seen from Social Sciences educators on understanding and learning

aspects. Thus, this may expose a need to use different scenarios for testing a LAD.

This may also indicate that educators’ views from the Humanities & Social Sciences

domain slightly differ from the Science and Engineering domains educators.
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Behavior - The third user experience criterion for evaluation is Behavior which mea-

sures motivation and change in behavior. Most of the educators from all three domains

find information on REACT useful for student management and planning as well as

managing teaching activities. There is no disagreement about it from Humanities &

Social Sciences educators. Some disagreements from Science and Humanities & Social

Sciences educators are observed for the questions based on a behavior change. From

most of the engineering educators’ perspectives, they think REACT can help them

to motivate and bring changes in their behavior. Thus, for the Behavior criterion,

educators from Science and Humanities & Social Sciences show a similar perspective

compared to educators from the Engineering domain.

Result - The fourth user experience criterion for evaluation is Result, and it measures

performance improvement and competency development. For this criterion, there is no

disagreement from the Humanities & Social Sciences educators. Most of them agree

that REACT can help them increase self-management skills, achieve instructional

goals, enhance teaching performance, and improve their teaching skills. In contrast,

Science and Engineering educators disagree with increasing their self-management

skills, enhancing teaching performance, and improving their teaching skills. Thus,

this may indicate that the perspective of Science and Engineering educators may be

similar for the Result criterion.

Effectiveness - The final user experience criterion is Effectiveness which deals with

interpretability, and explainability. The educators from Science and Engineering do-

mains find alerts and recommendations generated by REACT are easy to understand,

interpretable, and trustworthy. There is no disagreement for these aspects from Sci-

ence and Engineering Educators. In contrast, some disagreement from the Humanities

& Social Sciences educators is noted for the same aspects. Additionally, some level of

disagreement is also observed for understanding the process of clustering with visual

and textual explanations from all three domains. Thus, Science and Engineering ed-

ucators may think similarly about interpretability compared to Humanities & Social
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Sciences educators.

Therefore, by considering overall responses, we may say that educators from the Science

and Engineering domains perceive user experience similarly. In contrast, the educators from

the Humanities & Social Sciences domain have a slightly different perception.

Usability & Usefulness

The perception of usability can also be analyzed from the data collected from think-aloud

experiments and questionnaires. During the think-aloud study, it was observed that 5 par-

ticipants incorrectly answered the first activity. Also, most of the participants were confused

while answering the first activity. These patterns may indicate a problem with identifying

the recommendations on REACT and may also reflect a need to change the wording or

structure to increase usability. Further, most of the Humanities & Social Sciences par-

ticipants found interpreting plots difficult, but they were very comfortable with textual

information. On the other hand, all the educators from Science and Engineering domains

were comfortable with analyzing plots and interpreting insights from them. The interesting

observation was with a density plot. All the Humanities & Social Sciences domain partici-

pants found it very difficult to understand and interpret a density plot. In contrast, most of

the participants from the Science and Engineering domains found it easy to understand but

not helpful. Similar patterns can also be observed from the responses of the SUS question-

naires. The responses to the SUS questionnaire are included in Appendix. When we asked

the educators about their opinion on using REACT frequently, half of the educators from

the Humanities & Social Sciences domain were neutral, and some disagreed using REACT

frequently. In contrast, all the educators from Science and Engineering domains would like

to use REACT frequently. This may indicate that educators from Humanities & Social

Sciences have different perceptions about the effectiveness and utility of REACT compared

to educators from the Science and Engineering domains.

Next, we asked opinions about their confidence while using REACT and learning to

use REACT very quickly. We found that some of the educators from the Humanities &
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Social Sciences domain were not confident enough to use REACT and thought that they

couldn’t learn to use REACT very quickly. In contrast, all the educators from the Engi-

neering domain think that they are confident and learn to use REACT very quickly. Similar

patterns are also observed from the Science educators, but a few educators were neutral

when asked about their confidence in using REACT. These patterns may expose the learn-

ability aspect of REACT, and Science and Engineering educators indicate similar patterns

on the learnability compared to Humanities & Social Sciences educators. The results don’t

indicate much difference in opinions for the remaining usability aspects – memorability and

efficiency. These patterns of usability can also be verified from the average SUS scores. It

can be seen that the average SUS scores for Science (78.86) and Engineering (77) domains

are very close compared to Social Sciences (70.83) domain. Thus, this may indicate that

usability for Science and Engineering educators is similar to Humanities & Social Sciences

educators. Additionally, the perception of effectiveness, utility, and learnability may be sig-

nificantly different for educators from Humanities & Social Sciences than the Science and

Engineering educators.

Finally, the data collected about usefulness indicates that the Quick Analysis tab is

most useful, and all the domain experts indicate agreement via collected data. The reason

can be that this tab is available at the beginning of the in-class activity, which provides

sufficient insights about students to educators. The second most useful tab on REACT is

the Overview tab. This can be because the Overview tab provides a high-level summary

of the class and alerts & recommendations. This information may help educators in the

end while making decisions. This information may also indicate successful integration of

interactive visualizations, KPIs, textual-template recommendations, and alerts. The third

useful tab is the AI tab, which scored higher than 4 points from Science and Engineering

participants. In contrast, participants from Humanities & Social Sciences on average scored

it less than 4. This data may indicate that the AI tab needs some improvement if it needs

to be used by educators from Humanities & Social Sciences. In the end, the Scorecard and

Public Health tabs scored on average less than 4 points. This may be because of the density
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plot on the Scorecard tab and the utilization of the Covid-19 infection rate as a context on

the Public Health tab. Thus, it may be essential to increase the usefulness by removing the

density plot and utilizing more relevant context in REACT.

Relation between usability and other criteria

It has been seen that SUS scores show significant positive correlations with Reaction, Learn-

ing, Result, and Effectiveness. This may indicate that these four criteria might significantly

affect the usability of a LAD. The correlation analysis also indicates significant positive

correlations of Reaction with Learning, Result, and Effectiveness. Similar patterns of cor-

relations can also be seen for the Learning, Result, and Effectiveness. Thus, these patterns

may indicate that focusing on one criterion from Reaction, Learning, Result, or Effective-

ness during the development of a LAD might positively affect the other three, which again

may affect usability.

Similarly, the usability can also be quantified using correlation analysis for Science,

Engineering, and Humanities & Social Sciences domains. There is no significant correlation

of any of the criteria with the SUS score for the Science domain. However, Reaction indicates

a significant positive correlation with Learning, Behavior, Result, and Effectiveness. In

contrast, the other variables show some significant positive correlations with some criteria

but not with all. Thus, we may say that these criteria may or may not affect SUS score

and thus usability. For the Engineering domain, the SUS score shows a significant positive

correlation with Reaction. The Reaction also indicates a significant positive correlation with

Behavior, Result, and Effectiveness, while Learning shows significant positive correlations

with Behavior and Effectiveness. This result may be interpreted as the Reaction criterion

might positively affect the SUS score and thus usability. Lastly, the Humanities & Social

Sciences domain educators show significant positive correlations of SUS score with Reaction,

Learning, and Result criteria. Further, the Reaction criterion also indicates significant

positive correlations with Learning, Result, and Effectiveness, while Behavior doesn’t show

any significant relationship with any other criterion. Therefore, considering all the results,
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we may say that the useability of a tool is quantified chiefly using the Reaction criterion.

Also, if a LAD needs to be developed only for educators in the Science domain, it may be

essential to provide more attention to Reaction and Learning criteria, but it may not affect

usability.
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Chapter 5: Conclusion and Future Work

Figure 5.1: Three research questions in this work are divided into two parts - A and B. Part
A of this work focus on simulation while Part B focuses on development, and evaluations.
This diagram also highlights essential concepts utilized to answer research questions.

This work contributes to the LA domain, and the primary focus of this work is on

understanding the effects of a visual LA tool on educators. This objective is achieved by

developing a visual LA tool to support data-driven decision-making and understanding its

impact on educators. To achieve this objective, three research questions are proposed and

answered. These three research questions are mainly divided into two parts - Part A: (i)

simulation, and Part B: (i) development, & (ii) evaluation - as indicated in Figure 5.1. The

Part A of this work that focuses on simulation is essential because the ABM approach is

not commonly used in education. Further, the results from Part B help to improve visual

LA tools and provide a better understanding of educators’ perceptions. The following

sections present the conclusions derived from the research questions, lessons learned during

evaluations, and future research directions.
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5.1 Conclusions

The first research question - If educators used a LA tool for advising what effect will it have

on graduation rates? - focused on the simulation approach and helped to understand the

effects of a LA tool on graduation rates. This research question is based on the hypothesis

- If educators used a LA tool with alert and recommendation components, then it can help

to increase the college graduation rate. To test this hypothesis, four different situations

are simulated by developing an ABM. The rules in the ABM were based on the average

SAT scores and core courses for the Department of Physics and Astronomy at a large

public university. The results based on 100 simulations using 100 agents indicated that the

average graduation rate for the baseline situation is 61.38%. This result is then compared

with other situations using paired t-tests. The paired t-tests indicated that the alerts on a

LA tool might increase the average graduation rate up to 0.71%, while recommendations

may not always be helpful. Further, the results also indicated that a combination of alerts

recommendations could gradually increase the graduation rate up to 0.73%, suggesting

that it may provide positive results. These results reflect an encouraging positive effect

and shows that alert & recommendation components might help to increase the college

graduation rate. Thus, in conclusion, the results from the RQ1 confirm H1.

The positive results from the simulation experiment motivated the design and develop-

ment of a Learning Analytic Dashboard (LAD) - a visual LA tool - for educators. Part B,

as shown in Figure 5.1, focused on the development and evaluation elements. The second

research question - How can a visual LA tool - REACT (Real-time Educational AI-powered

Classroom Tool) - that incorporates Visual Analytics (VA) and AI be helpful in class-

rooms? - is answered by conducting think-aloud experiments with 19 educators. First, a

high-fidelity prototype of REACT is developed, which shows one way to integrate VA and

AI. It also indicates a possible way to combine model-agnostic explanations for clustering

and context to support educators’ decision-making process. To understand the usefulness

of REACT in the classrooms, a demonstration of a use-case scenario based on real-world

data - ASSISTments dataset - is recorded. This demonstration and the deployed version of
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REACT are used in a think-aloud experiment - a qualitative research technique. The results

conclude that REACT is more useful and suitable for Science and Engineering educators.

These experiments also exposed that educators from Humanities & Social Sciences prefer

text over visualizations and numbers.

The third research question - How do educators from different domains perceive the

integration of VA and AI in real-time on REACT? - is answered by using the survey research

technique. This research question is based on the hypothesis - If educators from different

domains use REACT, then they show a similar perception based on Kirkpatrick’s four-level

evaluation model. To test this hypothesis, responses were collected from 33 educators. The

results indicated that the educators from Science and Engineering noted similar perceptions

for four criteria - Reaction, Learning, Behaviour, and Effectiveness. Also, for the usability of

REACT, the educators from Science and Engineering domains showed very close SUS scores.

Thus, based on Kirkpatrick’s four-level evaluation model, the results reflect that Science

and Engineering educators show similar perceptions of Reaction, Learning, and Behaviour

compared to Humanities & Social Sciences educators. In conclusion, the collected data

doesn’t provide sufficient evidence to accept H2.

Further, to verify H3 - The participants’ scores on usability have significant correlations

with Reaction, Learning, Behavior, Result, and Effectiveness criteria - the descriptive cor-

relation research technique is used. The goal was to understand strength of correlations

between SUS scores, Kirkpatrick’s four-level evaluation model, and effectiveness for a vi-

sual LA tool. Overall, the results from the correlation tests indicate significant positive

correlation of SUS scores with Reaction (r(31) = .57, p < .05), Learning (r(31) = .663, p

< .05), Result (r(31) = .420, p < .05), and Effectiveness (r(31) = .427, p < 05). Thus, in

conclusion, these results don’t provide sufficient evidence on the relationship of Behavior

with SUS, which leads to the rejection of H3. Furthermore, the results from the think-aloud

and questionnaire experiments verifies that there is no one-size fit solution for a visual LA

tool.

83



Thus, following three keys takeaways can be highlighted based on think-aloud and ques-

tionnaire experiments: 1) Educators from the Science and Engineering domains perceive

user experience similarly. In contrast, the educators from the Humanities & Social Sciences

domain have a slightly different perception. 2) For usability, the perception of effectiveness,

utility, and learnability may be significantly different for the Humanities & Social Sciences

educators than the Science and Engineering educators. Further, the data doesn’t indicate

much difference in opinions for memorability and efficiency. 3) Based on the correlation

analysis, the results from this study shows that the usability of a visual LA tool might be

described mainly using the Reaction criterion.

5.2 Lessons Learned

The analyzed results indicated educators’ positive experience while using REACT and un-

derstanding cluster analysis with the help of Model-agnostic explanations. Therefore, six

important lessons from this study are given below, which may help future researchers to

design visual LA tools.

Lesson 1: Interactivity was well appreciated on REACT by all the educators. Thus, it is

helpful to include interactivity to increase the usability of a LAD. The minimum interactivity

on a LAD can be provided by incorporating interactive visualizations, filters, and download

features. These features can be integrated using plotly, highcharter, etc.

Lesson 2: The results indicated that educators like to review KPIs, and it might have

shown a positive effect on the Reaction criterion. Thus, KPIs should be included in a LAD.

Lesson 3: It was observed that the educators from Science and Engineering domains

prefer plots for interpretation while educators from Humanities & Social Sciences prefer

texts. Therefore, a balance between visualization and text needs to be maintained based on

the users. Further, the technological knowledge gap needs to be considered while developing

technology-focused tools for the Humanities & Social Sciences educators.

Lesson 4: It is essential for AI-based LADs to include model-agnostic explanations via
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visualizations and texts. This may help to provide better interpretability (predictions,

recommendations, alerts, etc.).

Lesson 5: Contexts and scenarios can affect users’ experience and usability of a tool. Thus,

it may be better to use different contexts and user-based scenarios while testing the tool.

Lesson 6: The density plots are challenging to interpret and may not be usable. Thus, the

results suggest avoiding using density plots on LADs.

5.3 Future Directions

In the future, the research could go in two directions. The first direction could focus on

ABM - improvement, validation, and verification - which may help to make the results

generalizable. The second direction could concentrate on the improvement and deployment

of REACT. The details on these aspects are provided below.

5.3.1 Agent-based Model (ABM)

The ABM is developed for the Science domain for the simulation experiment based on the

Department of Physics and Astronomy’s core courses. The results from this ABM are not

generalizable to other disciplines and departments. Thus, this ABM could be improved

by utilizing data from different domains and departments in the future. Further, student-

student interactions and other student dynamics, such as student enrollment in the spring

semester, continuing education, etc., could be used for the model enhancement. This may

also help in the validation and verification of the model. Additionally, the average college

graduation rate is currently used as a metric for model evaluation. In the future, alternative

metrics such as the number of semesters left before graduation or a similar kind of metric

for judging the system’s effectiveness could be used in addition to the average graduation

rate.
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5.3.2 Improvement and deployment of REACT

In this work, the evaluation experiments were performed with a small sample size which

may not be sufficient to gain in-depth and comprehensive insights, especially from the Hu-

manities & Social Sciences domain. Also, the results showed that a visual LA tool is not a

one-size-fits-all for the different domains. Thus, it will be crucial to collect more data from

Humanities & Social Sciences educators and implement the feedback. This can help to de-

velop a second version of REACT, specialized for the Humanities & Social Sciences domain.

Next, this work focuses on Kirkpatrick’s four-level evaluation model, but the literature also

indicated the Learning Analytics Process Model (LAPM) framework for performing eval-

uations. Thus, it will be insightful to use the LAPM framework in the assessment in the

future that could shed light on the relationship between LAPM, Kirkpatrick’s four-level

evaluation model, and SUS. Finally, it is also essential to give attention to the scalability

aspect, the accuracy of clustering structure with high-dimensional data, and validating its

user experience. This could help to deploy REACT that can assist educators in data-driven

making in classrooms.
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Appendix A: Questionnaire

The following questions are based on reaction criterion which measure

goal-orientation, information usefulness, visual effectiveness, appropriation of

visual representation, and user friendliness.

1. REACT helps to fulfill your teaching goals by presenting the specific information.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

2. REACT helps the user monitor goal-related activities.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

3. REACT displays the information that the user wants to know.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree
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4. The overview tab on REACT include all or most of the essential information.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

5. REACT fits on a single computer screen.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

6. REACT presents visual information that the user can scan at a glance.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

7. Visual elements on REACT are arranged in a way for that enables rapid perception.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree
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� Strongly disagree

8. REACT includes proper graphical representations of the data.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

9. Plots on REACT appropriately represent the scales and units.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

10. REACT delivers information in a concise, direct and clear manner.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

11. REACT uses appropriate pre-attentive attributes such as form and color.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree
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� Somewhat disagree

� Strongly disagree

12. REACT displays information correctly on both desktop computers and mobile devices.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

13. REACT is easy to access.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

14. REACT is customized based on the instructor’s context.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

15. REACT has intuitive interface and user-friendly menus.

� Strongly agree

� Somewhat agree
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� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

16. REACT allows the user to explore more information that is embedded or hidden on a

single page (such as the information that appears when hovering over an interactive

plot).

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

The following questions are based on learning criterion which measure

understanding and reflection.

17. A user understands what the visual information on REACT implies.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

18. A user is able to compare the student’s status or position in relation to the overall

activity patterns.

� Strongly agree

� Somewhat agree
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� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

19. A user can monitor the student’s learning process consistently based on the informa-

tion present on REACT.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

20. A user can compile the information on REACT that is related to his/her teaching

activity.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

The following questions are based on behavior criterion which measure increase in

motivation and change in behavior.

21. A user is motivated to be engaged in studying his/her teaching approach as he/she

reviews REACT.

� Strongly agree

� Somewhat agree
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� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

22. A user can make plans for his/her teaching and students’ management (forming groups

in class etc.) based on the information shown on REACT.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

23. A user can manage his/her teaching activities (giving extra questions, reading material

etc.) based on REACT.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

24. A user can make changes in teaching interventions as he/she monitors the information

on REACT.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree
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The following questions are based on result criterion which measure performance

improvement and competency development.

25. REACT can help the user to achieve their instructional goal.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

26. REACT can enhance the user’s teaching performance and improve their teaching

skills.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

27. REACT enhances the user’s self-management skill.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree
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The following questions measure the effectiveness of REACT from interpretability,

and explainability point of view.

28. Textual information on REACT such as recommendations, alerts, as well as other

information is easy to understand.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

29. REACT provides interpretable insights about the students in the classroom.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

30. Visual and textual explanations are interpretable enough to understand the process

of clustering.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

31. I can trust the recommendations provided by REACT.
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� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

32. I can trust the alerts provided by REACT.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

33. The number clusters of students generated by REACT are trustworthy for making

important decisions.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

The following questions are based on the System Usability Scale (SUS), which

helps to measure the REACT’s usability.

34. I think that I would like to use this application frequently.

� Strongly agree

� Somewhat agree
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� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

35. I found the application unnecessarily complex.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

36. I thought the application was easy to use.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

37. I think that I would need the support of a technical person to be able to use this

application

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

38. I found the various functions in this application were well integrated.

97



� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

39. I thought there was too much inconsistency in this application.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

40. I would imagine that most people would learn to use this application very quickly.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

41. I found the application very cumbersome to use.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree
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42. I felt very confident using the application.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree

43. I needed to learn a lot of things before I could get going with this application.

� Strongly agree

� Somewhat agree

� Neither agree nor disagree

� Somewhat disagree

� Strongly disagree
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Please rate the usefulness of different tabs of REACT out of 5 points, where 5

means most useful, and 1 means least useful.

44. Tab 1 - Overview

� 1

� 2

� 3

� 4

� 5
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45. Tab 2 - Quick Analysis

� 1

� 2

� 3

� 4

� 5
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46. Tab 3 - Scorecard

� 1

� 2

� 3

� 4

� 5
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47. Tab 4 - AI

� 1

� 2

� 3

� 4

� 5
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48. Tab 5 - Public Health

� 1

� 2

� 3

� 4

� 5

Open ended questions.

49. Which other information would you like to see in REACT?

50. Which information would you not like to see in REACT?

51. Any additional comments on any aspect of REACT
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Appendix B: Questionnaire Responses

B.1 Responses on Reaction Criterion
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The overview tab on REACT include all or most of the essential information. (n = 33)

REACT helps to fulfill your teaching goals by presenting the specific information. (n = 33)

REACT helps the user monitor goal−related activities. (n = 32)

REACT fits on a single computer screen. (n = 33)

REACT displays the information that the user wants to know. (n = 33)
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Visual elements on REACT are arranged in a way for that enables rapid perception. (n = 33)

REACT presents visual information that users can scan at a glance. (n = 33)

REACT includes proper graphical representations of the data. (n = 32)

REACT delivers information in a concise, direct and clear manner. (n = 33)

Plots on REACT appropriately represent the scales and units. (n = 33)
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REACT uses appropriate pre−attentive attributes such as form and color. (n = 33)

REACT is easy to access. (n = 33)

REACT is customized based on the instructor's context. (n = 32)

REACT has intuitive interface and user−friendly menus. (n = 33)

REACT displays information correctly on both desktop computers and mobile devices.  (n = 32)

REACT allows users to explore more information which is embedded or hidden on a single page (such as the information that appears when hovering over
an interactive plot). (n = 33)
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A user understands what the visual information on REACT implies. (n = 33)

A user is able to compare the student’s status or position in relation to the overall activity
patterns. (n = 33)

A user can monitor the student’s learning process consistently based on the information present on
REACT. (n = 33)

A user can compile the information on REACT that is related to his/her teaching activity. (n = 33)
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B.2 Responses on Learning Criterion

108



0%

0%

9%

3%

90%

91%

91%

91%

10%

9%

0%

6%

0%

0%

0%

0%

100%

82%

100%

94%

0%

18%

0%

6%

0%

0%

0%

0%

80%

91%

91%

88%

20%

9%

9%

12%

0%

9%

9%

6%

80%

73%

91%

81%

20%

18%

0%

12%

A user is motivated to be engaged in studying his/her teaching approach as he/she reviews REACT.  (n = 32)

A user can manage his/her teaching activities (giving extra questions, reading material etc.) based on REACT. (n = 32)

A user can make plans for his/her teaching and students’ management (forming groups in class etc.) based on the information shown on REACT. (n = 32)

A user can make changes in teaching interventions as he/she monitors the information on REACT. (n = 32)
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REACT enhances the user’s self-management skill. (n = 32)

REACT can help the user to achieve their instructional goal. (n = 33)

REACT can enhance the user’s teaching performance and improve their teaching skills. (n = 33)
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Visual and textual explanations are interpretable enough to understand the process of clustering. (n = 33)

The number of clusters of students generated by REACT are trustworthy for making important decisions. (n = 33)

Textual information on REACT such as recommendations, alerts, as well as other information is easy to understand. (n = 33)

REACT provides interpretable insights about the students in the classroom. (n = 33)

I can trust the recommendations provided by REACT. (n = 33)

I can trust the alerts provided by REACT. (n = 33)
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I thought the application was easy to use. (n = 33)

I think that I would need the support of a technical person to be able to use this application. (n = 33)

I think that I would like to use this application frequently. (n = 33)

I found the various functions in this application were well integrated. (n = 33)

I found the application unnecessarily complex. (n = 33)
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I would imagine that most people would learn to use this application very quickly. (n = 33)

I thought there was too much inconsistency in this application. (n = 33)

I needed to learn a lot of things before I could get going with this application. (n = 33)

I found the application very cumbersome to use. (n = 33)

I felt very confident using the application. (n = 33)
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