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Abstract

Recent advances in the development of the INLEN system for multistrateggxgéeationare
briefly reviewed. Theseadvancesnclude the developmentof a meta-levellanguagefor data
mining and knowledge discovery, called knowledge generation language (KGL), and the
employmentof a new type of attributes, called structured attributes These featuresare
illustrated by arexampleconcernedvith determiningeconomicand demographigatternsin a
databaseontainingfacts about the countriesof the world. The results demonstratea high
utility of INLEN for data mining and knowledge discovery.

Introduction

The availability ofvery large volumesof datain the electronicform hascreateda problem of

deriving from them useful, task-orientedknowledge. Traditional data analysis techniques,
which include statistical and numerical methods,a@ientedprimarily toward the extractionof

guantitative data characteristics, asisuchhaveinherentlimitations. For example,statistical
techniques cannot produce conceptual descriptiodem#ndencieamongdataitems or explain
reasons why these dependencies eXikir canthey justify found relationshipsin the form of

higher-level logic-style descriptions, or draw an analogy betweedigsbeveredregularity anda
regularity in another domain.

To address such tasks as above, a data exploration systenbbasjtippedwith a substantial
amountof backgroundcknowledge,andbe ableto performsymbolic reasoninginvolving that
knowledge and input data. To this enekearcherbaveturnedto ideasand methodsdeveloped
in machinelearningthat canacquire new knowledgeusing facts and backgroundknowledge.
These and related efforts have led to the emergence of a new reseacelfileddatamining and
knowledge discoverye.g., Michalski, Baskinand Spackman,1982; Zhuravlevand Gurevitch,
1989; Michalski, 1991; Michalski et al, 1992; VMechelenet al, 1993; Fayyadet al, 1996;
Evangelos and Han, 1996).

This papetbriefly reviewsa methodologyfor conceptualdata exploration by which we mean
the derivation of high-level concepts and descriptions from data. The methodology,
implemented in the INLEN system, integrates machine learning, datah@keowledgebases
technologies in ordeto assistdataanalystsin determiningtask-orientecknowledgefrom data.
The term task-orientedemphasizeshe fact that an explorationof the samedata may produce
different knowledge; therefore, the methodoldggs to connectthe task at handwith the way



dataare explored. Suchtask-orientationnaturally requiresa multistrategy approach because
different tasks may require different data exploration and knowledge generation operators.

The aim of the methodology is oduceknowledgein a form thatis closeto that an expert
might produce analyzing the same data. Such a form may inctudkinationsof descriptions
of different types, with a constraint that the end result should be easy to undarstandrpret
by an expert in the given domain, i.e., the produced descriptions should satigsirtbiple of

comprehensibility” (Michalski, 1994). Our first efforts in developing such a methodblagsy
been implemented in the system INLEN-1 (Michalski et al, 1992). rib&t recentversionof

the system,INLEN-3, combinesa range of machinelearning methodsand tools with some
traditional data analysis operators, in ordepttovide a userwith powerful capabilitiesfor data
explorations and derivation of diverse kinds of knowledge from a database. Ahneamgchine
learning capabilities implemented in the current INLEN systentrerability to learn different
types of rules from examples,conceptualclustering and hierarchy generation, automatic
selection of most relevant attributes, rule editing by an expertaatwinaticapplicationof the

learned or acquired rules to new cases (Michalski and Kaufman, 1997).

Importantaspectof the INLEN approachthat distinguishit from the most of existing data
mining systemsarethat it employsa wide range of knowledgegenerationoperatorsand is
capableof knowledge-intensivdiscovery. It allows a userto incorporateand utlilize various
aspects of domain knowledge, and is constructed in such a way that knowledge géyevated
operator can serve as background knowledge for subsequent operators.

The recentversion of INLEN includes severalnovel ideasand tools, specifically, an initial

implementation of meta-level knowledge generation langu&@é, and methodsfor inductive
reasoningwith structuredattributes(whosedomainsare hierarchically ordered,as opposedto

conventional linearly orderedr unordered). By using KGL, a dataanalystmay plan complex
experimentsjn which sequencesf very high level data mining and knowledge discovery
operatorsare automaticallyexecuted. Individual operationscan be pre-conditionedupon the
results from previous onesThe following sectionsbriefly describethe INLEN methodology,
its recentadvancesand an exampleof INLEN’s applicationto discoveryof economicand
demographic patterns in a large database.

Integration of Multiple Operators in INLEN

To make data exploration operatorsapplicablein sequence$n which the output from one
operation is an input to another one, programs performing tpeegatorsneedto be integrated
into one system. This ideaunderliesthe INLEN systemthat integratesa variety of machine
learning programs,statistical data analysis tools, a databasea knowledge base, inference
proceduresand varioussupportingprogramsundera unified architectureand simple graphical
interface(the namelINLEN is derivedfrom inferenceandleaming). The knowledgebaseis
usedfor storing, updatingand applying rules and other forms of knowledgethat may be
employed for assisting data exploration, and for reporting results from it.



The general architecture of INLEN is presented in Figurd lie systemconsistsof a database
(DB) connected to a knowledge base (KB), and a set of operators. The opmadonisied into
three classes:

 DMOs: Data Management Operators, which operate ouldtetase. These
are conventionaldata managemenbperatorsthat are used for creating,
modifying and displaying relational tables.

« KMOs: Knowledge ManagementOperators, which operate on the
knowledgebase. Theseoperatorsplay a similar role to the DMOs, but
apply to the rules and other structures in the knowledge base.

« KGOs KnowledgeGenerationOperatorswhich operateon both the data
and knowledge bases. These opergterform symbolic and numericaldata
exploration tasks. They are based on various madbaraingandinference
programs, on conventional dagaplorationtechniquesandon visualization
operators for displaying graphically the results of exploration.
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Figure 1. Architecture of the INLEN system for multistrategy data exploration.

The KGOs are the heartof the INLEN system. To facilitate their use, the conceptof a
knowledge segmewntas introduced (Kaufman, Michalski and Kerschb&@Q1). A knowledge
segments a structurethat links one or more relationaltablesfrom the databasevith one or
more structures from the knowledge base. KGOs can be viewed as nthdtjeesrform some
form of inference or transformationon knowledge segmentsand, as a result, create new
knowledgesegments. Knowledge segmentsmay be both inputs to and outputs from the



KGOs. Thus, they facilitate the passage of data and knowfealgeone knowledgegeneration
operator to another.

The executionof a KGO usually requiresbackgroundknowledge,and is guided by control
parametergif some parametersare not specified, default valuesare used). The background
knowledgemay contain generalknowledge,as well as knowledgespecifically relevantto a
given application domain, such aspecificationof the value setsandtypesof attributes,the
constraintsand relationshipsamong attributes, initial rules hypothesizedby an expert, etc.
KGOs currently implementedor under implementationin INLEN include those for rule
generation,decision structure creation, equation discovery, creation of concept hierarchies,
transformation of knowledge, modification of the representationspace or example set,
generating a numerical analysis of data, testing knowledge, and visualizing data or knowledge.

Summarizing, INLEN integrateslarge set of operatordor performingvarioustypesof tasks
on the data base, on the knowledge base, or on the data and knowledge combined.

Learning Rules with Structured Attributes

In addition to conventionadymbolic and numericalattributes,INLEN supportsa new kind of
attributes, calledtructured Such attributes have value sets ordémnéal hierarchiegMichalski,
1980). In orderto utilize structuredattributes during inductive learning, new inductive
generalization rules have been developed.
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Circled nodes marked by and-— are values occurring in positive and negative examples,
respectively. Underlined nodes are anchor nodes .

Figure 2. The domain of a structured attribute “Religion”.

To illustrate the problem, consider the structured attribute “Religion” shown in Riguieach
non-leaf node denotesa concept that is more general than its children nodes. These



relationshipsneedto be takeninto considerationwhen generalizingfacts involving different
religions. Suppose that the concept to be learned is exemtlifitite statements,Thereis a
Lutheran member in a group,” “There is a Roman Cathobenberin the group,” “The group
does not include any Buddhists” and “Tam@up doesnot include any Sunni Muslims.” There
are many consistentgeneralizationsof these facts, for example,“The group consists of
Lutherans and Roman Catholics"The group consistsof Protestantand RomanCatholics”,
“The group consistsof Christians”,“The group consistsof peoplewho are not Buddhist or
Muslim”, or “The group consists of people who are not Buddhist or Sunni Muslim.”

The first statementaboverepresentghe maximally specific description the last statement
representdhe maximally general description and the remaining ones representintermediate
levels of generalization. A problem arisesin determiningthe generalizationthat is most
appropriatefor the given situation. We approachthis problem by drawing insights from

humanreasoninghamelythat peopleprefergeneralizationso certainintermediatdevelsin a

generalization hierarchy (e.g., Rosch et al, 1976), and that the chafeegdneralizatiorievel

is based on the concept typicality and the context in which the concept is being used.

To provide a mechanism for capturiegchpreferencesINLEN allows a userto define anchor
nodesin a generalizationhierarchy. Such nodesreflect the interestsof a given application
(Kaufmanand Michalski, 1996). To illustrate this idea, considerFigure 2 again. In this

hierarchy, Lutheranism is a denomination of Protestantism, which is a typristianity. In

everydayusage,we will describea Lutheranby one of thesethree terms dependingon the
context. We can designatethe most appropriateterm for the given problem domain as an
anchornode. Using information about anchor nodes, task-orientedcriteria for hypothesis
selection can be specified. The above reasoningapplies to structutedattributes used as
independent (input) variables.

In many applications,it is desirableto use structuredattributesalso as dependent(output)
variables. For exampleyhen decidingwhich personalcomputerto buy, one may first decide
the generaltype of the computer—whetheit is to be IBM PC-compatibleor Macintosh-
compatible. After deciding the type, one can focus on a specific model of the chosemhgpe.
above two-level decision process is easier to executeatban-levelprocessn which one has

to directly decide which computer to select from a large set.

For this reasonINLEN supportsalso the use of structuredattributesas dependen{output)
variables. Structureddependenattributesrepresenthierarchiesof decisionsor classifications
that canbe madeaboutan entity. Throughthe useof structuredoutput attributes, INLEN’s

learning module can determine rules at different legElgenerality.When a dependenvariable
is structured, the learning operator focuses first on the top-level values (nodesgaedules
for them. Subsequentlyjt createsrules for the descendannhodesin the context of their
ancestors. This procedureproducesdecisionrulesthat are simpler and easierto interpretthan
rules learned with a flat (nominal) organization of the decision attribute.



The KGL Language for Knowledge Discovery

The previous versions of INLEN made it easy for the tsepply variousoperatorsput their
application required explicit involvement of the user at every step. Specificallgngigsthad
to inspect the results of each steptlté processn orderto determinewhich operatorto apply
next. Sucha processcanbe laboriousandtime-consumingandthe analystwill be proneto
errors.

If one could definegeneralrulesfor controlingthe applicationof operators,then theserules
could be embedded within a discovery system, and automatically applied to knodikxtyery
tasks. Some control rules may be higbdmain-or task-dependent.Therefore,a usershould
be able to articulate her/his needsand intereststo the system, so that the system can
automatically perform desirable sequences of operators.

To this end we haveinitiated the developmenbf KGL (KnowledgeGenerationL anguage)a
meta-levellanguagefor specifying knowledgediscovery experimentsusing INLEN operators
(Kaufmanand Michalski, 1997). Specifically, the languageallows the userto createplans of
experiments and specify instructions for automatically guiding the sytsimmgh sequencesf
stepsand contingencies. The languages designedo supportwriting simple KGL programs
that could perform very complex datsining and knowledgediscoverytasks. Theseprograms
may be executed once, periodically, or on the occurreheemeconditionsor events,suchas
the perceptionof somepatternin the dataor somepropertyin the acquiredknowledge,or an
infusion of new information into a database. The requirements of such a language include:

* Invoking different types of programs for learning and knowledge discovery as
single operators with user- or program-specified parameters.

» Looping and branching abilities similar to those found in conventional
programming languages.

» Discrimination amonghe different propertiesandtypesof attributesin the
database. The user should be able to classify the attributes into beseds
on the importance, the type, the size of the attribute domain, etc.

» Discriminationamongthe differentrules, rulesets,decision structures,etc.
that make up a domain’s knowledge base. U$ershouldbe ableto select
rules based on their complexity, support by the data, typicality, etc.

» Data-drivencontrol strategiestriggeredby changedo a databasebeyonda
given thresholdlevel. Among the patternsthat must be detectableare
missing values and conflicts with the existing knowledge base.

» Knowledge-driven control strategies, triggered, for examplehbyliscovery
of especiallystrong patternsor exceptions. The programmust be able to
examinediscoveredknowledgeand identify some of the attributes of the
knowledge itself.

Earlier efforts to developa languageto assistin knowledgediscoverytaskshavebeenalmost
exclusively logic-based, using Prolog-style queries (e.g., LDL). @weptionis an extension
to SQL, calledM-SQL (Imielinski, Virmani and Abdulghani,1996), which allows a userto
guery for certain types of rules and invoke a rule-generating operator. KGL differ&fiS@L



in that it is able to call upon mardifferent typesof knowledgegenerationoperatorsandalso
in that it is designedto be lesstightly coupledwith SQL (althoughan SQL interface for
invoking data management operators is planned). KGL more clessynbles programming
languagethan a querylanguagen the facilities it offers for flow control. Details about the
current implementation of KGL have been described in (Kaufman and Michalski, 1997).

An lllustrative Application: Seeking Demographic and Economic
Patterns in a Database of World Facts

To exemplify the INLEN methodology,we will considerits applicationto the problem of
searching for demographand economicpatternsin a world database.In this application,we
used the PEOPLE dataset from the 1993 World Factbook, publishibé BentralIntelligence
Agency. In INLEN’s implementationof this databasethe predominanteligion of a country
was defined as a structured attribute (much of the structure is shown in Figure 2).

In one experiment, INLENvas askedto characterizéhe dependencef populationgrowth rate
on the other attributes. One of the generated rules characterized 19 of the 55 owithttms
population growth rates (less than 1% in 1993) in the following way:

Countries with Population Growth Rate < 1% are characterized by:
1 Birth Rate< 20 orBirth Rate> 50 per 1000 people

2 PredominantReligion is Orthodox or Protestantor Hindu or
Shinto

3 Net Migration Rate< +20 per 1000 people

Notice how structuring the predominant religion attribute has made theasikerto understand
in comparison to how it would look if athe representativéoranchef OrthodoxChristianity
and Protestantism were listed.

When this rule was generated, it was noticed that thecfirsditionwas unusual. A low birth
rate occurring in conjunction with a low population growth rate is expected, but howean a
high birth rate be explained? Upon further examination of the datasifound that 18 of the
19 countriecharacterizedby the rule hadthe expectedow birth rate, but one, Malawi, hada
birth rateabove50. FocusingINLEN upon Malawi revealedan explanationthe country had
by far the world’s highest negative net migration rate.

This kind of discoverycan be madeautomaticallythroughan applicationof KGL. To do so,
appropriate background knowledge needs to be provided to the KGL program, either bgra user
asaresultof previoussteps.In this case,such knowledgecould include a specificationof
known relationshipsamonggiven attributes,such as the existenceof a positive correlation
between population growth rate and birth rate in most of the countries.

Figure 3 presents an example of a KGL program that invokes INhe¥atorshat leadto the
discovery of Malawi’'s unusualharacteristicsandreportthemto the user. Termsin bold are
calls to INLEN'’s operators; underlined terms are names of attributes provideddat#fsaseor
constructed by the KGL program.



open PEOPLE
CHAR( PopGrRate )
anomal ous =0
GENATR(name=unusual , type=boolean)
if #rules( PopGrRate , contradicts_BK( PopGrRate , BirthRate ))>0
begin
forall examples
if contradicts_BK( PopGrRate , BirthRate )

begin

anomal ous = anomal ous +1

print CountryName
unusual = true

end
else
unusual _ = false
print “Total: *, anomal ous, “ unusual countries”
CHAR( unusual )

end

Figure 3. A KGL program that is able to discover Malawi’s unusual characteristics regarding
population growth rate and birth rate.

The above programopensthe PEOPLE dataset(which containsin this case demographic
information about 190 countries),and then appliesthe CHAR operatorto characterizethe
relationshipbetweenthe populationgrowth ratesof different countriesand other attributesin
the database. Subsequently, it creates a new binary attéhalig€,“‘unusual”, that is appended
to records in th®EOPLE databaseThis attributeis setto trueif a given country contradicts
the typical relationship betweenthe birth rate and the population growth rate (i.e., the
program’sbackgrouncknowledge). The “unusual” countriesare counted,andtheir namesare
listed. In the final phase, INLEN invokes the CHAR operator agadndarto characterize¢he
found unusualcountries(in this case,just Malawi) in terms of other known attributes. The
characterization serves am explanationfor the anomalousbehavior(in this case,the world’s
highest net outward migation rate).

Summary

The INLEN system integratesveide rangeof datamining and knowledgediscoveryoperators.
Recent advances in the developmehtNLEN includetwo novel features,one concernedvith
the useof structuredattributes,andthe secondwith the implementationof the meta-language
KGL.

Structured attributes provide a usefaéthodfor providing learningprogramswith background
information about the domain of application. The structuringttsfoutesandthe introduction



of anchornodesfacilitate the processof detectingand expressingpatternsat an appropriate
level of generality.

The knowledge generation language, KGL, supports the planning of data minikgoaviddge
discovery experiments involving a variety of learning and knowledge processing operéters.
initial, partialimplementationof the languagehasshownthat evensimple programsin that
language can execute quite complex data mining and knowledge discovery tasks.

The INLEN system provides a powerful environment for experiments in seafohnieglutions
to practicallearninganddiscoverytasks. The results from experimentsdone so far are very
promising, and indicate that the system can be of high practical utility.

Acknowledgments

This research was conducted in the Machine Learning and Inference Laboratory atNGesoge
University. The Laboratory’s activities are supported in part by the DefahsmcedResearch
ProjectsAgency underGrantNo. F49620-95-1-0462administerecby the Air Force Office of
Scientific Researchjn part by the National Science Foundationunder Grants No. DMI-
9496192and IRI-9020266,and in part by the Office of Naval Researchunder Grant No.
N00014-91-J-1351.

Refer ences

EvangelosS. and Han, J. (eds.), Proceedingsof the SecondInternational Conferenceon
Knowledge Discovery and Data Miningortland, OR, 1996.

Fayyad,U.M. Piatetsky-ShapiroG. Smyth, P. and Uhturusamy,R. (eds.), Advancesin
Knowledge Discovery and Data Minin§an Mateo, CA, AAAI Press, 1996.

Imielinski, T., Virmani, A. and Abdulghani, A., “DataMine: Application Programming
Interfaceand Query Languagefor DatabaseMining,” Proceedingsof the Secondinternational
Conference on Knowledge Discovery and Data MinfPagrtland, OR, 1996, pp. 256-261.
Kaufman, K. and MichalskiR.S., “A Method for Reasoningwith Structuredand Continuous
Attributesin the INLEN-2 Knowledge Discovery System,” 2nd International Conferenceon
Knowledge Discovery and Data Miningortland, OR, 1996b, pp. 232-237.

Kaufman, K. and Michalski, R.S., “"KGLA Languagefor Learning,” Reportsof the Machine
Learning and Inference LaboratariylLI 97-2, George Mason University, Fairfax, VA, 1997
Kaufman,K., Michalski, R.S. andKerschbergL., “Mining For Knowledgein Data: Goals
and GeneralDescriptionof the INLEN System,”in Piatetsky-ShapiroG. and Frawley, W.J.
(Eds.),Knowledge Discovery in DatabasésAAl Press, Menlo Park, CA, 1991, pp. 449-462.
Michalski, R.S., “Inductive Learning as Rule-Guided Generalization and Conceptual
Simplification of Symbolic Descriptions: Unifyingrinciplesanda Methodology,” Workshop
on Current Developments MachineLearning CarnegieMellon University, Pittsburgh,PA,
1980.

Michalski, R.S., “Searchingfor Knowledgein a World Flooded with Facts,” in Applied
Stochastic Models and Data Analysi&l. 7, pp. 153-163, January, 1991.



Michalski, R.S., “Inferential Theory of Learning: Developing Foundationsfor Multistrategy
Learning,” In Michalski, R.S. and Tecuci, G. (eds.), Machine Learning: A Multistrategy
Approach San Francisco: Morgan Kaufmann, 1994, pp. 3-61.

Michalski, R.S., Baskin, A.Band SpackmanK.A., “A Logic-basedApproachto Conceptual
DatabaseéAnalysis,” Sixth Annual Symposiumon ComputerApplicationsin Medical Care
(SCAMC-6), GeorgeWashingtonUniversity, Medical Center, Washington,DC, 1982, pp.
792-796.

Michalski, R.S. and Kaufman, K., “Data Mining and Knowledge Discovery: A Review of
Issuesanda Multistrategy Approach,” Chapterin Michalski, R.S., Bratko, |. andKubat, M.
(eds.)Machine Learning and Data Mining: Methodad Applications London,JohnWiley &
Sons, 1997 (to appear).

Michalski, R.S., Kerschberg,L., Kaufman, K. and Ribeiro, J., “Mining for Knowledgein
Databases: The INLEN Architecture, Initial Implementationand First Results,” Journal of
Intelligent Information Systemsintegrating Al and DatabaseTechnologiesl, August 1992,
pp. 85-113.

Rosch, E., Mervis, C., Gray, W., Johnson, D. and Boyes-Braem, P., “Bbgctsin Natural
Categories,Cognitive Psychology/ol. 8, 1976, pp. 382-439.

Van Mechelen,l., Hampton, J., Michalski, R.S. and Theuns, P. (eds.), Categories and
Concepts: Theoretical Views and Inductive Data Analysiadon, Academic Press, 1993.
Zhuravlev, Y.l. and Gurevitch, I.B., “PatteRecognitionand Image Recognition,” Chapterin
Zhuravlev, Y.l. (ed.), Pattern Recognition, Classification, Forecasting: Mathematical
Techniques and their Applicationssue 2 Nauka, Moscow, pp. 5-72 (in Russian), 1989.



