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Abstract—The goal of this research is to determine crucial 
factors that played a role in the number of confirmed COVID-19 
infections within a given location. We hypothesize that political 
bias plays a significant role in the rise of COVID-19 cases globally 
and nationally; specifically, in overriding scientific reasoning for 
the delay or lack of deploying national policies to address the 
pandemic. Methods: To determine the validity of our hypothe- 
sis, we performed a literature review that identified statistical 
information on 1) the origins of the virus, 2) the lethality of 
the virus, and 3) potential parties responsible for the creation 
and release of the virus. In addition to the literature review, 
our team performed a behavioral analysis using information 
extracted from social media platforms to identify and determine 
behavior patterns associated with specific words related to the 
virus. 

Index Terms—Data mining, Sentiment, Pandemic, Machine 
learning 

I. INTRODUCTION 

People around the globe use social media, especially Twit- 
ter, to convey, share, and gain health information. Humans 
share misinformation if it reinforces existing beliefs and prej- 
udices, and this misinformation becomes viral in no time. 

According to Laato et al. (2020) research model, ”a person’s 
trust in online information and perceived information overload 
are strong predictors of unverified information sharing” [1]. 

According to Pennycook et al. (2020) investigations of 
1600 individuals, people share misinformative news without 
knowing the truthfulness and value of the news or information 
[2]. 

The primary threats regarding misinformation is that social 
media users tend to share/retweet fake COVID news more 
than facts-based news leading to conflicting and poor decision 
making which can be solved by advanced transfer learning 
models [3] [4]. 

According to the survey of 483 participants, conspiracy, 
political and religious misinformation beliefs about COVID- 
19 impairs decision-making and have a negative impact on 
individual responses [5]. It is hard to control the spread 
of misinformation on social media platforms given the 
popularity and reach. Nevertheless, social media platforms 
like Facebook and Twitter have taken significant actions ”to 
try to limit the proliferation of disastrous misinformation [6] 
regarding COVID-19 by removing fact-checked false and po- 
tentially harmful information” [5]. COVID-19 misinformation 
is distributed more on Twitter as compared to traditional media 
[7] [8]. 

 
The quick spread of COVID-19 has basically thrown the 

world into confusion. The initial few confirmed cases in 
the United States (US) were to be announced January 21, 
2020 [9]–[11], [11], [12]. Fox News is the most viewed cable 
network in the US in comparison to CNN and MSNBC. The 
average age of viewers of Fox news is 68, which is higher 
compared to CNN and MSNBC viewers. Since both networks 
can reach out to people that are audiences above 65, which is 
a group that CDC alerts for potential higher risk from COVID- 
19. Fox News may apply considerable influence on the result 
from COVID-19. This is relatively accurate, provided that the 
aged spend more time watching TV in comparison to standard 
US citizens because they depend on television for information, 
facts, and news [13]. 

Different news platforms and experts like the Director of 
National Institute of Allergy and Infectious Diseases, Dr. 
Anthony Fauci, recommended starting from February that 
COVID-19 was a serious warning to the US. Observers found 
out that Sean Hannity of Fox News presented a particularly 
scornful story based on the virus. On the other hand, Tucker 
Carlson, was one among others who believed that coronavirus 
was a warning for the country starting February. Around 
January 28th, which was more than a month before the first 
COVID-19 death in the US, Tucker Carlson took to his show to 
talk and discuss more on the virus. His show provided more 
qualitative evidence [13]. 

II. DATASET 

COVID-19 Open Research Dataset Challenge is an open 
research dataset that was conducted by the White House 
[14]. It was a collaboration of leading research groups to 
present accurate numbers. It contains 59,000 scholarly articles 
that provide information on the coronavirus [5]. The research 
community has the leverage to access these datasets to provide 
more accurate results and information to the public using 
natural language processing and Artificial Intelligence (AI) 
techniques [15] [16]. Text and data mining techniques can be 
done through this method. The most common questions were 
”What are the risk factors?”, ”What is the current information 
we know regarding the virus, genesis, and development?”, 
etc. Machine-readable articles are also provided through this 
dataset. 

”Uncover COVID-19 challenge” is another dataset by Roche 
Data Science Coalition [5]. Numerous datasets can be 
found here that have been collected globally through 20 
different sources. A few of the sources are Johns Hopkins, 
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the WHO, etc., The goal of this dataset is to provide 
information on a global scale like ”What is the number of 
cases globally?”, ”Which country is the most affected by this 
pandemic?”, ”What age group is the most affected?”, and 
others. 

In addition to these datasets, there has been an increasing 
number of efforts using Twitter data analysis. Various tweet 
analytics tools are available that help in determining features 
of social interactions of Twitter users and their behaviors. 
For this research, we extracted Twitter data related to COVID-
19 misin formation using Twitter API. 

This paper is based on COVID-19 data [14] [17]. The 
dataset was acquired from the COVID-19 Tracking project 
and New York Times. COVID-19 data, which is used to draw 
visualization on different questions like the number of 
confirmed cases, total number of deaths, number of recoveries 
and, so on for worldwide cases. This data set has 156292 
records and eight fields. 

Another data set used is the all-states-history.csv extracted 
from COVIDtracking.com. This data has 15409 records 
(rows) and 42 columns. Figures 1, 2, 3 show the code used to 
extract the data, the increase in deaths, hospitalizations, and 
positive for t he  US.  

The fourth visualization displays the number of positive 
COVID-19 cases in the US. The graphs used in figures 2, 3, 
and 4 show the cumulative daily count of deaths, the 
cumulative daily count of hospitalizations, and the cumulative 
daily count of new confirmed cases in the US. The X-axis 
indicates the date of observation. 

III. METHODS 

For desired results, COVID-19 related dataset from Kaggle 
and COVIDtracking.com was processed and analyzed. Cases, 
deaths, and hospitalization numbers based on these datasets re- 
flect cumulative totals since January 22, 2020 until December 
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2, 2020. Based on the frequency of how Kaggle and COVID- 
19 tracking website updates this data, they may not indicate 
the exact numbers of daily, hospitalization, and death cases as 
reported by State and Local government organizations or the 
news media. This paper uses daily new cases, hospitalization, 
and COVID-19 related death datasets for figures 5, 6, 7. 

For misinformation, controversy, and hoax, Twitter data 
was collected using Twitter API. This data set had 17560 
records and seven fields. 

Figures 8, 9, 10 are based on data analyzed using Python, 
Natural Language Processing (NLP), and Tableau.  
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Implementation of these analysis processes included 
cleaning/standardizing and pre-processing of the dataset to get 
rid of any duplicate values or outliers. 

The place field of Twitter data was in JSON format. 
Therefore, this field was split into type Coordinate, City, 
State, Country Code, and Country. 

This paper then studied and analyzed the cleaned data for 
better representation of the result. With the transformed data, 
we performed an exploratory and predictive analysis. 

Based on the major factors identified in the analysis the 
following questions were derived: 

1. How did preemptive measures impact overall transmis- 
sion/infection rates? 

2. How did controversy impact preemptive measures and 
transmission infection rates? 

3. Compare the number of retweeted COVID-19 misinfor- 
mation/conspiracies in relation to hotspots (i.e., States with the 
highest number of infections, hospitalizations, and or deaths).  

This paper recognizes that the nature of this topic is 
ideolog- ical in some regard, research on ideological 
assumptions must also be taken into consideration when 
extrapolating answers to these questions. Our initial approach, 
was to gather numerical-based data for the purposes of 
providing a quantitative analysis. After we completed the 
analysis, we took the data and developed visualizations using 
Tableau and Python. 

Using various libraries, we then imported the related in- 
formation and developed visualizations of the results for a 
better understanding. We then used a Forecast and Time 
Series model to forecast future COVID-19 case and death 
trends. Our team also incorporated a secondary approach to 
this research. We performed a social media Sentiment 
Analysis to explore COVID-19 tweets that potentially 
impacted how individuals interpreted the seriousness of 
COVID-19. This methodology (or Behavioral Analysis) 
allowed us to identify a specific user 
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group and keywords used when commenting on COVID-19 
information. It helps to identify the number of people who 
believe on the controversy related to COVID such as: 

COVID-19 is man made in the laboratory? 
It is not real and is a hoax? 
5G technology is responsible for the global pandemic? 
As with our initial approach in figures 13, 14, and 15, the 

Sentiment Analysis leveraged both Python and R/R Studio as 
programming languages and visualization tools. We developed 
a custom code using Python that used an application pro- 
gramming interface (API) to interact with Twitter. The Python 
code contains keys and tokens created within the Twitter 
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Development Console to allow for requests, formatting, and 
extraction of Twitter data as it relates to COVID-19. 

In addition to the API logic, our custom code also contains 
logic for error handling, data cleansing (i.e., removal of special 
characters and links), classification and parsing of Tweets, 
and calculating positive/negative/neutral Sentiment Analysis 
percentage ratings. 

IV. RESULT ANALYSIS 

Our team performed several iterations of the Sentiment 
Analysis using several COVID-19 keywords, such as: 

• COVID-19 
• COVID-19 hoax  
• COVID-19 conspiracy  
• COVID-19 fake news  
• COVID-19 spike 
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• COVID-19 hospitalizations 
• COVID-19 death 
 
Within each iteration, the Sentiment Analysis provided 

three quantifiable metrics for analysis that are Positive, 
Negative, and Neutral Percentages.  

Our analysis shows that the percentages for the search terms 
of COVID-19 hoax and COVID-19 conspiracy vary between 
one and three percent. Whereas the COVID-19 fake news 
search showed significant variation between the previous two 
search terms. 

V. DISCUSSION 

Recognizing that the words hoax, conspiracy, fake news, 
death, and hospitalizations all have negative connotations 
associated with them, ideally, the expectation for a Sentiment 
Analysis associated with these words would reflect a relatively 
low positive percentage. However, the analysis shows that 
is not the case with the COVID-19 hoax and COVID-19 
conspiracy results. Both iterations of these analyses show that 
there is a positive percentage rating of over thirty percent. 
When compared to the COVID-19 fake news and COVID- 
19 hospitalization searches, the results fell in-line with ex- 
pectations, reflecting less than fifteen percent for the Positive 
Percentage rating. 

VI. CONCLUSION 

The results and interpretation of results for our research 
have been limited due to three specific reasons; time, sample 
size, and availability of geo location data. However, our 
research used the bootstrapping method for each iteration 
performed.; this method allowed for a thorough review of 
the underlying data as a means of error handling and 
validation. Sample sizes greater than 20,000 tweets would 
require a significant amount of additional time for review and 
validation. As well as an increase in errors, misclassification 
of sentiment, and an invalid interpretation of results and we 
addressed this problem in this research. Also, sentiment 
analysis on online users helps us to find the real source of 
wrong behaviors to improve public health. 
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