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Abstract

THE RELATIONSHIP BETWEEN PLAYING GAMES AND METACOGN IVE
AWARENESS

Howard T. Moncarz, Ph.D.
George Mason University, 2011

Dissertation Director: Dr. Anthony E. Kelly

This study investigated how playing different types of videoagawas
associated with different values of metacognitive anesgs. The target population was
first and second-year college students. The study usesleysuethodology that
employed two self-reporting instruments: the first toneste a metacognitive-awareness
index (MAI), and the second (developed in this study) to: (a) aasespondent’s video-
and non-electronic-game experience (including both viddaan-electronic games), (b)
estimate the time spent playing video gantiesg played over the prior two years, and
(c) characterize the different types of video gamesvileae played (to determirgamer
type.

Out of 759 surveys distributed in 29 classes (for first acedred-year courses),
there were 175 respondents. For the main analysis, 80hcksye were eligible because
they were video gamers, aged 18 to 21 years, and undergradliat@ss and seniors

were included to mitigate the risk of too few respondemtse analysis was based on a 2



(time played) x 3 (gamer type) ANOVA for MAI. Gamgpe was based on the
predominant type of video games played among action gametegstgames, and
coherent world game€WG9. A CWG was defined as a role-playing gafR@(Q) in
which a player explored a consistent and complex wor&blve challenges or an entity-
development gamd=DG) in which the player developed, managed, and operated a
complex entity in a consistent world or context. Tlim@e gamer types were action,
strategy, and CWG.

The initial analysis revealed that action gamers amadiegty gamers could not be
objectively distinguished. Thus, three new gamer typaiswere consistent with the
study’s objectives were specified. The first type plgyediominantly EDGs; the
second, RPGs; and the third, neither EDGs nor RPGfears o' he third type was
assumed to play predominantly non-coherent world galMeSMG$. Thus, the three
gamer types were EDG, RPG, and NCWG.

The results showed that EDG gamers were associatea wignificantly higher
MAI than NCWG gamersF(2, 77) = 4.55; p < .05; partiafz .11; and power = .76.
There was not a significant association for time/@daor the interaction of time played
and gamer type. In a secondary analysis, comprising 64rgiaaged 18 to 21 years, and
first and second-year students only, the results shdwee WG and EDG gamers were
associated with a significantly higher MAI than NCWGrgas. F(3, 60) = 4.29; p < .01,
partialy®= .18; and power = .84.

Two possible hypotheses for the results were that pla&GGs foster

metacognitive awareness or that those with a hightaaognitive awareness preferred



CWGs. Because the methodology used a one-time sumyenhypothesis could be
confirmed or denied. Due to coverage and nonresponse ¢nesample results were
not generalizable. Nevertheless, the results providiegm ce of an association between
CWG gamers and a higher metacognitive awareness th&AlCMIG gamers. The
implication was that the study could inform methodologsigie for future research to
develop an empirically-based taxonomy on game charstater organized according to

their association with metacognitive awareness.



Chapter 1: Introduction

In this study, | investigated how playing different typesidéo games was
associated with different values of metacognitive aness (for first and second-year
college students). | used a survey methodology that entptayeself-reporting
instruments, the first to estimate a metacognitive-amess index and the second to
assess prior game experience. The research quesabhsiéveloped “pre-survey” were
based on anticipating the distribution of the game-typéepences (for video games) that
the respondents would report. However, the distribdftand in the initial data analysis
was not what | anticipated. Consequently, | reviseddbearch questions in accordance
with the study’s main goal and in alignment with thegmal data analysis prescribed.
The original research questions are presented at thef émd chapter. The revised
guestions and the rationale for their revision are ptedan Chapter 5.

To be clear, game experience included the play of video gasnesll as non-
electronic games; both are explicitly defined below.wkeer, this study was focused on
video games. Non-electronic games were consideredf@uraiing variable; they were
also considered in this study. Nevertheless, if the game or gamer is not otherwise
specified, the term video game or video gamer, respegtiwdl be assumed.
Furthermore, the term non-gamer will be used for a regat who has rarely or never

played video games over the prior two years.



Study Overview

The video-game industry is a major, worldwide industry. éUulsS. in 2006,
video-game software sales were $7.2 billion (Entertaini@efitvare Association, 2007).
Globally, the most popular online game, the World of &k&t, reached over 9 million
subscribers in 2007 (Gamasutra, 2007). In the early days ofdbstry, “gamers” were
mainly teenage males. However, as the industry h@seslyand matured, its market
appeal has dramatically broadened, and its demographics larmadeore and more
representative of the general population (Fattah &,RP&02). The video game has
emerged as a new communications media and worthy of sighstlady (Aarseth, 2001).
It is possible to study the video game from the perspectiamy subject (Aarseth, 2003),
and the actual range of research perspectives has beesieat(Egenfeldt-Nielsen,
2007).

One of the major research perspectives for video gaagebden education
because of the promise that many researchers atttébthe video game for improved
learning. Paul Gee (2003) offers a de facto proof for theurtgdnal power of video
games in the following argument. Consider that the populairvideo games continues
to increase, even though they are becoming increasingliglea, and consequently,
more difficult to play. Thus, there must be powerfakiteng principles incorporated in
them that enable them to be learned. In additiomilegtakes effort and persistence, so
apparently those games must encourage those behavidexwie, no matter how
much fun a game would be once learned, people would natgliwork” in to learn

them; and those games would not sell. The Darwiniazefof natural selection should



reward those games that incorporate the most effdetavaing principles. Thus, those
principles should prevail and continue to be improved tnes.

Unfortunately, basic terminology used in the discuseifogames research is not
standardized. For example, the term “video game” isssioms used as a synonym for a
console game (e.g., Entertainment Software Assocja2@di7). However, the same term
is also used as an “umbrella” to include games playedoom@uter, console, arcade,
mobile, or other digital device (e.g., Juul, 2005). More gdlyeia video game is a game
that includes computing, input and output, and audiovisual capab{lEsposito, 2005).
The term non-electronic games include all games withaseticapabilities. They are
typically played with paper and pencil, cards, game boardsijth miniatures on a
tabletop.

In this study | will use the term video game in the bdeyesense. Furthermore, |
will assume that video games and non-electronic gamébewihclusive of all games
(excluding athletic gamé&s | will use the term video game even when an authsr
used another term (e.g., computer game) if it appearthauthor’s intent was to mean
video game as described here.

The main focus of this study is on the relationship betwadaying video games
and metacognitive awareness. Simply defined, metacogaiteeness is “thinking
about thinking.” It involves monitoring and controlling as¢hinking, and is regarded as

a key capability to enable self-directed, life-long learnihgaddition, it can foster

! Not to be confused with video-game adaptations of titidames.
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improved strategic thinking (Haynie, 2005) and general problemrgpabilities
(Swanson, 1990).

My belief is that there are conditions created in gamkich foster metacognitive
awareness. Chapter 2 will provide support for this opiniomefl®, the argument is
based on the following logic. Metacognitive awarenassavolve and increase
throughout one’s life. It can be fostered with thepgronstructional strategies,
particularly by encouraging and supporting its use in a syiggthblished environment.
The conditions that have been proven to foster metatoegawareness are similar to the
conditions established in many games, particularly cetygies of video games.
Furthermore, research provides evidence that gamesicanrage metacognitive
behaviors. Theoretically, it is possible to empiricédist my belief, because there are
self-assessment instruments to measure metacognitiversgarthat have been proven
valid and reliable. However, for practical reasonsb¢ discussed in Chapter 6), my
study was designed to test for an association (and cenise and effect relationship)
between playing certain types of video games and a highacognitive awareness.
Background

Research into the potential of games in education andingahas exploded. In
his dissertation, Eigenfeldt (2005) provided an excelledtcamprehensive review of
early research efforts up through papers published in 2004reVigsv spanned both

non-electronic games and video games. He briefly covellgdrgngames, business



games, and recreational games, but his main focus wademgamesthat were used in
the K-12 classroom. His main goal was to develop advennk that could classify the
research efforts to inform a roadmap for future reseandravoid the fragmented
research efforts that characterized the field. Heddbat research evolved from an
orientation originally based on behaviorism to cogistivto constructivism. Earlier
research used metrics based on behaviorist principldstéomine the effectiveness of
using games for education and also their effectivenespar@oh to traditional instruction.
The results were inconclusive (e.g., Randel et al., 18§@nfeldt-Nielsen, 2007; Blunt,
2006).

Understandably, however, the evolution in researdbvield the corresponding
evolution in game design. Since the 1990s, games havasimgéy included authentic
and collaborative environments, situated meaning, and sowatultural perspectives
(Egenfeldt-Nielsen, 2007). More recent studies have shownglames could be
effectively leveraged as tools, resources, and environrtepteduce rich, compelling,
situated experiences. These games were designed to etagags o try different
approaches without actual risk, to leverage visual metaphatsepresented
environments and problem spaces to encourage collaboratitvessions and reflections,
and to encourage players to think in terms of the informatols and resources made
available to them in the service of solving complex anstilictured problems (Squire,

2005).

2 Egenfeldt uses the term computer games, but | belisvesaige is consistent with how | have defined
video games.
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Based on my literature review, | would expect that tpesyof games described
above would cause players to exercise metacognitioarciSxng metacognition has been
shown to foster its improvement (Papaleontiou-Louca, 2088)vever, there have been
few empirical studies that investigated relationships éetwplaying games and
metacognition. Only one study was designed to detect ahtbre was a quantitative
improvement in metacognitive awareness after playing a gamtbat study pre- and
post-measurements were taken using a self-assessmannarst (Ke, 2007). No
significant change occurred. However, the treatmestamdy one month long, involved
a single relatively simple math game, and metacogrativareness was measured just
before and just after the treatment.

| believe that there is a cumulative effect on roetgitive awareness from all of
the games that a person has played, but metacognitiveragaris not likely to
measurably increase from playing one game for a relatsledyt period of time. In
addition, | believe that certain characteristica game provide the conditions that foster
metacognitive awareness. The existence and extents# domditions might vary for
different games and more so for different game typesddition, the conditions that
could best foster metacognitive awareness might vargifi@rent players. Finally,
different players might play the same game differgmathd the same player might play
the same game differently in different sessions; aureseatly, exposing players to
different game characteristics.

These assumptions informed the basic design of thig.stindtead of an

experiment, this study was based on a survey that adseggrson’s prior game



experience along with a corresponding measurement @ktisen’s metacognitive
awareness. Whereas an experimental approach could detevimether there was a
cause and effect relationship between different typgawie experience and
metacognitive awareness, a survey approach (with aimeestirvey) could only
determine whether there was an association. Howklelieved that that tradeoff was
necessary to increase the probability that a relatipreghild be detected, assuming it
existed.

The methodology for this study presented challengesy iflb&ided the selection
and sufficient access to a target population, the atignignd specification of a quality
sample frame, and the generation of a sufficient respoate from the sample population
for a valid statistical analysis. | expected thatrti@hodology challenges would be
lowered by selecting first and second-year students agé&dédason University (GMU)
for the target population, which afforded me special actred.

Games that Foster Metacognitive Awareness

Basically, an environment that is mastery-oriented awco@ages and supports
the development of strategies for problem solving withpasicular subject domain
should foster metacognitive awareness. That type ofermment is provided by the
types of games described by Gee in his analysis of tharngabenefits of video games
(2003). In those games “the player takes on the radefarfitasy character moving
through an elaborate world, solving various problems ... ore.pléyer builds and

maintains some complex entity, like an army, a atyeven a whole civilization" (2003,

p. 1).



However, for this study, | prefer the teragherent world gam@CWG@Q), coined
by Juul in his list of main game types (2005, pp. 131 — 133). A C@/Eins a coherent
world that is based on reality or fantasy. Howeues,representation of the world within
the game’s rule set is sufficiently consistent so #hplayer’s suspension of disbelief can
be continuously maintained. Juul described coherent wasldlsose “where nothing
prevents us from imagining them in any detail” (2005, p. 18Bave taken the liberty in
adapting Juul’'s term for my study, in that a CWG is awigame and will involve a
significant use of strategy, although it might contagmsicant action as well. These
additions put my description of a CWG in alignment witbse described by Gee.

It was my belief that video games could be divided intedtiypes that would be
useful for this study. The CWG is the first game typée following logic was used to
specify the second and third types. In an early categamzof games, Crawford made
the basic distinction between action and strategy gé2@d4). Action games required
mainly perceptual and motor skills, whereas strategyegamquired mainly cognitive
abilities (1982). Today many people plzasualgames. Casual games have simple rule
sets, are easy to learn, and take much less timeytthala more sophisticated games, for
example, CWGs. Although CWGs might contain significagtion, the distinction
between action and strategy games is clearer wittatgames. The action game
(ACTG?) is the second game type. The games that are stgaews but are not CWGs
are referred to as non-coherent world gamEWG3. The NCWG is the third game

type. NCWGs range from cognitively-easy games suclaagrhan to cognitively-

3| used the term ACTG for action game because thewers more convenient and understandable in
other chapters. However, when using the term action gamere suitable | will use that term.
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intense games such as chess or bridge. Although many NGNight be played as non-
electronic games, unless otherwise mentioned they viell te video games (perhaps
adapted from their original non-electronic formYhus, the three video-game types that
were proposed for this study were ACTG, NCWG, and C\WEhough | anticipated

that CWGs would best foster metacognitive awarenessyidag game that could
engage metacognitive processes could foster metacogmiteveeness to some extent.

It is likely that respondents have played some combinatidhe three types of
video games. However, based on the logic described in €kdpand 4, each video
gamer surveyed would be identified as one of three tyyas®d on the preference they
showed in playing video games over the prior two yearaddfition, respondents who
rarely or never played video games over that period idergified as a non-gamer.
Game-Experience Questionnaire

The main purpose of the game-experience questionnaire (B&Xp identify
members of the three gamer groups described above aswilad group of non-gamers.
However, | decided to collect additional data based oorip@nizing principles
identified by game researchers that were anticipatedve &n effect on metacognitive
awareness. That data could be explored to enable funthghts (concerning
associations between games and metacognitive awarbeeges)d the main analysis.
Furthermore, the additional data could be used to mitigategk that the criteria for
distinguishing gamer types might not generate a sufficistrillition across the three

types to enable a statistically valid analysis.

* In other words, the game types ACTG, NCWG, and CWGapply to video games unless explicitly
stated otherwise.

9



The types of data collected and the issues involved scas$ied below. Chapters
3 and 4 will discuss how that data were used to ideriéythiree gamer types and to
explore the data further.

It would be impractical to survey people on the spegifimes that they played.
First of all, there have been a huge number of ganeadett, particularly video games.
This fact alone precluded asking respondents to hame thesghey played or to ask
them to check off games from a list of all possible gamA survey could not handle the
volume, and people could not be expected to rememberttarience that accurately.
Furthermore, respondents could not be expected to distimghiat relative amounts of
time they spent on different games. Even assumingtharvey could capture the
specific games and the time spent playing them, charantegach game’s anticipated
effect on metacognitive awareness to make sense ofthevdald be impractical as
well.

Games are often classified by genre. However, using genres to define game
experience for this study required careful consideratlaraddition to genres, organizing
principles that distinguish among different charadtiessand structures of games were
also identified. The principles anticipated to have gmaithon metacognitive awareness
and could be converted to suitable survey questions werexkbleConsequently, the
main fields of study reviewed in Chapter 2 include metacwgrétwareness, the
empirical research for how games affect metacognitav@bles, and game studies.

The field of “game studies” began early in this centutg.fdrmal initiation could

be attributed to Espen Aarseth, the founder and Edit@hief of Game Studies, the
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International Journal of Computer Game Research, in 20&5s¢éth, 2001). The mission
of the journal was, “[t]o explore the rich culturaige of games; to give scholars a peer-
reviewed forum for their ideas and theories; to providecademic channel for the
ongoing discussions on games and gaming” (Game Studies, 2088 sBudies’
researchers have stated that there is a need falastii@rminology and frameworks for
discussing and analyzing game designs (Holopainen & Bjaik,. nConsequently, a
variety of frameworks as well as definitions for commterms have been proposed. This
developing knowledge base is reviewed in Chapter 2, and wagpartant source for
identifying organizing principles for the development of tHe(G

The objective of the GEQ was the assessment of/peedf game experience that
could foster metacognitive awareness as anticipatedtfierniterature. | assumed that
three dimensions were necessary to capture that experi@) the types of games that a
person has played, (b) the particular ways that a péra® played them, and (c) how
much time that a person has spent playing.

The game-studies literature provided ideas for how gamdd bewategorized.
However, knowing the types of games that people playedcaiasufficient. Different
people might play the exact same game in different wags.example, a game such as a
massively-multiplayer online game (MMOG) is large and glex, and there could be
many different types of activities going on within thatngeat the same time. One
person might be interested in working towards a goalispe within the rules of the
game, or perhaps, determined and agreed upon by the playethe®person might be

solely interested in harassing other players. The randesophistication of strategies
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used for each of these two approaches could be widegreiiff. Playing the game solely
to harass other people might have a more limited anplesirset of strategies that could
be continually repeated. A person would only need to kermnules to support the
playing style that they would like to use (Lindley, 2003).

These two dimensions (types of games and how people gy Hre not
independent. In other words, how a person wanted to gayne could influence the
types of games that the person would play. In addiéiggerson might play the same
game differently in different sessions. Consequetiitgse two dimensions informed the
organizing principles used for the GEQ in concert witthestber. However, in
searching the literature it was useful to consider thegalimensions separately.

The third dimension was a measure of the amount ofthatea player has played
games, preferably divvied up among the types of games plageldoav they were
played. Researchers have often used the number of hwoestly played per week as
well as the number of years played to characterpayger’'s experience level (e.g.,
Squire & Jenkins, 2003; Yee, 2006; Alix, 2005; Beedle, 2005; Entertain8oftware
Association, 2007). These measures were reasonablediiessthat were associated
with the current state of a player, for examplelaggr’s motivations for playing games.
However, there were two main differences in the megpents for this study than others.
First of all, the time played had to account for a cdaipin of experience instead of a
snapshot of current experience. Second, it would be pli¢eif the total hours played
could be apportioned according to game types and playing stytesever, satisfying

these conditions was considered impractical. Instbadjme played was based on the
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total amount of time played over the prior two yearbatTime was based on an
approximation that is described in Chapter 4.
Problem Statement

There have not been many empirical studies of adsmsabetween playing
games and metacognitive awareness. Prior studies shbatqulaying games might
foster metacognitive awareness, but the evidence wastroag. All of these prior
studies except one used an experimental approach, andedghsed only a few games
at most. Inthe one exception (Beedle, 2005), a survggiroers was used to assess their
experience of all of the multiplayer games they pdeged their opinions of the learning
they accrued. Although the results indicated that theegdostered their metacognitive
awareness, the results were based on their opinionsthieusvidence was not strong.

However, based on conditions that are known to festacognitive awareness
and the recognition that games can establish thosetiomsdit would seem that games
could foster metacognitive awareness. Whereas prioestugire not designed to
maximize the detection of that potential, this study eexsgned specifically to test for it.

Because this study used a survey methodology and not atineapie the results
should indicate whether CWGs were associated withtehignetacognitive awareness
than ACTGs and NCWGs; but an association would notssac#y prove a cause and
effect relationship. An alternative explanation cduddthat people with a higher

metacognitive awareness would more likely play CWGs.
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Research Questions and Hypotheses
For the following research questions, the time perioticered was the two

years prior to the survey being taken. The two-year gpaeves operationalized as 100

weeks to facilitate respondent answers. Metacograinereness was measured by an

instrument developed by Haynie (Haynie & Shepherd, 2009).vitlee game types,

ACTG, NCWG, and CWG were described above.

RQ1. Do first and second-year college students, aged 18yeaPd differ on their
metacognitive awareness based on the level of timea&imal, Moderate, or
Often) that they spent playing video games over the winryears?

RQ2. Do first and second-year college students, aged 18yaPd differ on their
metacognitive awareness based on the type of video gaGds&5(ANCWG, or
CWG) that they played over the prior two years?

For RQ1 and RQ2, | did not offer hypotheses. | could not grediat | would find.

RQ3. Do first and second-year college students, aged 18yeaPd differ on their
metacognitive awareness based on the interactioredinte that they spent
playing video games and the types of video games that lgscoover the prior
two years?

H3a. The CWG gamers who played video games Often oqribtr two years will
have a higher metacognitive awareness than the CWG gavherplayed video

games at an Occasional or Moderate level of time.

14



H3b. The CWG gamers who played video games Often oggrtr two years will
have a higher metacognitive awareness than the ACTGIGNWdG gamers who

played video games at any level of time.

The game types are further discussed in Chapter 3, améathéhat the research
guestions were operationalized is described in Chapter drelised research questions

and their rationale are presented in Chapter 5, togeittethe results.
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Chapter 2: Literature Review

Overview

This section provides a brief overview of the literanendew. Citations for the
claims made in this section will be provided in the sedo®y sections.

First, a description of metacognitive awareness and hdewelops will be
presented. An essential step for testing the study’'sthgpes is the ability to measure
this variable. Researchers have investigated how to apexiite metacognitive
awareness and measure it by self assessment with prahdity and reliability. The
instrument selected for this study will be described.

There are a number of proven ways that metacogniveeemess can be fostered.
One way is to put a person in an environment that engesirand supports the exercise
of metacognition. In fact, the inspiration for thisdf came from the realization that the
conditions that establish that environment are sinhldhe conditions that are
established in many video-game environments. The emgditerature for the effect of
playing video games on metacognitive awareness was sdaattiethe results found
will be discussed. There have not been many studlidéssaconnection, and none tried to
measure the effect quantitatively based on prior gameierpe or across a broad range
of games. Afterwards, the theoretical reasons tlgimy games can foster

metacognitive awareness will be presented.
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An instrument had to be developed to measure the gameengeenticipated to
foster metacognitive awareness. Three dimensions of gapagience were considered:
(a) the types of games played, (b) how they wereeplagnd (c) the time spent playing
them. The literature that is related to the designsamatture of games is part of a
discipline called game studies. That literature waevest to identify and present
organizing principles for distinguishing game types and playylgsst

The final principles and ultimate survey questions used hbd extremely
limited, partly because of the target population setecliéhat population was selected
after a review of gamer demographics and the need for agbmputhat could best test
the hypotheses and was also practical to survey. Thultetiadure review will conclude
with a review of gamer demographics to enable justificadioshthe ramifications of the
selection made.

Metacognitive Awareness

Metacognition has been studied extensively since the #arfys (Flavell, 2004).
Earlier research focused on metacognition in childrensimce the late 1990s,
metacognition in adults has become a thriving area eérehk as well (2004). The term
metacognition is often defined as “thinking about thinking.’e Térm is generally
attributable to John Flavell (Livingston, 1997), who is cdesed the “father of
metacognition” (Papaleontiou-Louca, 2003). Cognition and cogtation are two
distinct concepts, but they are intertwined in tlusie (Livingston, 1997). The
connection can be simplified by using reading comprebaras an example. Cognition

is used to understand what you are reading. Metacognitimedto ensure that you
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understood what you read and what actions to take if youtdifetacognitive
awareness is the awareness of metacognition and of owa' metacognitive abilities. It
is the ability to think about, understand, and control orersking (Flavell, 1976).

Over time, Flavell and other researchers extended fivete of metacognition,
in particular to include the affective states (itke psychological states such as
emotions). The definition of metacognition should inelad least the following ideas,
“knowledge of one's knowledge, processes, and cognitivefteadive states; and the
ability to consciously and deliberately monitor and regudaie's knowledge, processes,
and cognitive and affective states" (Hacker, 1998, p. 11).

Metacognition is an important ability that can enhaeeerling (Schraw, 1998a)
as well as strategic thinking (Haynie, 2005). BransfordwiBrand Cocking (2000) have
highlighted a broad range of research that demonsttadsenefits of metacognition for
learning, knowledge transfer, and problem solving. In additiots benefits for learning
in an academic setting, metacognition is also benéfaidearning in the workplace
(Munby, 2002).

Developing metacognitive awarenessChildren as young as kindergartners have
metacognitive ability (Schneider, 1985, as cited in Hacker, 1998)that ability
continues to increase and evolve throughout childhood, @agoles, and adulthood (e.g.,
Rasnak, 1995; Schraw, 1998a; Schraw, 1998b; Papaleontiou-Louca, 2008, 2005;
Vukman, 2005). Many researchers believe that metacogaibiNiey is domain general
(Schraw, 1998b). As students learn to think criticallynhwmita subject domain, they learn

strategies for working within that domain. As they ietar think in more and more
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domains, and particularly if they reflect on their thimgk they may construct general
metacognitive knowledge and skills that are transfertabd¢her domains. Thus,
metacognitive ability may be best learned within the exindf a subject domain, but it
eventually develops into a domain-general ability (8ahr1998Db).

Research shows that the level of adults’ metacogratity increases with age,
at least through the late 40s (Rasnak, 1995; Cooper, 2005; Vukman, 20d4)
continues to evolve into at least the late 60s (Radrg8§; Vukman, 2005). Older adults
(beyond traditional college age) show qualitatively diffén@etacognitive abilities than
younger adults (aged 18 to 23 years). The difference teayfsom a different
orientation to learning between the two groups. Older sidudtw on a mastery
orientation that relates to future applications outtmgeclassroom, and they abstract
meaning from facts and data; whereas younger adults emglesformance orientation
based on immediate rewards such as test scores (R&498a8l, The different
orientations to learning may account, at least partifdlythe results described below.

Older adults use more of two study strategies referred ge@eration of
constructive information and hyperprocessing (Justice & &gra001). The former
strategy uses elaboration, reorganization, and integrafiinformation. The latter
strategy uses extra processing to understand difficuttailenging information. These
two strategies, used to increase comprehension and iego&information, are
relatively sophisticated strategies compared to those usiée lypunger adults.

Vukman (2005) studied the problem-solving abilities of individualfour age

ranges (based on years): (a) adolescents (16 to 17ubg yadults (21 to 23), (c) mature
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adults (40 to 47), and (d) older adults (63 to 70). He foundhbanhature adults were
the best at solving ill-structured problems which requintelgration of diverse data and
synthesis of different perspectives, whereas youngsadelte the best at closed-form
problems with all information provided and one corredtgm.

It should be noted that it is not age per se that fodarslopment of
metacognitive awareness. Rather it is the proper lauyel and experience gained that
generally accompanies an increasing age that matterex&mple, Cooper (2005) found
that teachers’ levels of metacognitive awareness isecteaith their years of experience
regardless of age. She concluded that the type of Watkdachers do, reflecting on
their students’ thinking and learning progress and verbalizeig dlwn cognitive and
metacognitive processes to the students, was benefigrareasing their own
metacognitive awareness. In another study, Huggins (2004l finat teachers who
taught courses which required their critical reflecbdtheir thoughts had higher
metacognitive awareness than teachers who taught @nabskills courses which did
not require critical reflection. These two studies sugtdtany adult who engages in
reflective thinking as part of their professional duties/rfoster their metacognitive
awareness.

In concluding this section, researchers have discoveeeidbortant but
surprising finding that metacognition does not correlate tratthitional measures of
intelligence such as IQ (Schraw, 1998a) and abilities ssitheaAmerican College
Testing (ACT) scores (Schraw, 1998b). Although a highds I@@eful in developing

cognitive abilities, the higher-level abilities of metgaition are constructed gradually
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with experience and without regard to particular stageges or aptitudes (Schraw,
1998b).

Operationalizing metacognitive awarenessMetacognition is a complex
concept. Its definition has evolved as researchens égensively studied it from a wide
range of disciplines and for varying purposes (Hacker, 1998hsequently, it has been
operationalized in many different ways dependent omtishded application and context.
These ideas are discussed here to lay the foundatidimefinstrument used to measure
metacognitive awareness for this study, including the instmtifrem which it was
adapted.

Most researchers agree that the definition of metatogrghould include two
basic components, knowledge of cognition and regulati@oghition (Schraw &
Moshman, 1995). Knowledge of cognition (also referred toetacognitive knowledge)
is comprised of one’s knowledge about cognition in gerasalell as knowledge of
one’s own capabilities in using cognition. Regulation @freon is used to control
cognition.

Metacognitive knowledge includes: (a) knowledge of persomabias (i.e., how
people learn and process information including their owmieg processes); (b)
knowledge of task variables (i.e., nature of the taskedlsas demands that the task will
place on oneself); and (c) knowledge of strategy varigdbes cognitive and
metacognitive strategies as well as when and where tihers® (Livingston, 1997). An

alternative view of metacognitive knowledge includesd@jlarative knowledge afhat
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you know, (b) procedural knowledgelodwto utilize that knowledge, and (c)
conditional knowledge ohenandwhyto use it (Schraw & Dennison, 1994).

Regulation of cognition includes: (a) planning (i.e., “planngugl setting, and
allocating resourceggrior to learning”); (b) information management (i.e., “skénd
strategy sequences used on-line to process informatiom effciently,” e.g.,
“organizing, elaborating, summarizing, and selective focu$irfg) monitoring (i.e.,
“assessment of one’s learning or strategy use”); (d) debgdge., “strategies used to
correct comprehension and performance errors”); anev@yation (i.e., “analysis of
performance and strategy effectiveness after a learniagd®3) (Schraw & Dennison,
1994, pp. 474-475).

The monitoring and regulation of cognition are referredsohe executive
processes (Kluwe, 1982, as cited in Papaleontiou-Louca, E.,.2B@acognitive
knowledge is used to inform the monitoring of cognition tsuea “on-line awareness of
comprehension and task performance” (Schraw, 1998a, p. 1hB)feddback from that
monitoring is subsequently used as an input for regulabiggition. In other words,
monitoring cognition, a component of regulating cognitisrihe bridge that connects
knowledge of cognition to regulation of cognition.

In addition to metacognitive knowledge as a resource dormbne’s decisions, a
person can also rely on metacognitive experience (Fld8d1, as cited in Papaleontiou-
Louca, 2003). That experience concerns the consciousgea@ne has during a
cognitive activity. For example, during a communication ynay sense that you do or

do not understand or that you feel hesitancy in the chibateyou made (Papaleontiou-
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Louca, 2003). Haynie (2005) considers metacognitive knowledgexpedence as two
resources available to inform metacognitive regulatidetacognitive experience adds
the affective aspect to metacognition.

Measuring metacognitive awarenessThere are several general methods for
assessing metacognition: think-aloud protocols, interviewsgaastionnaires. In a
think-aloud protocol the subject describes his or her thinkimgeworking on a
cognitive activity such as solving a problem. During aerinew the subject reports his
or her thinking during a previous cognitive activity. Both &S methods are often
video or audio taped and analyzed afterwards to determinecatpaitive and
metacognitive behaviors were engaged.

These two methods have often been used in studies cddbeiation of games
and metacognitive variables. Using a think-aloud protocoleptaglescribe their actions
while they are playing (e.g., Hong & Liu, 2003; Pillay, Brovenl& Wilss, 1999; Pillay,
2002). The game play is sometimes followed by intervipnanpted with excerpts
from the videotaped play to elicit further information, martarly the reasons for the
actions taken during play (e.g., Pillay, 2002). One studydet=on, 2005) used the
“stimulated-recall” technique which does not use the thinkéjarotocol during play,
relying solely on a post-play interview with prompts freitheotaped excerpts of the
play. This method is used to avoid the intrusion to cagniiuring the game play, but is
considered a reliable technique if the interview is held wid@ hours after the activity,

uses visual prompts from the activity, and incorporatésc miterview protocol (2005).
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Think-aloud protocols and interviews can provide valuable infaboma
concerning the cognitive and metacognitive behaviors used duriagtivity. However,
these methods do not yield numeric values of a persagtgamgnitive capabilities.
Furthermore, the methods are labor intensive and woulbenefficient in a study with a
substantial sample size as well as a variation of gdraeacteristics across many
different games.

Alternatively, the third general method uses questionnaself-assessment
instruments to provide numeric values for a person’s rogtatve awareness. These
instruments have been created for different age radgasins, and ways of
operationalizing metacognition. They usually provide anmalvadex for metacognitive
awareness and often provide separate indices for subtettss Examples include
instruments for reading comprehension (Mokhtari, 2002) niistecomprehension
(Vandergrift, 2006), learning in a formal educational cont&gh(aw & Dennison,
1994), problem solving (Swanson, 1990), and decision making (H2@18). It should
be noted that all of these instruments measure tbegitr of a varying assortment of
metacognitive processes that support a particular apphc@ig., reading
comprehension, problem solving, decision making, etc. int&cpr context). This
point will be revisited in describing the instrument usedis $tudy.

Schraw and Dennison’s Metacognitive Awareness Inventory k§8°). The
first instrument considered for this study was develope8Sdiyaw and Dennison (1994).

They developed the SDMAI to measure the metacognitiveeangas of adolescents and

5 Schraw and Dennison referred to their instrument as e Mowever, | will refer to their instrument as
the SDMAI to avoid confusion in this study with Haynigistrument (Haynie & Shepherd, 2009).
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adults in support of generalized learning in a formal edutatimontext. Two
experiments showed that metacognitive awareness aapebationalized as two factors
that correspond to knowledge of cognition and regulation giition. The two factors
were found reliableo{ = .90) and intercorrelated € .54). “Knowledge of cognition
measured an awareness of one’s strengths and weakresseledge about strategies,
and why and when to use those strategies. Regulati@yoition measured knowledge
about planning, implementing, monitoring, and evaluating strategy (1994, p. 471).
Furthermore each of the two factors made a unique batitrn to cognitive
performance.

The instrument yields an overall index for metacogniéiw@reness and a
separate index for each of the two main factors, kedgé and regulation of cognition.
The instrument consists of an inventory of 52 stateméontsvhich the respondent
indicates the level of agreement with each statemeiat scale ranging fromot very
much like meo very much like méSchraw & Dennison, 1994).

For the current study, the main problem with the SDMAbwhat it is geared to
learning capability in a traditional, objectivist-based edoaatlisetting; rather than to
problem solving and adaptive decision making in a complexriameeand dynamic
environment that games may provide (to varying extentsituirately, Haynie (2005)
created a newer instrument for measuring metacognitveemess that provides a better
match for the type of instrument best suited for this study

Haynie’'s Measurement of Adaptive Cognition (MACHaynie (2005) was

studying the effects of metacognitive awareness on ent@ymal decision making. The

25



entrepreneur works in an uncertain and changing environn@agnitive adaptability is
a capability that allows the entrepreneur to let go evipusly-held beliefs in the face of
conflicting data to change strategies and meet the eesgaig environment and task
demands. Haynie believed that increased metacognitiaeeaess would increase the
entrepreneur’s cognitive adaptability and lead to betterideamsaking.

To test his belief he needed an instrument that could neetsucapability as
embodied in his ideas and based on the foundations ofogeitice theory. He decided
that the SDMAI would provide a good foundation but needed finations to support
the measurement of the capability in the proper conbextite needed for his study.
Beginning with the 52-item inventory of the SDMAI, Haynie rete the items to remove
the educational context and deleted nine items that werdifficult to disentangle from
that context. In addition, he added 11 items to supporithéanal dimensions of his
model for the metacognitive processes he needed to measure.

After statistical analysis and validation the instrutngas reduced to a 36-item
inventory. The 30% reduction from the 52 items in Schragv@ennison’s instrument
was a benefit because the smaller instrument wouldliéakdime for subjects to
complete. Haynie named his instrument the Generalizedddgnitive Awareness
Inventory (2005).

Afterwards, he and colleagues continued working with teeument as well as
further testing it (Haynie, Grégorie, & Shepherd, 2005). firtad instrument was
modified slightly from its original version. As ting¢hinking evolved, they realized that

they were capturing the construct of cognitive adaptalaihity renamed the instrument
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accordingly as the Measurement of Adaptive Cognitioninaplg, the MAC (Haynie &
Shepherd, 2009; J. M. Haynie, personal communicatioe, du2008).

The MAC is based on five dimensions: (a) goal orientatib) metacognitive
knowledge, (c) metacognitive experience, (d) metacognitiseehand (e)
metacognitive monitoring. In the context of cognitive adbjity, these dimensions
were defined as follows. Goal orientation consideesnfluence of context and
motivations on each other. It represents the exbattan individual considers the task
environment from the wide variety of personal, so@ad] organizational goals. Goal
orientation engages metacognitive knowledge and expeniescarces. These resources
refer respectively to the cognitive and affective knowletige an individual can elicit
for considering appropriate decision frameworks that csuilkdthe task and environment
at hand. Metacognitive choice is the extent thairttiwidual engages in selecting the
particular decision framework. Finally, metacognitivenioring represents the extent
that the individual utilizes feedback from the previous fdimensions for managing the
changing environment.

The reliability and validity of the MAC were determinedbe strong. The
internal consistency of the MAC was used as a meastine amstrument’s reliability. It
was calculated using Cronbach’s alpha across all itdrt®e inventory. The high value
(o = .885) indicated a high degree of internal consistandyconsequently a high
reliability (Haynie & Shepherd, 2009).

Structural validity was established (between factoth@imeasure) for both

convergent as well as discriminant validity (Hayni&&epherd, 2009). Convergent
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validity indicates that all items associated withretctor correlate highly with each
other (i.e., loading is greater than .5). Discriminaliohty indicates that each item
correlates higher with its own factor than with anyeottactor (Chau & Tam, 1997).

Nomological validity (between the MAC and other measuveas also
established (Haynie & Shepard, 2009). Validity is establishiedifiduals’ scores for a
measure are correlated with scores to a measure thabigtically expected to be
positively correlated and vice versa. Testing establiifedscores on the MAC were
highly correlated with scores on Cacioppo, Petty, and€deed for Cognition Scale
(1984). People who are motivated to engage in ‘effortiudintive activity would be
expected to have higher scores on the MAC. Conversahgparing scores on the MAC
with the Conservative-Liberalism Sca(®&ehrabian, 1996), an extremely different type
of measurement, showed no significant correlation.

Haynie’s instrument showed promise for measuring individiiedrences in
entrepreneurship research (2005). | decided that it would bewiteld for this study as
well. Adaptive decision making in an uncertain and changnvironment is a valuable
problem-solving capability, for example, to improve mamagmet and navigation of life
in general. Furthermore, games provide this type of envieahio different extents
dependent on the type of game. Thus, this measure steoukkful for comparing
different game-experience profiles.

As previously noted, a number of instruments have beenagpegefor measuring
metacognitive awareness. Those instruments measuradiadual’s strengths in

certain metacognitive processes that captured partbities, for example, reading
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comprehension, listening comprehension, and learning capafility.contexts for these
abilities varied as well. For example, Schraw and Bems instrument was based on a
formal educational context; while Haynie’s instrumenswased on a typical
entrepreneurial environment. However, similar to therati#ruments measuring
metacognitive awareness, Haynie’s instrument measueestrigngth of metacognitive
processes as well. Thus, it was appropriate to uddAli2to measure metacognitive
awareness for my study. However, to avoid confusidhignstudy the value returned by
the MAC will be referred to as tidetacognitive Awareness IndéWAl).

Fostering metacognitive awarenessReview of the literature has established
that instructional strategies can foster metacognitiveremess for both children and
adults, and that improvement benefits learning, strathgiking, and problem solving
(Hacker, 1998; Schraw, 1998a; Bransford, Brown & Cocking, 20Qtalantiou-Louca,
2003; Cromley, 2005).

Papaleontiou-Louca (2003) contended that teaching about rgataee®
awareness may not be as effective as providing actiwitegsanodel use of the skill and
encourage students to develop it on their own. She &supilist of classroom activities
from the research literature that have shown toffieeteve for fostering metacognitive
awareness. The activities include identifying what you kaodwhat you don’t know,
planning and organizing strategy (for learning), generating gumsstthoosing
consciously, setting and pursuing goals, evaluating theofvehynking and acting,
identifying the difficulty, paraphrasing and elaborating stisledeas, labeling students’

behaviors, debriefing the thinking process, problem solvingesehrch activities, role
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playing, thinking aloud (particularly in problem solving), intetrge multimedia learning
environments, keeping a thinking journal, cooperative learning-(pgeeer teaching),
and teacher modeling thinking out loud (both cognitive and mgtetdze thinking).

Shraw (1998Db) identified three likely methods that fosteeligment of
metacognitive knowledge for all ages: (a) direct learnirfigijoof specific strategies for
particular applications), (b) peer-regulated learning (basamiodeling of strategy use by
more proficient peers or by cooperative problem solving),(ephautonomous learning
(in environments that encourage learners to creatediwairstrategies for problem
solving with as little scaffolding as possible and paréidylreflecting on those strategies
after creation).

Although a person may have the knowledge and strategiesdmplish a
particular task, significant effort and persistencefteronecessary. Research has shown
that a mastery, rather than a performance, oriemtéia key characteristic of successful
learners. “A number of studies indicate that hightergsstudents are more successful
overall because they persevere, experience less arugetynore strategies, and attribute
their success to controllable causes” (Ames & Arch@88, in Schraw, 1998a, p. 122).
An environment that promotes these attributes should bslprfmetacognitive
awareness.

Summary of metacognitive awarenessMetacognitive awareness is a general
capability that can benefit learning, strategic thinkingl problem solving across
multiple subject domains. It is first observed inlgahildhood and generally increases

and evolves throughout one’s life. Haynie’s self-amsesit instrument captures adaptive

30



cognition by measuring the strength of five metacognitive s@Esin supporting
decision making in a dynamic and uncertain environmene if$trument has proven
reliability and validity in its application and context seems well matched for the
requirements of this study.

The development of metacognitive awareness can beddsiath appropriate
strategies, particularly within the proper environmentat®@nvironment should be
mastery-oriented and encourage and support the develophstrategies for problem
solving within a particular subject domain.

Games and Metacognitive Awareness

This section will present empirical evidence that plagages can engage
metacognitive behaviors, plus some indication that gaasedoster metacognitive
awareness. Afterwards, theoretical justificationvitny games have that potential will be
discussed.

Empirical evidence The literature was systematically searched to find eogdiri
studies of associations between playing games and eidtacognitive awareness or
cognitive adaptability. Online databases of articles asgediations were searched first,
using the following Boolean expressions:

* (metacognitive OR metacognition) AND (games or gaming)

* ( (adaptive AND cognition) OR (cognitive AND adaptabiljyAND (games

or gaming) )

In addition to the individual keywords, this search wouddk pp keyword terms

such as metacognitive awareness, cognitive adaptabilitgtieel@ognition, video
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games, computer games, etc. After this initial seahehreference sections of the
articles and dissertations found were used to identifitiaddl studies. However, after
both phases of the search, not many empirical studiessfarend (including zero studies
found of associations of playing games with cognitive addpyab This result is
consistent with a previous researcher who found “a nieabdy limited research literature
in this area” (Henderson, 2005, p.°1).

In view of the lack of research, the conclusions redam¢he studies found have
been insufficiently replicated to be considered conetusiNevertheless, the research
provides sufficient evidence to establish a context ferdtudy and to inform aspects of
the research design. This literature is reviewed irfidl@wving.

In their mixed-methods experiment (Antonietti & Mello2€03), 40
undergraduates (mean age of 23 years) played Pegopolitamesstrategy game, as a
non-electronic board game and as a video game on a comptietwo versions of the
game were implemented as similarly as possible, sah®atomputer version did not
provide extra features beyond the intrinsic featuresaltamputer provides. Those
intrinsic features include interactivity, multi-sensotyrailation, immediate feedback,
etc. Great care was taken in the design of the expetito eliminate extraneous effects
from confounding variables, such as gender, general intediggemajor field of study,
game-playing habits, prior experience with Pegopolis, and astiqgaaffects of playing

the game during the experiment. Results showed thaetfiermance levels attained and

® The search of the online databases was repeated ir2Bthy,and did not find any additional journal
articles or dissertations that were relevant tcetingirical evidence.
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strategies used by the students were not significantlgrdiif between the two versions
of the game across all of the variables studied.

The two researchers concluded that the associationsdtioeliween playing
games and cognitive and metacognitive variables were trdicsmeeaning that they
were due to the content of the game and not on theamsedivhich the game was
implemented (Antonietti & Mellone, 2003). A key limitatidor generalizing the results
is that only one game (i.e., Pegopolis) was used iexperiment.

A number of studies have been conducted to identify thecogéive processes
engaged while playing games in which strategy was importdost of these studies
used qualitative methodologies that were generally basgdientaped think-aloud
protocols during game play. Subsequently, interviews we@ tasgain further insights
into the thinking used during play. After data collectidmse studies used a grounded-
theory coding analysis to identify the cognitive and nagative processes engaged.
The studies found that strategy games encouraged playeigaigeen a wide range of
metacognitive behaviors (Antonietti & Mellone, 2003; DotittL995; Henderson, 2005;
Hong & Liu, 2003; Horak, 1990; Ke, 2007; Pillay, Brownlee, & Wils399; Pillay,
2002). Practicing metacognition fosters metacognitive awasefPapaleontiou-Louca,
2003). Thus, metacognitive awareness should be fosterddylygthese types of
games.

Even the simplest games can elicit the practice edoognition and foster
metacognitive awareness. For example, there aréasio phases in problem solving:

(a) creative thinking to identify possible strategies toarsk(b) evaluation to determine
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whether the strategy chosen is progressing towardsisoso{Doolittle, 1995). Doolittle
found that simple word tables, riddles, and simple commames could encourage
college undergraduates to brainstorm multiple solutiosipities and to evaluate their
suitability to the problems posed by these “games.” Mopoitantly, he found that the
primary skill that students learned was a willingnedsttgo of unsuccessful strategies
and try other strategiésin a quasi-experiment, Doolittle (1995) found that
undergraduates who played these games subsequently showeskerhdesals of critical
and creative thinking abilities, whereas a control gnbjeh did not play the games did
not.

At a higher level of game complexity, Pillay, BrownleadaVilss (1999) studied
the cognitive and metacognitive processes that studentsvbdedplaying a more
sophisticated video game. In their study, 21 high-schoolstsideged 14 to 18 years)
operated a control pad and used onscreen monitors to ldbwetfoght of a machine
called a “gyrocopter” in the game Pilot Wings. Using alitpt&ve approach in which the
subjects would describe their actions and reasons for thengguay, their cognitive
and metacognitive processes could be identified. Asld#lyers gained experience, they
used metacognitive reasoning to move from trial-and-errooappes to more strategic
approaches. These strategic approaches combined anabasahing in concert with
the complex and interacting information structures &ixersense of it and properly

control the gyrocopter.

" This latter ability was referred to as cognitive adality by Haynie (2005).
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In a subsequent experiment, Pillay (2002) determined using a-mgdtbds
approach that the students who played the video games shopreded performance in
subsequent technology-based educational tasks. Furthethwextent of that
improvement depended on the types of games played. Hisragpeutilized a
population of 36 students, aged 14 to 16 years and all expedienplaying a variety of
video games. They were randomly assigned to a contyapgr to one of two treatment
groups in which each group played a different type of stratelgp game. Based on the
results as viewed through his theory he concluded that $tabo play video games
use cognitive and metacognitive reasoning to form two typkeafledge schema. One
type is functional based on the subject content. Tier dype is structural based on
formatting and organizing the information for more efintiaavigation and use of the
content. The structural schema appeared to be trabiefeceother situations, namely the
educational-based tasks, which enabled the higher perform&iitag; conjectured that
since students play a range of different types of gaineg would presumably form a
variety of structural schema which could enhance théseguent performance on
technology-based educational tasks.

As novices gain experience playing video games, presumalylyvthdd
progress in their game-playing abilities for the typegarhes that their enhanced
abilities would enable. As described above, some of thoifges will be general and
transferable cognitive and metacognitive abilities. Tiesvidence that those abilities
will provide expertise that is qualitatively differentitha novice’s abilities. In a mixed-

methods experiment, Hong and Liu (2003) showed that novice>qradt video-game
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players demonstrated qualitatively different thinkingigtgies while playing the video
game “Klotski.” This game is a simple strategy gant wie goal of moving smaller
blocks out of the way so that a larger block can be chowt of an exit. Seventy-six
elementary school students were chosen to play this gé&méhe added goal to use as
few moves as possible and in the least amount of tirhe.top five performers were
identified as experts and the bottom five as novice® téh students played the game
again while a think-aloud protocol was employed and videotapexttod their thinking
strategies while playing the game. Three thinking stradegere identified: (a)
analogical (deciding on a strategy to use before taldtigrg, (b) heuristic (taking action
with regard to previous results), and (c) trial-and-eftieking action without planning).
The main difference shown by the subjects were tlaéxperts used more analogical
thinking and the novices used more trial-and-error thinking.

Remember that cognition is the thinking done in accompiishitask.
Metacognition is the reflection on the result of thek and the strategy used in
accomplishing it. Going from trial-and-error thinkingheuristic thinking to analogical
thinking demonstrates a progression to higher levels aicoghitive awareness.
However, does a person progress to higher levels asaquence of playing the games?
This progression is necessary for a novice to improvepeance in video games, and it
is reasonable to expect that at least some playerpragyess in that way. In fact, Bartle
(2003) noted that it was common for players of multiplagée-playing games to

progress to different playing styles as they became mawlkdgeable and familiar with
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the game. This progression created a learning mechanistagasbed by Bartle later in
this chapter) that could foster metacognitive awareness.

In concluding this section, there are two more studshy of mention, because
they incorporated particular aspects relevant to this stlitig. first used a proven
instrument to measure metacognitive awareness, anédd¢baedsused a survey that
included an assessment of prior game experience.

Ke (2007) studied the interactive effects of a “math tneat” intervention in
interaction with alternative “classroom goal structuieesthe cognitive and
metacognitive processes of 486 fifth graders, randomlgresito the treatment
variations. The intervention used either a math vigkrme or a set of pencil drilling
exercises. The alternative goal structures were cooge(atorking on a team to support
each other in learning), competitive (working to get tdpegderformance compared to
others), and individualistic (working independently towardssooe/n goals without
regard to others). The mixed-methods experiment included tptasetimeasures of
cognitive and metacognitive performance before and digeintervention, as well as a
think-aloud protocol during the intervention. The experinvess conducted for one
month.

Metacognitive awareness was measured witlJtimor Metacognitive Awareness
Inventory Version ASperling, et al. 2002), a 12-item self report on a 3-gdakmrt
scale. The quantitative results showed no change iacognitive awareness as a result
of the intervention. Furthermore, the classroom gtratture had no noticeable effect on

metacognition. However, the qualitative results suggdesia the students who played
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the game were more engaged in metacognitive regulatiorgdinergame compared to
those who did the exercises. The lack of improveneows by the quantitative results
was attributed to the short one-month treatment provided2007).

In the second study mentioned above, Beedle (2005) condustedey of
people who played online multiplayer video games to deterth&ieperceptions of any
learning benefits gained, particularly those involving higheleothinking skills. He
posted the survey on online bulletin boards for multidagamers, and depended on
word of mouth and self selection to obtain his respotsdeHe obtained 346 suitably-
completed responses. The results showed that the gategraged the players to
engage in metacognitive behaviors. Those behaviors incl{@estrategy discussions
with other players outside the game, including discussiathsindividuals from a
diverse range of backgrounds; (b) joint problem solving witter players; (c) exposure
to new ideas; and (d) consideration of multiple optian scenarios.

Beedle’s study was the only one | found that used a suneglyodology to
determine a measure of past game experience (i.e., aofdime playing online
multiplayer games per week and the number of years@)layel matched that to a
measure of higher-order thinking abilities attributabléhtd experience, albeit the latter
measure was based on player perceptions. However, babausurvey did not use a
randomly-chosen sample of the target population, th&teecannot be considered valid
beyond the sample respondents.

Theoretical justification. Considering the wide variety of game types, a

consensus epistemology that could make the connectivedre the general principles
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involved in playing games and the principles of learning wouldsiedul (Klabbers,
2003). Klabbers considered two epistemological orientsiti@) one based on an
acquisition view of knowledge (i.e., the objectivistdit@mnal view of learning) and (b)
the other on an interaction view (i.e., the constvigttiview of learning). He considered
the former view most appropriate for training and the atieasv most appropriate for
education. There are different games that can suit @abese two viewpoints.
However, games are most powerfully suited for educdiipallowing the player to
construct meaning in interaction with the subject cordéthe game and with other
players (Gee, 2003).

In light of these ideas, Klabbers (2003) rejected the nahiat studying
individual games in context for deep insights of educatigalue was necessarily the
most fruitful area of educational games researcltedas he studied game structures and
characteristics across a broad range of games. Wéttkbowledge, he developed an
epistemology that he operationalized as a “semib&ory of learning” with a specified
syntax, semantics and pragmatics for describing a pattigaine. The building blocks
for his “language” were actors, rules, and resources, wigaonsidered as the units for
describing a social system at the roots of his language.adtors are the players who
interact with one another and utilize the game ressuaccording to the rules of a
particular game. Klabbers’ language could be useful f@anatyst to describe a game

from an epistemological perspectite.

8 In fact, Klabber's language was used to resolve arratibit case by classifying two similar but different
games (2003).
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There are a number of theories that explain howipdagames can benefit
learning. Before discussing them, an operational disfimdaf a game will be presented,
and game goals and basic game structures will be discussed.

Definition of a game. Juul claimed that defining the term “game” is a common
pursuit for game-studies’ researchers (2005). For his paopinpiled definitions for
“‘game” from some of the prominent games’ researchidesthen created a new
definition that represented a synthesis of the mdpas expressed by those researchers
as well as his own insights. According to Juul (2005, pp, &-@ame is:

1. arule-based system;

2. with variable and quantifiable outcomes;

3. where different outcomes are assigned different galue

4. where the player exerts effort in order to influenedbtcome;

5. the player feels emotionally attached to the outcand;

6. the consequences of the activity are optional and negotiable

The definition contains six conditions that are neagsand sufficient for an
activity to be considered a game. Furthermore, Juul (20@bjtained that there are
three main perspectives for analyzing a game, the gaetie [itlaying the game, and the
relationship of the game and its play with the extewald.

The definition reflects the view of game researcheasdames are transmedic.
In other words, playing a game would produce the same cognitivenatacognitive
impacts on a player whether implemented as a norretectgame or as a video game.

However, there are significant advantages that vide@gaian provide that are not
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possible for non-electronic games. The computing pawanideo game can reduce a
player’s cognitive load. By chunking data and conceptshigfioer-level forms (e.g.,
with visual metaphors), the player can spend more tiraestrategic rather than at a
tactical level in decision making.

Game goals and basic structuregccording to Juul (2005), a clear and explicit
goal is a defining characteristic of a game. Some relsei& ascribe the main difference
between a game and a toy to be the presence or alidengeal (Caillois, 2001;
Crawford, 2011). There is not an explicit goal prese&imCity, and Will Wright, its
creator, agrees that it should be considered a toy @0@f). However, SImCity is often
played with a particular goal that the players or soraedse (perhaps a teacher)
specifies’ When SimCity is played with a goal it is a game. timother hand, it is
likely that players would consider it a game in respagto a survey, no matter how
they play it.

From a slightly different perspective, Klabbers retera game in which the goals
and motivations to play the game are embedded in the sildktelic; and a game in
which the players create their own goals and motivatamautotelic (2003). He claims
that in an allotelic game, a player is driven tonelay acquiring information from the
game in accordance with the rule-based goals; andantatelic game, the player learns
by constructing his or her own meaning through interactiatisthe game and with
other players. In this view, an allotelic activity wodwonstrain player actions by the

rules, whereas an autotelic activity would provide maogeférm play. This difference is

° SimCity has received acclaim for its learning potériRahl, 1991; Prensky, 2001).
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similar to the distinction made by Caillois (2001) betwerlu$ and paidea (or between a
game and a toy).

SimCity would be considered intrinsically autotelic wanptayers could explore
the results of their different designs. Howevegnifexternal source, for example a
teacher, established a goal for the game, then the wanid be allotelic. Many games
include explicit rule-based goals within an elaborate amdptex world with sufficient
freedom to enable individual players to play the gamélereform (or even both forms)
as an allotelic or autotelic game. For example, mtlype of game, some players may be
most interested in winning the game. However, otherslbaayost interested in
socializing within the game with other players; and etitlers may be most interested in
killing off the characters encountered. Either of ¢hlaster two goals may further the
main goal as specified by the rules, but either mayrbaia goal in itself of the players.

A related concept concerns the distinction between agesous game and an
endogenous game (Rieber, 1996). In an exogenous game, thicllding the goals
stand separate from the subject content of the gamethér words, different subject
contents can be switched in and out of a game shellraotedd of the rules. For
example, games such as hangman, Jeopardy, Who WaesaMillionaire? are games
with specific rule sets that can be used with any subatent. However, any type of
game that could have a different subject content sutesdiin without affecting how the
players substantively pursue the goal would be exogenomsvetely, in an
endogenous game, the rules and goals are incorporated astharsubject content.

Thus, accomplishing the goal requires reasoning through ptsnicethe subject content.
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The subject content of an endogenous game cannot bea@émiéth a different subject
content simply substituted in its place. In an exogs game, the goal can distract the
player from thinking of the content. An endogenous gamaires a person to reason
with the content to win the game. Obviously, an endogegao® is more immersive
and has more flow potential (to be discussed below) argeqgaently can better engage a
player’s attention in the game’s content than an exoge game.

Another prime distinction in types of games concehniesdifference between
progressive and emergent games (Juul, 2005). In a progrgasieea player needs to
advance to particular game states that are progressieshr to the goal. Usually this
will require that the player follows a particular patha relatively small number of
possible paths, to successfully accomplish the goakogaéime. The rule set of a
progressive game constrains the types of strategieadions that a player might take at
any point in the game. The classic example of this tfpgame is the adventure game.
Conversely, the rule set of an emergent game genatkilys a seemingly endless
number of possible paths for playing. An emergent gameallall the player much
more flexibility in creating strategies than the pregree game. Chess is a classic
example of an emergent game.

Epistemological theoriesCWGs were introduced in Chapter 1. They are often
played with other players, but not always. Below isiefldescription of a number of
epistemological theories that CWGs support. These ideae mainly informed by Gee
(2003), although I have extended them to suggest how CWGsfostdd metacognitive

awareness.
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Situated meaningCWGs support situated meaning and learning (Gee, 2003). In
this orientation, meanings are constructed by the @aieough interaction and
negotiation with others and with the resources providethdyirtual world of the game
in the context of specific situations.

| would expect that emergent games, based on more flexielsets than
progressive games, would better encourage players t@ ¢theat own meanings and
develop more creative strategies to act within the gaan&l. Furthermore, larger, more
complex, and more detailed game worlds would provide morerappties and
perspectives from which to create meanings.

Active learning. CWGs encourage active learning, which is a powerful
independent-learning mechanism. Active learning in video gameb/es a cyclical
learning process, which is also intrinsic in scientifieeistigation (Gee, 2003). In this
repeating cycle, the player probes the world (i.e.raats with it); uses the information
learned to hypothesize how the world works; re-probesstathe hypotheses; and
reflects on what is learned to improve future perforreanthis process is similar to the
one theorized by Kolb to explain the mechanism of egpgtal learning (Kolb, 1984, as
cited in Egenfeldt-Nielsen, 2007); and used by Egenfeldt-Nie@&0dv{] at the core of his
framework to explain how video games produce learning. In Kaztlic learning
process, the player gains concrete experience by ititgyaath the world, reflects on
the observations made, postulates abstract conceptksanse of the world, and tests

those ideas with active experimentation.
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Well-designed games provide easily reachable goals eahg igame for players
to learn basic skills and knowledge required for the gahfe game then presents
increasingly more difficult goals for continued chafie and motivation as well as to
push the player’s skill and knowledge development to coatsucceeding in the game.
A typical game-design technique is to provide increasindficdit game levels or to
enable the virtual character (guided by the player) to aser¢he character’s abilities so
that the player can take on more difficult challengéames that provide increasingly
difficult goals are incorporating Vygotsky’s zone of proairdevelopment® a well-
known pedagogical technique.

Communities of practicePlayers may join a group within a multiplayer game to
collaborate and work together, for example, within ddguaia multiplayer game. These
groups, which are referred to as affinity groups by Gee (2008)% gjame interests and
values and develop shared game goals and perspectives ds/éiggame experiences
together.

Gee’s affinity groups are similar to communities of pEc{CoPs) as described
by Wenger (1998). For example, in a CoP, the community nsmamek on their
practice, developing tools and resources for their shasschasvell as supporting their
fellow-members’ improvement, all for the collectiveogb Newer players (within a
game) observe more experienced players, assume gesgiensibilities in the practice
within their communities, and thereby learn the pradgéhey move from the practice

“periphery” towards its “core.” This type of learning dae viewed through the “lens” of

19 vygotky's zone of proximal development is described is@il (2000, pp. 246 — 248).
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legitimate peripheral participation as described by lanaWenger (1991). Improving
the practice will enable the group to take on morediiffichallenges.

Aside from in-game communities, players may also gwiline communities
outside the game to discuss particular games or genckgling game strategies, game
designs, genre characteristics, etc. These groupdscaheacommunities of practice,
perhaps focusing at a higher “meta-level” than the in-gaon@amunities. Communities
of practice, inside and outside the game, will encouradgrtiein and discussion of the
game and meta-game, respectively. Furthermore, rolenglavill encourage and
facilitate that reflection by forcing conscious consadien of identity in decision making
as described in the next section.

Role playing and identity transformatiofRRole playing provides a powerful
learning mechanism through identity transformation (2683). This transformation
can be analyzed by deconstructing identity into threeeqanc(a) the player’s real-world
identity, (b) the virtual identity (through the charaqgitryed), and (c) the projective
identity which is a bridge between the real world andvitieal identity (2003).

When role-playing a character, the player is expji@ivare of the virtual identity
in terms of the character’s traits, capabilities, ealdes; as well as the character’s
limitations and advantages. Furthermore, the virtualacher assumes motivations and
aspirations that are driven and constrained by the rolggjltimately demonstrated by
the moves that the player directs the virtual chardotenake. Once the player selects or
creates the virtual character, the player cannot atfiectharacter’s capabilities directly.

Rather, the player influences the development of ttiealicharacter by directing the

46



characters decisions and actions in interaction wélvitiual world and its inhabitants.
The subsequent game experience gained by the character prewdeds and penalties,
which affects the virtual character’s development.

Usually, the player selects a character from anramsot of types (e.g., different
“races”), which establishes the initial values of tharacter’s attributes and the ranges of
values for those attributes to vary. Then, the pl&yprovided a number of “points” that
may be distributed among the attributes to initiatevitieal character as a unique
member of a particular character type. Players migd@tera particular or similar type of
character when they play, or they might try out dédfé characters in different games or
replays of the same game. Survey data from playarsretlectronic role-playing
games show evidence that long-time players of the game (for over five years)
gravitate to a particular character they like to plBgfore that point, players may try out
a variety of characters (Darcy, 2000).

During the game, the player reflects on a projectivetieior how the player
would like the virtual character to develop. That prayecidentity reflects the
aspirations and values of the player for the charac@enversely, the consequences to
the virtual character affect the virtual identity whichl wause it to evolve towards or
away from the projective identity. In other wordsymhg the game explicitly exposes
identity to the player as the player makes decisiordigo the virtual and projective
identities. In turn, the degree of alignment providedlieek to the player which may be

enabling for the player to transform the player’s-teatld identity. For example, a
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player’s lack of self-efficacy may be repaired through grbocess after persevering to
succeed in the game (Gee, 2003).

Finally, when players interact within a game, theyndrheir own values as well
as the values they may adopt for their virtual idestigh which they may play the
game. However, as the players are members of a coitymuithin the game, they
develop shared goals and game experiences, which fostgr geospectives (and
values). All of these perspectives may either reif@nmcchallenge the player’s existing
perspectives, which may cause them to assess those pgespeGee refers to this
process as an “appreciative system” (2003). Recognizing aedtiedl on one’s values
from multiple perspectives to determine action shoustleiometacognitive awareness.

Semiotic domainsEach game has its own semiotic domain (Gee, 2003) that
depends on and is constrained by the game’s rule sehahbkg players to interact with
the game (to play it) and communicate with one anotheemergent, multiplayer
games, the semiotic domain of each game’s communitéesi{s clans and guilds) as
well as the entire game community is not static.emistic domain develops within a
game’s community as the members engage in its prackioe.semiotics is a tool that
members use to probe and learn about the world and its imhisbénd subsequently to
act on those as necessary or desired. Thus, simigantlanguage, a game’s semiotics
provides a way of knowing, which is subsequently used to detedds and resources
for the community, including further development of taentics.

Games from similar genres will have similar sem#&tid@ hus, players can more

easily learn new games in genres with which they leeady familiar. Although the
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particular subject content may be new to a gamer, faitylaith the game genre will
enable the gamer to more efficiently learn and usedtecontent. However, there will
still be variations across the genre due partially fferdint subject contents as well as
some variations in rule sets.

Mastery environment A mastery environment provides a comprehensive and
realistic representation of the subject domain it sugpaithich enables nuanced thinking
and the development of expertise in that domain. Aemagnvironment encourages and
supports persistence in overcoming difficult challengasdtretch a person’s critical
thinking skills, but are not overly difficult to cause fmagion. The environment will
encourage and support calculated risk taking, so that anpeight consider and try out
more creative solutions. Furthermore, the environmdhébllow a person to
successively try different solutions for the same proliteriew and consider the
varying consequences.

Although a game might provide frightening consequence<tuittual character,
the risks are not real to the actual player. Furthezmo most games there are ways for
the character to recover or rejoin the game andara sequence of the game to be
replayed. In other words, the games support risk takiegt¢ourage the player to try
different actions in the simulated world. Many of gngames support cooperation and
collaboration among other players and often as pddawhs. The games depend on
exploring and interacting with the world to gain continuingenstanding of it to support

strategies and actions to meet the challenges providedmmant with the explicit
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(allotelic) goals of the game or those created ortitieth by the players (autotelic),
perhaps as sub-goals to the explicit main goal.

In other words, players begin in a world that is moslign to them, although
they may have prior knowledge of it through reference madée However, college
undergraduates, who are natives to computers and video gaeesk{p 2001a), prefer
to learn a game by playing it rather than learning by redwmgto play it. In fact, the
earlier levels in these games often serve as a tutoriarning sufficient skills and
knowledge to succeed in relatively easy game goals. Ingyasiedesigned for
learning, reaching those goals provide practice to prepamayer for higher levels with
more difficult goals. These new goals will requirerenadvanced skills that build on
previous skills.

A mastery environment should foster metacognitive awasdngsncouraging
and supporting the player to: (a) feel safe and take (isk&lentify, reflect, and decide
on strategies, preferably in collaboration with oth@smonitor progress and results;
and (d) take corrective actions when needed.

Game Experience

The key challenge of this study was to create a questi@ni@aassess prior game
experience that could foster metacognitive awarenesssuh@d that game experience is
comprised of three dimensions: (a) the types of ganageg| (b) the playing styles used,
and (c) the time spent in playing. There were sevéifadudties here. For this study to
be feasible, the compilation of each person’s ganxpgmrence had to be summarized by

a small set of descriptors and values. In additioméseriptors had to be relevant to
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metacognitive awareness as anticipated by the literaNmenerous game titles have
been sold, and it was likely that each study participantld have played different
assortments of games, possibly with different playigtest and for varying amounts of
time.

What was needed was a categorization system that tdfill the needs
described above and which a survey respondent could eagitgleably answer. The
challenge was to identify organizing principles that Haeen used or proposed for
categorizing games to inform the development of a suitaitee-experience model that
could be translated to a quality survey questionnaire. Tgr@saples could be found in
genres, typologies, and taxonomies for categorizing ganegame characteristics. In
addition, they could be found in the general literaturgawhe studies.

Genre, typology, and taxonomy.The terms genre, typology, and taxonomy
have often been used interchangeably in the gamingliteraTo avoid confusion, these
terms will be described here and used accordingly irstbdy. Merriam-Webster’'s
Online Dictionary (n.d.) defines genre as “a categorytidta, musical, or literary
composition characterized by a particular style, fangontent.”

Many researchers have categorized video games into gehyesi dnalyze the
genre collections created by different researchersywt find that the organizing
principles that distinguish among genres are often mbogonal. For example, it is not
unusual for some genres in a single collection to sinduished based on theme while

others are distinguished based on structure (e.g., Wolf, 2002).
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For my purposes, the information gained from any set akgemas the one or
more organizing principles that were used. My particul@rest was in any organizing
principle that might distinguish the type or degreamjact on metacognitive awareness.
If such an organizing principle was also one that shoultldae to the target population
of my study, then that principle would serve my purpds&ould distinguish important
game structures or characteristics that could impactoogtéive awareness;
furthermore, the target population would understand tissifileation.

Typologies and taxonomies are hierarchically-orderedifieetions of a subject
domain, for example, video games that are organized badéé omin dimensions or
characteristics of that domain, in other words, by tligganizing principles.” Either of
these classification types is different from acfegenres in that a game could be
classified in the former case based on the values farmber of characteristics. Some
researchers have used the term typology or taxonomyggrmously; however, other
researchers have considered these to be two distincépts (Lambert, 2006).

In this latter view, a typology is derived conceptualtyormed by established
theories or from one’s own creative insights. Typas are mostly qualitative
classifications. Conversely, a taxonomy is derigawpirically by exhaustively compiling
the concepts of a domain and determining the emergent datetwt best represent the
compilation of concepts, often by multivariate facaoalysis. A typology is descriptive
but has limited generality; a taxonomy is descriptive piredictive. Since a taxonomy is
based on an exhaustive compilation of concepts thairgemized quantitatively, it is

well suited for organizing a database of research ofubgect domain (Lambert, 2006).
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In considering the progression from initial observationa new field of research
to ultimate theory development based on empirical evideniseuseful to consider
typologies and taxonomies as distinct concepts. $mikiv, concepts are representations
of observations that can be communicated, and thewaesrganizations of concepts and
relationships among them that organize the observaticamsvay that can usefully
describe and predict phenomena arising in that discipliméis perspective, the
information compiled from initial observations and hypstes could be represented in
typologies which could then be used for input to develtgxanomy. Thus, an
empirically-proven taxonomy is a valuable source forettgying quality predictive
theories (Lambert, 2006).

As defined here, the only taxonomies that | have foukdargaming literature
were from studies that classified the motivations lagltaviors of players (Alix, 2005;
Yee, 2006). However, some researchers have referredrtgenee collections or
typologies as taxonomies (e.g., Crawford, 2011; Klabbers, 2008gy, 2003). |
believe that it would be worthwhile to use these teigesi(e, typology, taxonomy) as |
have defined them here. In this view, a taxonomy i®dhy goal of game research.
However, one has not yet been developed for how diffegame types could affect a
player. | believe that one reason for that ladka the methodologies most often used in
game research have not considered surveying a compitdtgame experience over a
broad range of game types which could facilitate devetpthis type of taxonomy. To

avoid confusion | will refer to classifications foumdthe literature according to how |
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have defined genres, typologies, and taxonomies heretlevegh an author might have
referred to the categorization otherwise in his ordngcle.

Game genres.The first set of video-game genres that is commonlyeated by
game researchers was created by Chris Crawford (2011)maprd and prolific video-
games designer. He used a top-level organizing princiglstioguish between strategy
and action games, based on whether a game required magmigive abilities or mainly
perceptual and motor skills, respectively. He identifixdyenres of strategy games:
adventures, dungeons and dragons (i.e., role playing), harce, educational and
children’s, and interpersonal; and six genres of agames: combat, maze, sports,
paddle, race, and a final catchall category of miscellase

Since Crawford’s set of genres, others have been pedpaHerz (1997) proposed
a set based on arcade games (see Table 1), but the betcbane recognized as a general
set of game genres and has been commonly cited for categarideo games (Prensky,
2001a). A very large set of game genres was created by(R00R); he proposed a set
of 42. His goal was to be sufficiently comprehensivehshat most any video game at
the time could be best categorized with one of his gertesvever, Wolf's set was too
large to be used for purposes of analysis. All of theegewould need to be kept in mind
for categorization purposes, rather than a smalhs¢tat person’s mind could reasonably

handle.
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Table 1

Herz' Set of Video-Game Genres

Genre Description (from Herz, 1997; Prensky, Example Games
2001a; Joseph, 2005) (from Prensky, 2001a)

Strategy Players use long-term and short-term  Civilization, Roller Coaster
strategies to develop and/or manage a Tycoon
complex entity, for example, an army, a
city, a civilization, an anthill, a business,
etc.

Simulation Players must succeed in a simplified,  Flying or driving things or
modeled reality of a system, ranging frombuilding worlds such as
a simple machine to a complex universe. Sim City and the Sims

Role-playing Players assume characteristics of some EverQuest
person or creature type and act within
character. Characters have traits or powers
that grow or diminish based on gameplay.

Adventure Players explore an unknown world and Zork, Myst, Riven
find objects and treasures and solve
puzzles.

Puzzle Players solve simple, generally visually- Tetris, Devil Dice
based problems, without any story
involved.

Sports This is the one category in this set of genietion games based on
which is determined by a particular baseball, football, soccer,
content. etc. Also, more statistics-

oriented sports games like
fantasy baseball.

Action Players mainly utilize perceptual and Super Mario, PacMan,
reaction capabilities, although short-term Doom, Quake, Unreal
(tactical) decisions may be required. Tournament

Fighting Players fight computer-controlled Mortal Kombat, Virtual

characters or those controlled by other  Fighter MMMCIII
players.

Note This table was based on the information in (Herz, 1B88hsky, 2001a; Joseph, 2005).

55



As Jarvinen noted (2008), genres are not static and tledyeeand change as the
literary form (i.e., video games) evolves and changdso, genres die out. According to
Bowen (2003), puzzles are a dying game genre and many elerhadt®oture games,
both text and graphics, have been absorbed into othexsggenr

An alternative method to provide finer distinction betwgames that a person
could reasonably handle would be to define subgenresdbraga small set of primary
genres. Jarvinen specified seven primary genres (simildeiz’ set, Table 1) and
subgenres for each (2008). His set, with the subgenpes@mtheses, included: (a)
action games (combat, space, adventure, rhythm), (b) gemodations (management,
transport, social, sports), (c) games of chance (dvatting), (d) puzzle games
(movement and arrangement, mechanical and assembéntade), (e) role-playing
games (tabletop, live-action, digital), (f) sports gaifnase, comparison), and (g) strategy
games (race, space, chase, displace, outplay, excltamgearison).

Educational-game genres. There are several specific genres that are not
identified in the compilations above that should be tinerd in this discussion because
of their historical significance relevant to educatidrhose genres include edutainment,
serious games, and immersive learning simulations. Theichagtiat genre grew out of
the early efforts of companies to develop games spaltyfifor education. Many of
these games were skill-and-practice programs that incaegogaming aspects, but did
not provide good gameplay, that is, the enjoyable experiehplaying a game
(Egenfeldt-Nielsen, 2007). This genre developed a negative tiepytand companies

stopped marketing educational games as edutainment (2005).

56



“Serious games” is a more recent genre which signifiesegahat are not only
fun but also serve a serious purpose such as educationliorgulMmcacy. The Serious
Games Initiative was founded to promote this genre and hdked/to establish it as a
stable sector of the video-game industry (Wilson Centdr).nBecause of its purpose as
well as the industry, government, and academic supgaasigarnered, it is reasonable to
expect that it should have strong principles of learning malgancorporated into it.
However, at the Serious Games Summit in 2006, a pagaloés’ experts questioned
the strength of this sector and suggested that these games@ompare well in
gameplay to commercial games (Terdiman, 2006).

The eLearning Guild (Wexler, et al., 2007) has promoted a eewfor
educational games, immersive learning simulations. This draisréeen proposed for
several reasons. First of all, previous genres thaifgadly targeted the educational
market, such as edutainment and serious games, have hesi ¥¢th derogatory
connotations. Also this term does not specificalfgnence a “game,” which was
anticipated to improve its marketability to industry exe@gi(2007). There are critics
who have claimed that there is not definitive proof gahes are an improvement or
even equal to traditional educational strategies. Howéusas been generally conceded
that simulations are useful educational tools (CannondBsv2006, as cited in Blunt,
2006).

Massively, multiplayer online games (MMOGs).Many casual games (as well
as classic games, such as chess, poker, and bridge) playdxk online. These online

games are often supported by communication facilitiedyaahe players can chat with
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each other outside the gameplay. These online game®dbéavme extremely popular
and have spawned online communities with many playerg@®sted in the player
interactions as the gameplay itself, or even morel$ese types of games are not
MMOGs.

MMOGs trace their origin to adventure games and multi-dsageons (MUDSs)
implemented on university computers. An adventure gantdesna player to solve
puzzles in order to explore a virtual world and score pdiptfinding treasures; or, in
some games, win by accomplishing a theme-based godksitinethe game. The
“world” is comprised of a network of connected “roomsgtl separately and perhaps
elaborately portrayed. The first multi-user adventureegavas created and written by
Roy Trubshaw and Richard Bartle at Essex University irdikgBartle, 1999). They
named their creation MUD out of respect for the popDiangeons and Dragons game
that originated the adventure game genre, originally imghted as a tabletop game.
Trubshaw and Bartle as well as others continued developat the original MUD as
well as new MUDs based on different themes.

The first MUDs were text based; later, two dimensid@8l) and then three
dimensional (3D) graphical representations were credibdse virtual worlds were
persistent, meaning that the state of the virtual worttithe characters in it would
remain in the same state while individual players migdwe temporarily and come back
later. Furthermore, there was no overall end siatehich winners could be declared.

Still, game goals could be provided within the game to providdectygs for the players.
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The initial MUD included combat facilities and was clgar game. However,
other MUDs were created that did not include combathepwere actually virtual
worlds in which players could interact with each oth€he evolution of this latter path
has led to social spaces such as Second Life. Theeimeedn games and social spaces
has not always been clear. However, this study waserned with activities that are
mainly games rather than social spaces. Over tmeylUD technology was improved,
and games based on this technology were commercializeghtually, thousands of
people could play simultaneously. These games becamenkamMOGSs, although
the number of players that would distinguish MMOGs fromitiplayer games has never
been specified.

MMOGs are important because millions of people playrth In addition, many
people can play the same MMOG simultaneously withptissibility of interacting with
others individually or as teams. The different typemt&ractions that occur should
likewise have different impacts on players’ cognitivel anetacognitive processing.

The most popular MMOG, the World of Warcraft, attaioeer nine million
subscribers in 2007 (Gamasutra, 2007). The MMOG technolo@y line ability for all
subscribers to interact with each other simultaneouBhe solution is to use separate
servers, each supporting a portion of the subscribersawhplaying at any given time,
and limiting their interactions to others on the sanmeese Some games have provided
the ability for players to cross over to other servpeshaps dividing the universe into
separate worlds, each on its own server. One MMOR®E Online, hosted 41,690

simultaneous users (i.e., on a single server) onreee9, 2007 (Eve Online, 2007)
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Other types of games have been played online in largenaaities with the
possibility of players interacting with others withinautside the game. These games
have included the “classics” such as chess, bridge, pdkeim &hich the interactions
within the game itself are limited to a small numbeplafers. However, interactions
among players in the community (which might provide défertypes of relatively
“casual’ games) are much more widespread. The distinggishiaracteristics of
MMOGs are that many players can play them simultasigaand interact with other
players with the games; the games are played in vistoiddls or universes that are
persistent, and the games are rarely reset; themegsme support for clans and guilds
(i.e., groups of players who want to play together withe game); and the games never
reach a clear end point as are single-player games.

Game-study typologies.Using the industry-based genres as identified above
might not be the wisest choice to compile an asseisisaf a person’s game experience
for this study. It would be more desirable to use a velgtsmall set of organizing
principles that were clearly defined and orthogonain® another. The principles
selected would also need to have an anticipated effecetatagnitive awareness, and
they would need to be convertible to reasonable survestigms.

Researchers in game studies have recognized the neeflaioresvork and
common terminology for analyzing and discussing thectiire of existing games as well
as new game designs (e.g., Kreimeier, 2002; Bjork & Holopa@@03; Klabbers, 2003;
Lindley, 2003). Based on such a framework and terminoloigi-level game

classification systems with orthogonal categorieleso been needed (Lindley, 2003).
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With such a system a game could be specified by a coltecfivariables, not just fit into
a single genre category. In answer to these needsegéy\af different frameworks and
classification systems have been proposed. These\dksa considered for
distinguishing game types and are discussed below.

Caillois’ typology. When researchers discuss game classifications, theyyusuall
begin with the work of Roger Caillois, a French psycgaal anthropologist. Caillois
characterized all of the world’s “games,” which he sidared in the broadest sense of
pleasurable activities, by two dimensions: the type t¥iacand how it is played
(Caillois, 2001). He categorized the type into four clgssbgh he named: (aggon
(competition), (balea(chance), (c) ilinx (vertigo), and (d)imcry(simulation or make-
believe). The class agon represents activities withpetition as the main feature and
would include most sports and athletic events as wahgdype of strategy game. Alea
is the class for any activity primarily based on chandiax includes any activities that
alters consciousness, for example, riding a merryego or skydiving. Finally,
mimcry includes activities that are based on alternaiiéies, such as dance, theater, and
the arts. Any game could be characterized by one séttlasses, based on the dominant
nature of the game. However, a game will often cantharacteristics of more than one
class. For example, a role playing game (mimcry) sadbusngeons and Dragons is also
a competition (agon) and also contains chance (akajcing game (ilinx) is also a
competition (agon) and could include chance (alea).

Caillois’ second dimension characterized how an dgtisiengaged, either as

ludus (requiring effort, patience, and skill) or paidea (dtarazed by carefree gaiety and
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free improvisation). Ludus is most characteristic ofiplga a game whereas paidea is
most characteristic of playing with a toy. Game ragss often make the distinction
between a game and a toy, and this is one of thestadéeas that inform that distinction.

Calillois’ typology includes the type of organizing principllkeat game studies
will provide. However, the Caillois principles do not yide sufficient resolution to
distinguish types of games by their anticipated effegtsietacognitive awareness.

Juul’s typology. Video games are half real in that they are basedles, and
they are half fiction in that they may representaalevthat is created on an audio visual
display (Juul, 2005). Juul created a typology of gamesghaeful in representing the
dichotomies that exist based on these ideas (see Zabks mentioned in Chapter 1, |
have used Juul’'s description of coherent world games ttifigléme type of games that
would most likely foster metacognitive awareness.

Aarseth’s typology.Aarseth, Sunnana, and Smedstad (2003) created a typology
of games based on a systematic methodology. They cechpap similar games to each
other in order to find a principle difference betweesmthwith a separate value assigned
to each game. Next, they tried to apply the principletber games. If another game
would not fit either value of the proposed principle ythwuld introduce a third value.

If that wasn’t possible, the principle (i.e., dimensiauld be rejected as too arbitrary.
They continued this analysis iteratively until theyatezd what they considered a suitable
list of dimensions and values, which became the typolddye resulting dimensions

were intended as sufficiently general to apply acrosydis of games that are based on

spatial movement, including video games, non-electronic giaamel even athletic
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games. As an example of Aarseth’s typology, foutsoflimensions are shown in Table

3.

Table 2

Juul’s Video-Game Typology

Type Description Example Games

Abstract The game in its entirety or separateCheckers, Tetris
pieces doesn’t represent any reality
other than what is constituted by the

rules.

Iconic Individual parts have meaning in A deck of cards in which the
reality but the context or world is  Jack, Queen, and King each
abstract. conveys a real entity, but

usually within an abstract
context

Incoherent world Game is based in a fictional wbrld Donkey Kong in which Mario
created by rules and representationbas three lives by the rules,
but it has significant discontinuities which is not supported by a
from reality that prevents suspensioplausible rationale within the
of disbelief. fictional world

Coherent world  Game is based in a fictional world Strategy, simulation,
created by rules and representationadventure, or role-playing
and suspension of disbelief may be games; all as defined by Herz

continuously maintained. (1997) in Table 1
Staged Special case in which a game on th8henmue (Sega-AM2 2000)
abstract-side of this “scale” is playedvhere protagonist can play
in a fictional world. games on in-game arcade
machines” (Juul, 2005, p.
133)

Note This table was based on Juul’'s description of his bgyo(2005, pp. 131-133).
®A “fictional world” refers to a world based in fantasiyreality.
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Table 3

Aarseth’s Partial Game Typology

Dimension

Value

Comments

Perspective

Player Structure

Mutability

Savability

Omni-present

Vagrant

Single player

Two player

Multiplayer
Single team
Two team

Multi-team

Static

Power-ups
Experience-
leveling
Non-saving

Unlimited

Conditional

Can view the entire field @y pl

Perspective follows a main character (ire., a
avatar)

Single player agaiostputer

Playing against each other or each independently
against the computer

All independent from each other
At least two players on one team
Playing against each other

Play as a team against other teams or stgam
computer

Player’s character does not changendugame

A temporary increase in one or more of a
character’s traits

A permanent increase in one or more of a
character’s traits

Game cannot be saved; cannot tieed4o earlier
position

Game can be saved at any point and restortbato
point later

Can store game at certain points during game

Note This table was based on the information in (Aarsathp8nd, & Smedstad, 2003).
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The typology developed is broad and comprehensive, andnieasions can be
logically linked to varying potential impacts on metacogniaweareness. For example,
consider the savability and mutability dimensions. Wegthgame can be saved or not
could have an impact on the level of risk that a plggeceives in considering novel
strategies. The mutability dimension affects whethdrhaw a player’s character can
change as a result of playing the game. A game witle moitability might encourage
more immersion of a player into his or her charaater intensify the experience of that
perspective. More important is the player-structure dgma, which has a large impact
with how players interact with each other (or withane else in a single player game).

Lindley’s organizing principles Another interesting game-categorization system
was created by Lindley (2003) and his colleagues at the Zeane Gaudio of the
Interactive Institute in Sweden. This system “locageparticular game or type of game
within a design space created by a small set of orttedgbmensions that represent
fundamental characteristics of games. Four of theacteristics include ludology
(gameplay), narratology (telling a story), simulat{orodeling the subject content), and
gambling (chance). In this system, ludology refers to th@agame can be played as
established by the rules, which is a broader range otipdaythe actual intent of the
rules. Ludology, narratology, and simulation can dxalgined to form a game space that
is represented by a triangle, with each of these ctarstics as points. This construction
yields three edges, referred to as dimensions. A point witbispace represents the
relative importance of each of these characterisfiesparticular game or type of game.

For example, chess would be located near the ludologgxeA role-playing game
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would be located near the center of the triangle bedhaséype of game could combine
substantial amounts of gameplay, simulation, and a.stdhance adds a fourth vertex to
the game space, which can thus be represented as a #tgadhe of pure strategy, such
as chess, would remain on the ludology-narratology-sitmualériangle. However,
chance could be introduced into a role-playing game, whichdydate this game type
within the tetrad volume.

Lindley (2003) identifies two more important dimensionsdiassifying games,
the game’s authenticity (fiction or non-fiction) atiet game’s “virtuality” (virtual or
non-virtual). A virtual game is played within “computer sga@ non-virtual game is
played in physical space (e.g., on a board, as a care, garout in the actual world). A
particular game can be located at any point along eattiesé two dimensions. For
example, the “disease-simulation game” was developktTafor students to learn how
disease is spread based on a “participatory simulaf©oiella, 2000). This game is
based on a model that is intended to approximate realiiyywould be located on the
non-fiction side of the authenticity dimension. Hoeewhe game would be located in
the middle of the virtuality dimension because it is pthgn a mobile device as well as
in physical space. Players move in physical spacems@cdact with other players to find
the source of an epidemiological infection. Each@idyas a mobile device that
maintains contact with other players’ devices and keepk tfathe local and global
game spaces.

For each of the two dimensions, authenticity and virtuatityay be useful to

show the game space of the ludology-narratology-sinaunldtiangle extruded along the
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corresponding dimension. The “Lindley system” is ustdfudonsider because it can
represent an important and high-level perspective oéithiee game space with relatively
few organizing principles.

Jarvinen’s List of Themes | anticipate that metacognitive awareness may be
positively correlated with the breadth of themes peeson’s game experience. Game
themes can be as numerous as there are subject dofdainsyver, to get an idea of the
types of game themes, | turned to Jarvinen’s list basdusastudy of over 100 games
(2008). His list of themes included: abstract, arts, atisletiartoon, chance, conquest,
contest, crime, dance, dining, drawing, fantasy, geogglitiorror, hunting, literature,
medieval colonies, martial arts, music, nature, petsipsyscience fiction, society,
space travel, travel, treasure hunt, trivia, urbanestte, verbal communication, war,
war (science fiction), wealth, winter sports, and worllaying games with a wide
variety of themes could enhance transferability potkatid thus enhance the potential to
foster general metacognitive processes.

Gamer motivations. Although a game could have the potential to foster
metacognitive awareness, the extent that it willeigahdent on how a person plays the
game. For example, in an MMORPG game, some playgist iplay it to succeed based
on the goals of the game while others might be usingdhee space mainly as an excuse
to socialize. Both would be playing the same game, butwieyd each be experiencing
it differently. Consequently, any impact of the gamehmr metacognitive awareness

could be different as well.
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Motivations versus behaviorsThe literature on the motivations for playing
games is intertwined with the literature on playing styl€kat makes sense because a
person’s motivations for playing games should reasonadotglate to the types of games
played and how they were played. Considering that tigeraf different types of games
is so immense and that the same game can be playeewlilydoy different people, a
person’s motivations could be satisfied if desired. Harrmore, considering the huge
investment in time that many people put into playing theseegaparticularly
MMORPGSs, it would seem that people would play in a wasatiisfy their motivations
for playing. This section will discuss the literaturattreferences motivations and
playing styles (and other synonomous terms such as playiagibeswhich is often
used as a synonym for playing styles). However, the céldeewnade in Chapter 3 that
the GEQ should assess players’ motivations ratherlibhaviors, because the
assessment of motivations is anticipated to be more &ad reliable based on a survey.

Early Studies of Gamer MotivationsOne of the main reasons that educational
researchers were originally interested in studying gavassheir observation that
students were highly motivated to “work” hard in playing thengs, and they did appear
to be learning something, whether what they were learninggdiasationally valuable or
not (Egenfeldt-Nielsen, 2007). Consequently, researclegabstudying why games
were so engaging and motivating. The seminal reseattiisiarea was done by Thomas
Malone (1980a). Malone surveyed the video-game preferen&&sadé mentary-school
students. He also studied the students while they eagddptaultiple versions of

particular video games. In each version, a particelstufe of the game would be
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changed to study its effect on the appeal of the gantetsttidents. Malone determined
that the main characteristics that motivated studerptay video games were challenge,
fantasy, and curiosity (1980a, 1980b). In further study MadonkLepper determined
that control and interpersonal interactions were agtthimotivators (1987).

In discussing the intrinsic motivation of games ilso essential to discuss the
concept of flow, a term coined by Mihaly Csikszentmih&l@90). Flow is the state that
produces the optimal experience and is the greatest safunappiness for a person. The
eight characteristics that are associated withltive $tate are: (a) clear goals, (b) clear
feedback on goal progress, (c) optimized challengeeéinty of complete control, (e)
free from worries because so absorbing, (f) disappeam@gelf consciousness, (g) time
forgotten, and (h) completely absorbed attention. fifeefour of these characteristics
can be considered to facilitate flow because theya@ireident with conditions that can
be designed into an activity to help produce flow. Tkeflaur characteristics are
coincident with the whole experience of being in the fidgate and would be difficult to
enable directly by specific design specifications. Fewo important because it
produces an intense focus on the task at hand. Incrdasusgshould amplify any
cognitive effect produced by an activity.

The structure of video games facilitates flow (Bowman, 188%ited in
Egenfeldt-Nielsen, 2007). In a study based on player intesyiBawwman identified the
reasons: “clarity of task, choice in problem-solvingtggy, possibility for self-
improvement, balance between skills and challendesr; teedback, enjoyment while

learning and lack of fear of failure” (2005, p. 83). Jones (1888¢ribed how each of
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the eight characteristics of flow is manifested in gidgames, and how that
understanding can be used to design more effective learmimgements. He noted
Rieber’s description of these endogenous environments imlgccontent and
structure are so intertwined that “one cannot tell whiaeecontent stops and the game
begins” (1996, as cited in Jones, 1998, p. 6). To createtipeseof integrated
environments “one must consider carefully an integraticthe content, the controls, and
the patterns of interaction” (Jones, 1998, p. 9).

As mentioned above, Malone and Lepper added interpersosadtions (i.e.,
cooperation, competition, and recognition) to his listnotivators in a later extension to
their research (1987). That addition came about aftergenmved to be playable
online with many people interacting with each other withie game space.

Qualitative analysis of playing styleBartle (2003) intended the first MUD as a
game and as a space to explore identities. As an mtiator of the MUD, he started an
online debate among the “wizzes” (highly experienced pfyeith the question, “What
do people want out of a MUD?” The debate continued oger-emonth period and
contained several hundred postings, some lengthy. Fifteezes contributed regularly
and another 15 contributed now and then. Bartle anatyigedch archive of information
to discover what people most liked to do in MUDs. He found patterns that were
constantly repeated. He named the types achieversskslecializers, and explorers.
Achievers are focused on the goal and want to gain poidtswateed in quests. Killers
like to pester other players and sometimes “kill” the®acializers use the game space

more as a place to socialize than play the gameloiexp are interested in knowing
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everything they can discover about the virtual world asasgets underlying mechanics.
Bartle found that any person would be a composite dbtinetypes but would show
predominance for one of the types (Bartle, 1996).

On further analysis Bartle determined that the foursygmild be represented by
two dimensions (1996). The first dimension is a focushemtorld versus a focus on the
players. The second is a focus on action as opposeittaction. In other words, would
the player rather cause an effect on another playen time world, or rather, would the
player interact with the world or with a player tarde more about them? In a subsequent
paper, Bartle (2003) introduced another dimension that he had iotime original data.
That third dimension was implicit versus explicit.oWd a person take action without
thinking about it first or use forethought in taking actiowéth these three dimensions,
Bartle identified eight types (2003). The types he foundvo and three dimensions are
shown in Table 4. For example, as shown in the fabldhe 2D model, socializers
interact with players. In the 3D model, friends iat# with players without forethought

and networkers interact with players with forethought.
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Table 4

Bartle’s Gamer Types in Two and Three Dimensions

Type First and Second Type Third
(for 2D) Dimensions (for 3D) Dimension
Achievers  Acting World Opportunists  Implicit
Planners Explicit
Killers Acting Players Griefers (i.e., Implicit
give grief to)
Politicians Explicit
Explorers Interacting World Hackers Implicit
Scientists Explicit
Socializers Interacting Players Friends Implicit
Networkers Explicit

Note This table was based on the information in (Bartle3200

Bartle (2003) observed that players did not remain the sgrmeethroughout their
game-playing experience. He found that many players progr&sse killer to explorer
to achiever to socializer (in the 2D model). With ¢gfneater resolution offered in the 3D
model, refined descriptions of the trajectories found (he.,'player-development
tracks”) could be made. He found four trajectories by eogdiobservation which he
named and described as follows:

1. Main (the most common): Griefer (see Table 4) tord@eto planner to friend;
2. Socializer: Griefer to networker to politician to fregn

3. Explorer: Opportunist to scientist to planner to hacked; a
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4. Minor: Opportunist to networker to planner to friend.

Interestingly, each sequence begins as implicit, ggageéxand returns to

implicit. This basic sequence reflects a learning cyclerdesd by Bartle (2003) as:
1. Locate: “Find what you can do—your primitive actions;”
2. Discover: “Seek out meaningful combinations of these asfio
3. Apply: “Perform these combinations until they becomeosid nature to you;”
4. Internalize: so that these combinations “become prienéctions for you.”

This sequence also generally corresponds to a progresgoeater immersion in
the world. Game challenges cause changes in a persahisarld identity and
projective identities so that they drift toward eadfeotand align.

Aarseth, a prominent game-studies’ researcher (and a gdayes for over 25
years), noted that the four Bartle types (in the 2D Mya#®med intuitively correct to
him. Furthermore he believed that those types would begepiative of those in any
game in which there were interactions among participaitksn an online community.
However, he thought that one more type should be addewlynéhe cheater (Aarseth,
2003). This type uses “cheat codes” or “walk-throughs” thghibe available or
discoverable outside the normal game space, for exainpbnline fan discussions, to
avoid working through problems as intended by the game. tyigescould be arguably
absorbed by Bartle’s explorer, but in Aarseth’s usag&xpdorer type discovers the
game’s secrets within the context of playing the game.

Factor analysis of playing stylesMore recent research into the motivations of

why people play MMORPGs reference Bartle’s work asding point, but they
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advocate an empirical approach based on a survey meblhgdoid factor analysis (Alix,
2005; Yee, 2006). The first step in this approach is to comathas complete a list of
motivations as possible. Next, the respondents aigtedlto rate how important the
possible motivations are to them. These responsdberded into the statistical
analysis which divides the possible motivations into sgpagroups, termed factors. The
motivations comprising each factor are those thabese correlated with each other
insofar as most responses for that factor, but tttefa are orthogonal to each other. In
other words, given that each respondent represents a sibenpba certain amount of
each motivator, the set of factors found will provide lblest odds that each respondent
will be most compatible with one of the factors. Tt step in this process is to label
each factor based on its composite of motivators. bEgénning and end of this process
are clearly subjective. In other words, the list diahimotivations used is dependent on
the effort and bias and methods used by the researcherfadtors determined will be
based on those and not any that have been unidentifieelwike, the labels given to
each ultimate factor are also subjective.

Alix (2005) and Yee (2006) conducted separate and independent stsidigs
factor analysis to determine the playing motivationsndihe gamers. Their target
populations were MMOG and MMORPG gamers, respectively axiticipated that his
population was biased towards “dedicated and expressive gemntleesWest.” Yee’'s
population was biased towards Everquest players (i.e., 8236 oésponses).

Both researchers began with Bartle’s four types to i@imsa more

comprehensive list of motivators. Each used separatedsefiom that point to come
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up with their final set of factors. Alix referred tetinal four factors as behaviors. Yee
was adamant that his factors were motivators andet@viors; and, strictly speaking, he
was correct. In fact, both wrote that they were deiteng the motivations of gamers
with their questionnaires. However, as | described/@bmotivations and behaviors
insofar as playing video games are intertwined. Alix’siagxion that motivations can
predict the behaviors of gamers is not an unreasonabieaést

Both researchers implemented their surveys on the Whb.respondents were
self selected, and neither study used a sample framaiathdm sampling to collect their
data. Itis true as Yee mentioned that a relativelllssample can represent a large
population. In fact, there are millions of MMORPG gasneYee collected 6700
responses (2006), and there are additional steps he toaothatarguably reduce the
coverage and sampling errors. Alix collected 1178 responses (280%)ever, there is
no denying the fact that both surveys were statisticallglid for representing the target
populations. Dillman, an expert in survey methodolagynpared survey results that
were generated with self selection and with random Bagn(2007). The results were
qualitatively different. The results using random samgftiag a proper sample frame
were proven correct, based on the results of a subsemaeketing campaign, even
though the self-selected sample was much larger tlearatillom sample. In considering
Yee and Alix’s studies, it is possible that certain gaanehetypes might have
characteristics that would preclude them from volunteefor a survey. This is

particularly a concern because the studies were inagéisigggamer motivations. |
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believe that these studies were useful, but they dhmitonsidered exploratory rather
than confirmatory.

Alix determined that there were four archetypes thdabeled: (a) warriors, (b)
narrators, (c) strategists, and (d) interactors (ieioodl distinctiveness in the factor
analysis). Yee’s analysis resulted in ten motivatias he further organized under three
overarching categories. Those three categories withrdspective subordinates in
parentheses are: (a) achievement (advancement, mecltamigsetition), (b) social
(socializing, relationship, teamwork), and (c) immergiscovery, role-playing,
customization, escapism).

This preceding background on player motivations and playybgssivas used to
inform the development of the playing-style dimensiorhefGEQ as discussed in
Chapter 3.

Demographics and Preferences

For this study, it was important to understand gamer dempbgisaand how
gamer preferences varied across those demographics. ntleistanding was necessary
to choose a suitable target population, to improve undhelisig of the results, and to
predict whether the results could be generalized to piheulations.

As video gaming has infused our culture, gamer demographics bewmé more
representative of the general population (Fattah &,RP&@2). In 2007, the
Entertainment Software Association sponsored its yeaiivey of video-gamer
demographics and preferences (2007). The survey gathered datd 260 nationally

representative households” that were identified as agyaiconsole or computer used to
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play video games. The survey found that 67% of Ameitesas of households played
video games. Adult gamers had been playing for an averddeyafars. The average
age of gamers was 33 years; 28% were under 18, 48% were 18&twd31% were over
50 (2007). This last figure represented a dramatic changE99By only 9% of gamers
were over 50 (Entertainment Software Association, 2005).

In addition to who plays, it was also important in gtisdy to estimate how often
they played. In 2006, the Associated Press and AOL spathsosurvey of 3024 adults,
of which 1206 (40%) said they were gamers (Gamasutra, 2006he Qamers, 32%
played less than an hour a week, 34% played 1 to 3 hoursplagea 4 to 10 hours, and
10% played 10 hours or more.

Genre preferences.In the Associated Press and AOL survey (Gamasutra, 2006),
the gamers indicated their genre preferences: 37% played,asports, or shooter
games; 31% played strategy, adventure, role-playing or sioigames; and 29%
played casual games (e.g., card or board games convextidddagyames). Also, 28% of
the gamers played with others, 63% played only alone, anol&#d equally with
others or alone (2006).

RPGnet, an independent website for tabletop (or papedpasle-playing games,
sponsored a survey for the markets of tabletop rolesayames (TRPGs), computer-
based role-playing games (CRPGSs), and miniatures wargai&) in 1999 (Dancey,
2000). The survey implementation was designed to provideresentative sample of
the national profile of their gamer market for the eygge of 12 to 35 years (truncated to

35 for a more manageable analysis). (It should alswtexl that more than half the
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market was found to be older than 19 years.) The mosbleatesult was that gamers
would mostly or exclusively play a single genre, whethetas RPG, CRPG, or MWG.
The markets for these three genres were estimatedatiooog 2.25 million, 4.5 million,
and 3.7 million people, respectively, for those who playedthly. These three game
genres were each cognitively intense, were either remtrehic or video-game based,
and comprised three mainly distinct populations of gamérse final finding was that it
took about five years for a player to master the rédgipg genre and to know the type
of character that the player would most like to play.

College students.Prensky has argued that those who have grown up with
computers, the new multimedia, and video games think andgsrodermation
differently than those who were in older generatiar\aere first introduced to
computers as adults (2001a). He pointed to research ¢htaims of this newer
generation showed important differences than thos&ef generations (Prensky,
2001b). Prensky referred to the former group as nativeoane latter group as
immigrants. For those older adults who still feleadted to computers, he referred to as
aliens. lItis likely that basic game preferences aagipd styles would be different
among those different groups.

Although many adults of all ages now play video games, tedajlege students
have stood out. A comprehensive study of college studade-gaming behavior was
reported by Jones (2003). That study relied on surveys, aleery by graduate student
researchers, and materials from previous studies. tlilg was conducted at 27 colleges

and universities, and 1,162 surveys were returned. Thesebolived that 65% of
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students were occasional or regular game players. getiia most interesting result
they found was that video gaming was integrated into studentiilike older adults

who compartmentalized their leisure activities. Trseaechers found that students often
played video games while multitasking with other activjtinsluding studying. Thirty-
two percent played games during class. Clearly, collegerdsudeuld fit Prensky’s
category of “natives.”

Selecting the target population. Gaining access to a suitable population was
considered a major challenge. The target populationniexsded to have a wide range
of video-game experience, from those with little ovitieo-game experience to those
with substantial experience of the type most antieighéd foster metacognitive
awareness. Furthermore, the population selected shoekpbketed to respond fully and
honestly to the survey. The full criteria used in cithg the target population are
summarized in Table 5.

With the selection criteria set, potential populatiosese identified and evaluated
against the criteria. Two basic types of populations wensidered—populations of
gamers and populations without regard to particular gameTies.latter type of
population could be considered because gamers now repaesggtantial portion of the
population, and they have become increasingly representdtthe general
demographics. Thus, a suitable general population would logpated to have

sufficient gamers for the study.
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Table 5

Criteria for Selecting the Target Population

Criteria

Explanation and Comments

Adults over 18

Good anticipated response
rate

Quality sample frame
anticipated to be available

Good sensitivity expected to
MA stimuli

Good distribution of game

My personal interest concerns adult &arri-urther-
more, this will avoid the consent issue for minors.

Special influence is available, for example, accessto a
influential member or leader who could appeal to
members on my behalf.

Access to population is sufficient to draw a quality
sample frame.

MA stimuli are anticipated to register a measurable MA
increase.

Population members represent a wide variation of

experience in type and extentdifferent types and amounts of game experience,

Minimal effects expected
from confounding variables

Minimal budget needed for
survey implementation

including those with little or none.

Confounding variables can be accounted for or
controlled sufficiently so that effects of variabsadied
can be detected.

Limits on the above criteria based on practicalitg an
feasibility will be necessary.

The populations | considered included players of World ofcvédir (a particular

video game); players of massively, multiplayer roleyiplg games (a particular video-

game genre); employees of a government agency (e.¢Natlenal Institute of Standards

and Technology); students of the Defense Acquisition Wsitye and college students

from George Mason University (GMU).
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| decided that first and second-year students from 18 y@&%s old from GMU
would best meet my criteria. Based on video-gamer demogsaphis group was likely
to have a large percentage of gamers who would be actijaaming (Jones, 2003).
Furthermore, their gaming experience would likely vary wigayoss the group in the
types of games they played, how they played, and hovh tingy played (2003).
Metacognitive awareness should continue to develop feetsieidents during their
college years and throughout adulthood (e.g., Rasnak, 1995w54d9@8a; Schraw,
1998b; Papaleontiou-Louca, 2003; Cooper, 2005; Vukman, 2005).

Consequently, | expected that they would be receptitteettypes of stimuli that
should foster their metacognitive awareness. Alscaloge they were traditional-age
college students, confounding effects based on age andastirkies should have been
relatively similar across the population (compared to s with broader
demographics). | chose to focus on first and second-yeeseobecause | expected to
find larger classes of students than in upper level cousash would make surveying
them easier. Finally, | expected that my status@sbl doctoral student would provide

me good access to that population.
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Chapter 3: Conceptual Framework

| used the IDEFO methodolotyto think through, develop and present my
thought process for creating the GEQ. An IDEFO diagiamws the activities and data
flows of a process. Figure 1 provides a brief summatkietonventions used in the
process diagrams presented in this study.

Figure 2 presents my belief for how playing games could fost¢acognitive
awareness. The particular game that a person saguits/tis of a particular type and
has a particular set of game behaviors that are pedsitthat game. For example, if a
person decides to play chess, it is possible to createlewstpategies, but it is not
possible to engage in role playing. The player might hiaevailable games at home,
or perhaps would browse a video-game store or an onlinlegatarent or buy the game
desired. After playing a game, the player assessesjthament of the experience and
gains further knowledge of the types of behaviors that@ssilple in that game. Those
two outputs provide feedback to the player for selecting dugames and game

behaviors.

" The Integrated DEFinition Language (IDEF) is a methagiptbat uses a graphical-representation
scheme to model the activities, information flows, dgidamics of a complex system or enterprise; it was
developed for the U.S. Air Force (USAF, 1981). IDEFO ieterthe component of IDEF that is used for
activity modeling. Because the data flows are named inpang;ols, outputs, and mechanisms (in
clockwise order), IDEFO diagrams are also referresstilCOM diagrams.
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Caontrols

Inputs Cutputs
.

Mechanisms

"~ Example label to identify
activity in text

Figure 1 Summary representation of an IDEFO process diagraendifigram uses
customized conventions to facilitate my creation @fith common computer-graphics
programs. An IDEFO diagram should contain three torsagévities and the associated
data flows among them. The rounded rectangle represeatgigity (or process); the
rectangles represent data; and the arrows represeatitebgons of data flow. The data
denote physical and abstract “object” representatioighembjects themselves. Inputs
are used by the activity, and the activity generates tsjtpontrols represent constraints
or drivers of the activity; and mechanisms provide theluépas used to operate the
activity. Mechanisms could include a person with particcdguabilities or perhaps a
software application. It is important to note that@&FO diagram does not indicate the
timing of activities. In fact, the activities shownan IDEFO diagram could all be
concurrent.

Based on my beliefs, informed by the literature, and mémt by the process
represented in Figure 2, | created the GEQ based on tbesgreepresented in Figure 3.

The data acquired from the GEQ was analyzed in two phddesse 1 was used
to address the study’'s main research questions; Phase 2 was dssw further insight
and possible new discovery of relationships between géaymg and metacognitive
variables. Furthermore, Phase 2 enabled the collectiadditional data which could be
used in case the Phase 1 criteria for categorizing gaich@sidenable a sufficient

distribution across game types for a valid statisacallysis.
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The primary objective was to determine whether peoplepldyed certain types
of games had a higher metacognitive awareness thanwftbdess of that experience.
That objective was represented as a constraint onnA2dure 3) to identify appropriate
variables for Phase 1. A second constraint was abiié?2 to limit the variables
selected for an estimated respondent distribution athesgriables for a valid statistical
analysis. Other game-experience variables were fahin A3 to provide further
insight, perhaps, into the Phase 1 objective as walkaght to inform future studies.

The GEQ was created to acquire data and assign valtles ¢onstructs to
represent the Phase 1 and Phase 2 variables. Knowledgedting a proper survey was
used as a constraint. However, that constraint wagpomised to allow the full range
of video and non-electronic games to be considered by résptsn The variables
ultimately used to create the GEQ were further Bitleand modified based on feedback
from A4 and A5.

Assumptions

Theoretically, the compilation of game experienceugshbe summed over a
person’s entire lifetime and include the types of gamegepl and the times spent playing
those different types. Practically speaking, thatgassible. Assumptions were
necessary to reduce what needed to be assessed, so thaxganence could be
operationalized to constructs that would satisfy the maals of the study and were
convertible to survey questions that could provide reliahtkaccurate measurements of

those constructs.
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Based on the theoretical and empirical literatureetiee a number of game
characteristics that could affect metacognitive awagn&ome characteristics might
affect people similarly across a general populatiorhefOtharacteristics might have an
effect that is dependent on a person’s particular leapreigrences. In this study, |
collected data for game characteristics that wereipated to affect metacognitive
awareness no matter how it might affect different pajuh members.

In addition, some game characteristics might fosetagognitive awareness
directly, whereas others might amplify that direif¢et. The latter type includes a
gamer’s motivations. There are intrinsic charadiesa®f games that motivate people to
play. If a person is immersed in the game experiehegyérson could enter the flow
state in which attention was focused on the task at.h@hus, any game characteristic
that fostered metacognitive awareness could be antpbfiehe game characteristics that
foster motivation and engagement.

The characteristics that motivate a specific individudlvary with the
individual. For example, the particular fantasy andosity that would motivate an
individual would likely be dependent on the particular sctbhgentent of the game, one of
interest and relevance to the individual. In additmthe amplification effect, it is
possible that motivation could foster metacognitive aweseuirectly. For example,
setting a relevant challenge for an individual at th@erdalifficulty level to be
challenging but not frustrating would motivate an individudbwever, a suitable
challenge would also elicit cognitive and metacognitive biens that could foster

metacognitive awareness directly.
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| believe that a video game is more likely to engageyepkhan a non-electronic
game, because the fantasy and curiosity factors ahg likbe more compelling, the
challenge could be more authentic and thus more releasatitconsequently, the player is
likely to be more emotionally attached to the outcoidewever, | see a notable
exception with non-electronic role-playing games withdalitator. For example,
Dungeons and Dragons, facilitated by a Dungeon Mastestdveeconflicts and provide
additional information as needed, can be addictive angdarguably foster metacognitive
processes as much as its video-game counterpart. Inthel@ctronic version, the
players’ imaginations substitute for the visual imageat the video-game version
presents. However, | expect that first and secondgabage students, the target
population for this study, would be much more likely to plasy video-game versions of
games rather than their non-electronic game counterpart

Since there are so many video games available, | assatnant individual would
choose to play games that were most motivating and engemthat individual. Since
the proper level of challenge is a motivator to play gaiiedone, 1980b), the games
that different individuals play will likely be at thproper level of challenge for them in
their overall game experience. In other words, twaviddals might play strategy games
of the same basic type, but at different levels oflehge. However, my assumption is
that both individuals could benefit insofar as metacogniwareness, because each

would be choosing to play games that were at the propardéchallenge for each.
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Game Types

| assumed that video games could be divided into two typresegy games and
action games (Crawford, 2011). Strategy games emphaaizeiqd and decision
making abilities whereas action games emphasize percepiibreaction abilities
(1982). Either type of game could require skills of theegthlthough to a lesser extent.
However, strategy games should more likely foster nogaitive awareness than action
games, because the former emphasizes cognitive abrbiieer than physical abilities
emphasized by the latter.

As discussed in Chapter 1, | believe that CWGs areyigedf game most likely
to foster metacognitive awareness. | have referrecher ogpes of strategy games as
NCWGs. CWGs would generally include the strategy, sitimrarole-playing, and
adventure-game genres as defined by Herz (1997) and shown en1T@khapter 2).

| further categorized NCWGs into three subtypes: minstrategy, moderate
strategy, and high strategy. My distinctions betwéeritiree NCWG types are
subjective, and | will include examples of each type tp birify them. My examples
are based on games that are considered classic and bedalmiliar to most people.
Minimal-strategy games include word puzzles, visually-based gsizahd other
similarly simple games. Examples include crossword pgzlangman, solitaire, Trivial
Pursuit, Jeopardy, Scrabble, and Tetris. Minimal stragagyes require thinking but
require little or no planning, which is an important bésisstrategy.

Moderate-strategy games introduce a distinctly higher Efvstrategy.

Examples of these games include checkers, poker, and bawkga High-strategy
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games can require intensive thinking and strategizing. Heampthese games include
bridge, chess, and go. Although my distinctions betweesetthree types are not
sharply focused, | believe they would be sufficientrespondents to associate a
particular NCWG with one of the three types.

| believe that minimal-strategy games would not beatiife in fostering
metacognitive awareness, whereas moderate- and higégstgames could be effective.
Actually, the different level of impact between moderaind high-strategy NCWGs on
metacognitive awareness is debatable. For examplesBoo Charles Nesson, a
Harvard Law School professor, offered a course using opbker to teach strategy
(2008, January 24). | have included all three subtypes in Rhtasgualify more survey
participants as gamers, and to avoid problems for the ipantis in distinguishing
between the relatively subjective differences | haveifpd.

In identifying strategy games, it must be acknowledged thaégare transmedic
(Antonietti & Mellone, 2003; Juul, 2005), and non-electroniatslyy games may foster
similar effects on metacognitive awareness as videtegyrgames. Thus, non-
electronic strategy games present a confounding variableortunétely, if you consider
non-electronic games as part of a respondent’s game experihen the time spent
playing non-electronic games should be added to time spgtmgbladeo games for a
consistent analysis. Without knowing the game experiehtiee target population in
advance, fully considering non-electronic games in thisisavould add further
complication that could make the study intractable. Ttneseffects of non-electronic

games were not considered in Phase 1.
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Table 6 summarizes the differences between the fanee types for Phase 1.

Table 6

Video-Game Types as Specified by Game Characteristics

Video-Game Types

Strategy Game Types

Game Action Game Non-Coherent World  Coherent World
Characteristics Game Game
player emphasizes emphasizes planning and decision-making
capabilities perception and abilities
required reaction

capabilities; may

still require short-

term strategy and

tactics
examples Space Invaders, 3 strategy levels games in which a

Super Mario,
PacMan, Mortal
Kombat, Doom,
Quake, Unreal
Tournament

(subjective):
- minimal (e.g.,

puzzle or simple

word games)
- moderate (e.g.,
checkers)

complex entity is
developed, or
operated, or both; or
solving challenges in
an elaborate world,
particularly when role

- high (e.g., chess) playing

Gamer Types

The three types of video games were used to categoeizespondents into

separate groups. It was likely that respondents would Hayedovideo games of more

than one of these three types over their prior tvarsie Furthermore, it was likely that

some respondents never or rarely played video games ipghatl. Classifying those
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latter respondents based on the video games they playdd mot make a lot of sense.
Thus, categorizing respondents into groups had to take acttiiese issues.

| defined three types of video gamers based on the thpes bf games they play,
recognizing that they will not play one of those typediesively. In addition, some
games (e.g., CWGSs) could contain substantial amouritstbfstrategy and action. The
three types of gamers will be called ACTG gamers, NCys@ers, and CWG gamers.
In addition, those who rarely or never played video gaower the prior two years will
be referred to as non-gamers.

The process for labeling each respondent as one afuihéypes (including the
non-gamers as the fourth group) is presented in Chapter 4.
Gamer Motivations

The types of games that people play are dependent omibigwations for
playing, and their motivations determine how they would rikesty play those games.
In playing games, players would be most engaged in typesiatias they are most
interested in doing. Those activities would be mostyikelencourage the flow state in
which the players’ attention would be most focused oséliasks. Thus, even though
they might spend more time in other required activinethe game, they would accrue
the most learning benefits in the activities they nemgbyed.

In analyzing the main studies cited here for player rtibws and behaviors
(Malone, 1980b; Malone & Lepper, 1987; Bartle, 1999, 2003; Alix, 2005; X@@5),
there are several key points to mention. Firstlpbaly Bartle and Alix indicated that

they were studying behaviors rather than motivatidtswever, Alix’s questionnaire
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asks respondents for their motivations, not behavioris,the case in the studies by
Malone (1980b) and Yee (2006). Bartle’s qualitative approashbased both on
motivations and behaviors (1997).

Second, Alix (2005) and Yee (2006) both criticized the validitBartle’s studies
because of their qualitative nature. However, Bartlevargservations from most of the
experts who played the MUD he managed (1997), and he alsedstirdhives of player
behaviors for his analysis. On the other hand, Alix (2@D6l) Yee (2006) designed their
study on self-selected populations which therefore wetistgtally invalid for the more
general target population. Malone’s study (1980a) used childrehe target
population, whereas the other studies used a target popuwiatioa broad range of ages.

Collectively, the studies showed important similaritesome results but
variations in others. Motivations to overcome diffidout not frustrating challenges to
succeed in game goals were supported from all of thesestug8imilarly, the motivation
for interacting with others was supported by the studidgre was mixed support to
separate personal interactions into pure socializingcalt@borating. However, that
differentiation would be useful in analyzing differenaeassociations with
metacognitive awareness. | have discussed how rgofeglaould have powerful
impacts on metacognitive awareness. However, Yee (20063@ttrole playing within
his immersion factor that also included interest in@ipg (the world), storylines, and
characters; which also found support in the other studigslly, competition through
dominating, imposing on, or winning over others could be found theastudies

analyzed.
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Based on my analysis, | decided that five motivationslevbe useful to include
in my study (see Table 7), namely achievement, socigliziollaboration, immersion,
and competition. In determining these factors, an inapbdifference in my study
relative to the others should be mentioned. The othdies were investigating the
distribution in motivation types throughout the targepulation. My goal was to collect
players with certain motivations into separate grougstaen study the variation of
metacognitive awareness among the groups.

The ldeal Game-Experience Profile

| would like to propose a hypothetical person’s game-expegiprofile that maximizes
the potential to foster metacognitive awareness. Thigm an ideal, and it is not
expected that even a single player would realize thetofile. From this perspective,
the ideal gamer has spent a substantial amount oplewyéng strategy video games.
That compilation of games would include the construabibvirtual objects, the
probative cycle, resource management, assessmentiefsystems, and role playing
while solving problems. Playing different types of characiedifferent sessions would
enable thinking through the subject and problem space in neyligsspectives. In
addition, the games played would include a variety of stbijeenes. The greater the
variety of cognitive processes and themes in the gatagsdthe greater the likelihood
that metacognition learned in a specific subject domaimdvoe generalized to multiple

domains and evolve to a general capability.
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This effect would be further enhanced if the game world andlations involved were
detailed, complex, authentic, and consistent to the sutipacain involved. Also, games
that included both virtual and physical embodiments, fomgi@, the disease-simulation
game (Colella, 2000) would also encourage transfer.

The potential of fostering metacognitive awareness waelithdreased with
outside activity associated with the games played. uSssng the validity of the
underlying models of the games with other players in person ¢an discussion groups
would be beneficial. Designing a game, particularly delighrequired knowledge of
the gameplay and underlying game logic, would also be condiacfestering one’s
metacognitive awareness. Similarly, modding activiies, altering parts of the game
permitted by users) might also foster metacognitive aveasemparticularly if the
modding involved aspects of the game’s underlying logic oregéay.

The compilation of games played would be predominantiypresed of the
following game structures and characteristics. They dvbalendogenous rather than
exogenous, so that reasoning within the subject contawitvibe necessary to satisfy the
games’ goals. The main goals of the games would belalomeaning that they were
established by the rules, but intermediate goals wouldelg@éntly autotelic, meaning
that the players would often create or identify imtediate goals. The profile painted
would be a constructivist orientation that would fosterabidity to think and reason
independently within the subject domain. Furthermore, gemtrgames would enable

greater flexibility in creating strategies than progresgiames.
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The compilation would feature substantial experienaaditiplayer games,
particularly in rich, immersive worlds with complerdiill-structured challenges. Other
players would be a factor in increasing one’s motivatidtore importantly, the presence
of other players would help produce a mastery environmesicuBsing strategy in
collaboration with other players would help the playgdtect on nuances and deeper
meanings within the subject domain. The other playmgport and teamwork would
encourage risk taking and persistence to succeed in difflralleages. To realize the
potential in playing multiplayer games, the playing behaaoigpted would be based on
achievement first, but collaboration and immersion woeldhfiportant; although, as
indirect effects, socializing could lead to collaboratom competition could enhance
achievement (Table 7). The compilation would also inckidgle-player games which
would encourage independent thinking and acting. Games piagteat mode would
have “save and restore” functions to encourage risk taking.

Chapter Wrap-up

This chapter has described game structures and gamer nooisvetat | believe
would affect the potential to foster metacognitive awasend hese ideas will be used in
Chapter 4 to describe the research design and methodolotys study. Figure 4
shows an overview of the independent variables (anbwis) considered for the study,
as well as confounding variables that might affectréselts. Data were collected to
estimate values for the game-playing variables showesd tariables were anticipated
to affect metacognitive awareness, but they were nossadly included in the Phase 1

design.
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Chapter 4: Methodology

Research Design

This study employed a quantitative, survey methodologyplteat and analyze
data to investigate associations between game expededametacognitive awareness.
The analysis was conducted in two phases. Phase 1 addiesstudy’s main research
guestions, satisfying the study’s main requirements. THgsasmantended was a 3 (time
played) x 3 (gamer type) analysis of variance (ANOVHApwever, the data needed
recoding, and the final design was a 2 (time played)gatér type) ANOVA.

Phase 2 enabled further exploration of the data thagated problems in Phase 1
and enabled further analysis of the data.
Participants

The target population for the overall study was the pojpulaf undergraduate
students at GMU. For Phase 1, the target populatiothegsopulation of first and
second-year students at GMU who were video gamers and age@1§ears. Video
gamers were defined in this study as those who played videesgar an average of two
hours a month for the two years prior to being surveydt semple frame for Phase 1
was estimated based on the population of students whodmsénbuted surveys (as
described in the Data Collection section in the Dhsiiing and collecting surveys sub-

section). The estimation included the consequencetfieeresponse rate) based on
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screening out those who were not in the Phase 1 ageoan@gss-year range and were
not video gamers. For Phase 2, all of the respondemnéselgible based on the

particular analyses done. Further discussion of thelsalname that was used in Phase 1
is presented in the Study Limitations sections (in paldr, in the Survey errors sub-
section concerning coverage errors).

Determining the sample size required was an issue ®sthdy, because the
effect size necessary could not be determined until daigsas. In lieu of estimating a
pre-survey sample size, the survey was continued umihenum of 135 students and a
maximum of 1000 students were surveyedhe details of the sample size and the
associated issues are discussed in the Data Analys@nsec
Study Variables

Two main variables were used in this study, metacognitizeevess and game
experience. In addition, a small number of demographialas were used.

Dependent variable. The dependent variable was metacognitive awareness and
was operationalized as MAI. It was represented astarval variable with a single,
numeric value.

Independent variables. The independent variables were demographic and game-
experience variables.

Demographic variables.The demographic variables includgehder age class
year, andsubject major Class year was an ordinal variable with vall@st year,

SophomorgJunior andSenior Subject major was a nominal variable that ranged from

12 The initial proposal called for a maximum of 500 studemtse surveyed. However, during the survey
the GMU’s Human Subjects Research Board (HSRB) allameextension to 1000 students.
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the pure arts to the pure sciences. Specific values xamndpdes for each, were: (@he
Arts (e.g., music, painting, or performance), focial Science&.g., sociology,
education, history, or government), &pplied Science.g., engineering, software, or
architecture), and (dure Sciencege.g., mathematics, physics, chemistry, or biology).

Game-Experience VariablesGame experience was based on three separate
dimensions—time played, game type, and gamer behaviorPHase 1, game
experience was operationalized to satisfy two crit¢ajpenable a limited number of
basic distinctions that were anticipated to affectacegnitive awareness and (b) enable a
sufficient distribution of those distinctions acrolss sample frame for a reasonable
statistical analysis (as discussed in the Data Arsadgstion). For Phase 2, the data were
explored to identify “variables of opportunity” that repented aspects of the three
dimensions of game experience to spot potential tremd®fs metacognitive awareness
might vary with those variables.

Time played represented the total amount of time tihespondent played games
over the prior two years. Data were collected for Ibo¢htime spent playing video
games and the time spent playing non-electronic gameshd-arost part, time played
was based on the time spent playing video games only. Howbe time spent playing
non-electronic games was collected to investigate possibi®unding effects on the
results obtained.

For Phase 1, the time played for video gamers was steacas an ordinal
variable that was based on dividing the time played theeprior two years into three

equal ranges, identified as Occasional, Moderate, and.Oftementioned above, a
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video gamer was defined as a respondent who played video garaesefist 48 hours
over the two years prior to being surveyed. This value septed an average of two
hours a month, which is an estimate based on priorgsiryeor example, in a
nationwide survey of adults who played video games, 68% p@ayedr more hours a
week (Ipsos, 2006). In a second example, 60% of MIT stugénted video games one
or more hours a week (Squire & Jenkins, 2003). | decideddbairing video-game

play of at least one hour every two weeks over the prio years was a reasonable
minimum for a respondent to be considered a video gaménisostudy and provide
valid answers on the GEQ. However, two years wasatipaalized as 100 weeks to
ease the respondent’s ability to estimate time playydusing 100 weeks, a respondent
could approximate the number of weeks played over thetmryears by estimating the
percentage of weeks played in that period.

Game type represented the proportion of time that gantlese&rtain structures
or characteristics were played by a gamer over the pvmyears. For Phase 1, game
type was represented as a nominal variable with threéf®salues. The three game
types were identified as ACTG, NCWG, and CWG. Thedsaracteristics for the
three types were designated as shown in Table 6 in Ct&apldie game types were used
to separate the video gamers in the sample frame imge tiypes of gamers, based on the
proportions of the different game types they played. ¢Fiheria for that separation are
provided in the Data Analysis section.

Game behavior represented the way a gamer played gaeretheprior two

years. | assumed that players tried to invoke behawnats¢flected their motivations for
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playing; and they were likely to focus their attentioorenintensely on those behaviors.
Thus, | assumed that game behaviors were directly tieteaf gamers’ motivations for
playing games. | labeled the behaviors by the motivatlmngreflected, namely:
AchievementSocializing Collaboration Immersion andCompetition(see Table 7).

To simplify game-experience distinctions in Phase ly#n@bles used were
limited to time played and gamer type. Phase 2 includederwange of game
characteristics. In addition it included gamer moteagiand demographic variables.
Measures

All data were collected by a survey, comprised of the $elf-assessment
instruments described below.

Metacognitive awareness index.

The instrument used to measure metacognitive awarendss gtidy was named
the Measurement of Adaptive Cognition, or simply, the Maynie & Shepherd,
2009). The MAC consists of 36 items on a Likert scalegireg from 1 (ot very much
like mg to 5 {very much like meit yields an overall index based on an averagb®B6
items. The MAC was proven reliable £ .885) and structurally and nomologically valid
(as described in Chapter 2). The instrument is showpjiendix A

The MAC measures the strength of five metacognitive @s®Esein support of
adaptive problem-solving and decision making in a dynamic acertamn environment.
As argued in Chapter 2, it is appropriate for this studefer to the score returned by the

MAC as the MAI.

133, M. Haynie provided me permission to use the MAgriment for this dissertation (personal
communication, June 9, 2008).
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Game-experience questionnaire.The game-experience questionnaire is shown
in Appendix B. For convenience, the questions relaiettmographics were included in
the GEQ.

The GEQ was comprised of a variety of question typesieni¢, single-response
multiple-choice, and open-ended. The multiple-choicesties included those with
discrete alternative answers and those based ortea sca

The first question of the GEQ was designed to appedll tespondents and to
help engage their interest, encouraging them to compfétediccordingly, the first
guestion in the GEQ was a question to query the respondentsal attitude towards
video games. The response might also be useful foefurtterpretation of the data.

The four numeric questions that followed were used tedodlata for estimating
time played for video and non-electronic games. TheipfeHchoice questions with
alternative answers were used to collect the four despbgrs data items, as well as the
first question described above, and for one question oangegame themes.

About two thirds of the questionnaire was based on a lineangric scale. Most
of the scale’s items were used to assess proportioma@played (video or non-
electronic games) that a respondent has played gamesent#éin characteristics or
structures. This scale type was also used to assasspitvance to respondents of
various motivations for playing games. A verbal-frequeneyeswas used for assessing
behaviors related to video gaming but conducted outside of the, ganexample,

discussing games on a website for fans. Behaviordeutse game would not take place

% This design feature was based on survey research &Rill2007).
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within a “time-played context,” and would be more dificto assess on a time-based
proportionate scale.

Finally, the open-ended questions at the end of the sureey imtended for
further interpretation and insight of the previous data.

The GEQ was assessed by two evaluators to provide fdedhbd qualify its use
for this study. That process will be described in thetd2ting Subsection.

Data Collection

The survey package for each subject consisted of hard adp({@$ an informed
consent form, (b) instructions for filling out the queshaires, and (c) the MAC and
GEQ gquestionnaires. Each survey package had a four-digit member that was
printed at the bottom of the last page of the surveys Aimber was unique for each
survey. The serial numbers improved my ability to keegktod the number of surveys
distributed and returned.

Pretesting. The MAC was already a tested and valid instrumergvelheless, it
was included in the pretesting to ensure that there meepgoblems in responding to it
and to estimate the time required to complete the enimeey.

The GEQ has not been tested for validity and religbilinstead, two evaluators
who were knowledgeable about a games’ potential for educasisessed the instrument
for its main objective. The main objective was teeassa respondent’s game experience
for the types of games played for the two years prithécsurvey. The evaluators
recorded their own responses for the GEQ. In additiey provided feedback on any

issues they found. | incorporated the evaluators’ feedioaichprove the GEQ. In
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general, however, both evaluators believed that the GB&%satisfactory to determine a
person’s game experience over the prior two years lmasgdme characteristics. (See
Appendix C for an overview of the evaluators’ feedback &acchanges made to the
GEQ to accommodate it.)

In addition, | ran a pretest of the entire survey pgekaith four representative
students. All four students took less than 30 minutes t@letethe survey. Three of
the students did not report any problems with the surveythenfurth reported several
minor issues with the GEQ, which | used to improve it.

Distributing and collecting surveys. My key concern was to obtain a sufficient
number of respondents and a sufficient response rabatsstatistically valid results
could be achieved. | decided that the best chance tonctelh a sample was to
persuade GMU professors (and instructors) to allow meegept my survey to their
classes and ask students to return them at theiraclassk later. The professors were
highly accommodating.

At the beginning of class, | presented the survey usingi@at $hat was pre-
approved by the HSRB. | told the students that the suvasycompletely voluntary but
that they should read the informed consent form (incliilélde survey package) before
deciding to respond to the survéy.The surveys would be due back at the same class a
week later. With the exception of those who had alreadeived a survey package in
another class, everyone in each class was requediadta survey whether they planned

to fill it out or not. Anyone receiving the survey packags waited to email me to

5 The HSRB approved this study without the requiremenisigraature on the informed consent form.
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request an overview after the study was completed. d hamtained a list of those
email addresses and will delete them after the ovenaee/sent out (after approval of
my study by my dissertation committee).

A day or two before the surveys were due back for & clasent an email to the
professor who forwarded it to his students as a remindétta surveys would be
collected at their next class. The following wee&ollected the surveys at the beginning
of class and distributed additional surveys to studentswdnre absent when the surveys
were first distributed. | made arrangements with tieégsisor to collect the surveys from
the absent students and the students who wanted to retuegssbut forgot. | continued
surveying classes until | met the criteria specifiechexData Analysis Section.

Data Analysis

As the surveys were collected, the data were storagpropriately-formatted
files for ready-entry into the PASW® Statistics Package

Phase 1. Two of the research questions addressed associatioreeimetw
metacognitive awareness and each of the two indepewvaeables, time played and
game type. The third research question addressed theatissploetween metacognitive
awareness and the interaction of these two variablesaddress these research
guestions a two-way ANOVA with disproportionate cell fregeye(Hinkle, Wiersma, &
Jurs, 2003) was conducted. Because time played and gamediideadahree possible
values, the original design planned was a 3 (time play8dgamer type) factorial.

Estimating time played.Two questions in the GEQ were used to estimate the

time spent playing video games over the prior two year® fif$t question asked for an
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estimate of the number of weeks spent playing video ganeediua last 100 weeks. The
second question asked for an estimate of the hours spgmglideo games in a typical
week. Multiplying weeks played by hours played per week wasras$to provide a
reasonable estimate of the hours played over the prioyg¢ars. This method allowed
leeway for sporadic play over the prior two years, beedhe GEQ described to the
respondents how the total hours played over the last 18ksweould be calculated.

Identifying gamer type.If a respondent played video games for less than 48
hours over the prior two years, then the respondentwasdered a non-gamer, and the
gamer type was not identified for this study. Otherwigerespondent was considered a
gamer, and the gamer type was identified as described.belo

Five items in the GEQ, namely items 12, 13, 14, 18, and 16 ugad to identify
each respondent’s gamer type. The scale used for thasewas a five-point linear,
numeric scale with anchors atsefdom or neverand 5 (hostly or alwayp
Identifying the type of gamer was a three-step procehs.fifist step determined whether
the gamer was an action gamer or a strategy gamed basee heuristics shown in
Table 8. Recall from Chapter 3 that minimal-strategypem(i.e., simple word and visual

puzzle games) were considered NCWGs.
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Table 8

Heuristic to Distinguish between Action and Strategy Gamers

GEQ Question Number

12: 13: 14:
Gamer Type Puzzle games Action games Strategy games
Action gamer lor2 3,4,0r5 lor2
Strategy gamer 1,2,0r3 1,2,0r3 Ans[14] + Ans[12] > 3

Note The GEQ questions in this table refer to video gafftes heuristics were based on a self-reported
Likert scale, ranging from Xdrely or never playedto 5 fegularly or always playedover the prior two
years. Ans = respondent answer to GEQ question nunmberagkets).

If the gamer was identified as a strategy gamer, theesdgbond step was used to
determine whether the gamer was an NCWG or a CWG gaasgd on the heuristics

shown in Table 9.

The gamer type was not identified for every gamer irfiteetwo steps. The
intent of the third step was to review the entire sws\@the unidentified gamers to
make reasonable identifications of them. Unfortunateky results showed that there
was too large a percentage of unidentified gamers aftéirghenvo steps that precluded a
reasonably objective identification based on the daitesed. The handling of this

problem is described in Chapter 6.
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Table 9

Heuristic to Distinguish between NCWG and CWG Gamers

GEQ Question Number

12: 19: 18:
Gamer Type Puzzle games Abstract strategy CWGs
games
NCWG gamer Any Ans[19] + Ans[12] 1or 2
>3
CWG gamer 1,2,0r3 Ans[19] + Ans[12] 3, 4, 0r 5
<=4

Note The GEQ questions in this table refer to video gafftes heuristics were based on a self-reported
Likert scale, ranging from Xdrely or never playedto 5 fegularly or always playedover the prior two
years. Ans = respondent answer to GEQ question nunmblerakets); NCWG = non-coherent world
game; CWG = coherent world game.

The heuristics were subjective. For example, | slagéader identification
towards CWG gamers over both NCWG gamers and actionrgariy main goal was
to determine whether people with substantial experielageng CWGs games would
have a higher metacognitive awareness than thoseesilof that experience. Thus, a
gamer who recorded at least a 3 for playing CWGs wildresidered a CWG gamer,
regardless of whether that gamer played other typesabégy games as often. Finally,
notice that | have not used the level of NCWGs (m#njmal, moderate, or high) to
distinguish among NCWG gamers for Phase 1. HoweweiGEQ collected data to
determine that distinction among respondents and it coudckilered in Phase 2.
Determining sample size needeéroviding an optimal number of students to use

for the sample was a challenge. There are fouraatee parameters that must be
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considered in designing a statistical study: significamterion, effect size, sample size,
and power. Knowing any three of these, the fourth cazalmilated (Cohen, 1988). It is
possible to set the effect size small enough to meetigimificance criterion within the
power specified for a large enough sample size thateaalbulated. However, setting a
meaningful effect size may be impossible (Weiss, 2006, p. 18ahe research study is
closely modeling a previous study, determining a meaningfetesize is possible.
However, the current study was unique and estimating a nigaheffect size before
data analysis was not feasible. In this case, artirgigstimate based on surveying and
statistical experience should be used. Based on aniexped researcher’s opinion, |
determined a minimum number of 15 subjects per data cetifastudy-® Based on that
number, a minimum of 135 subjects would be required for 8 AMOVA (i.e., 9 data
cells). However, that would assume that all 135 respdsdegre gamers and evenly
distributed among the data cells. In light of the issdiscussed, it was decided that
surveying would continue until at least 15 subjects fillechetata cell, or as many
surveys were distributed as practical, up to a limit of 1Q00eys.

Recoding. In conducting surveys it is common for groups of respaisgen
distinguished by certain characteristics within the sarppbulation, to be of unequal
sizes. This is not a problem for ANOVA as long asrtdi® between the smallest and
largest group is less than about 4 or 5 percent (Alreckt8eS#995, p. 295). However,
the absolute number of respondents in any group shoulcerioblsmall; else the results

will not be meaningful for that group or its comparisaith others.

'8 This estimate was based on the opinion of Anastassamtas, a member of my dissertation committee
and an expert in statistical analysis.
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It is standard practice to recode survey data into nésgosees during data
analysis to produce a better distribution of respondeertsss data cells (Alreck & Settle,
1995). The recoding might merge categories together tonabtifficient number of
respondents per cell. The recoding is subject to sawdest (a) The categories must be
all inclusive (i.e., there should be a category forgdata point); (b) they must be
mutually exclusive; and (c) they must be meaningful, inmgiyhat there should be more
variation in the thing being measured between categdwaesvtithin them (1995, pp.
260-261).

| distributed 759 surveys throughout the spring semester of 2Gtarted my
analysis at that point. The results are present&thapter 5.

Phase 2.In this phase, variables were selected based omticgation that they
might affect metacognitive awareness and could provide fuirtbight into relationships
between playing games and metacognitive awareness. |thiaclata collected to
support Phase 2 were used to mitigate the problem that scas/elied in the Phase 1
analysis in identifying the gamer types.

Study Limitations

The limitations of this study are described below. yTére divided into four
categories: (a) approximation of game experience, (tfpocading variables, (c) cause
and effect, and (d) survey errors.

Approximation of game experience.The GEQ was used to tag each respondent
with a nominal value that represented the respondent’s gaperience for the two years

prior to the survey. | never expected the assessméetpoecise. The accuracy only
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needed to be sufficient to assign each respondent fwdper gamer type with
reasonable validity. | expected that respondentsilreCpast events would be less
accurate the further back in time that the events oedurThus, | designed the questions
with linear, numeric scales and verbal-frequency scaleended to minimally tax
respondents’ memories and provide reasonable accuradyeford-year period
assessed.

If playing video games could foster metacognitive awarenessuld be possible
that video games played before two years ago could atgolmte to a person’s
metacognitive awareness. However, | believed it wgsactical to expect accurate
recall of game experience prior to the two years assessed.

Confounding variables. The main confounding variables | considered were age
and cognitive-intensive activities other than playing videoagnResearch studies have
shown that metacognitive awareness increased withragedrs) at least through the late
40s (Rasnak, 1995; Cooper, 2005; Vukman, 2005). Furthermore, agentmadde
how a person related to and was affected by video gamassi@®r 2001a). In addition
to age, any activity that encouraged cognitive and metacogbélaviors could foster
metacognitive awareness, for example, education, wotlinteerism, etc. More
directly, non-electronic games that were based oteglyaould have similar impacts as
some video games.

Effects from confounding variables were partially miteghby selecting
traditional-aged undergraduate students for the target populdtexpected that the

confounding effects due to age and cognitive-intensive activitbegd be lower with this
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population than for a more general population. In addigmestions were included in
the GEQ that might provide insights on the effectsgef, @lass year, college major, and
non-electronic games during the Phase 2 analysis.

Cause and effect.Four conditions are necessary for a study to provesecnd
effect relationship: (a) An association between #gse and the effect is found, (b) the
cause precedes the effect, (c) a cause mechanismtifiedeand (d) viable alternatives
are ruled out (Weisberg, Krosnick, & Bowen, 1996).

In this study, condition (a) was tested by design. @immd(c) could be satisfied
by a number of cause mechanisms that were described me€ha and 3. For condition
(d), the primary alternative explanation considered (assypan association was found)
was that respondents with higher metacognitive awarelgsenstrated a greater
preference for CWGs than respondents with lower mgtatee awareness. Data
analysis might suggest that the alternative was possiesimilar to the cause and
effect possibility, neither explanation could be provémeither case, the study was not
designed to test for condition (b), thus negating tissipdity that a cause and effect
relationship could be proven.

Survey errors. There are four sources of errors in a survey methogolog
measurement, sampling , coverage, and nonresponse.uAihfgst be minimized to
obtain the most accurate results. “As of yet tliere® accepted way of providing a
meaningful combined measure of the effect of these fawnces of error on overall

accuracy” (Dillman, 2007, p. 198).
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Measurement error. Measurement errors could be made intentionally or
unintentionally. Because the target population was cgeghof GMU students, |
assumed they were honor-bound to answer the questionfiigut Unintentional errors
could occur if the respondents did not correctly underdtamduestions or the possible
responses. To mitigate the risk, | used the feedbatheoGEQ from two experts to
improve the questionnaire. In addition, | used the feddfvam four representative
subjects to improve the questionnaire further to ensuresitmderstandable by members
of the target population.

Sampling error. Sampling errors occur if only a portion, rather thdof the
members of the sample frame, return completed survBlys.error is calculated based on
the particular statistical analysis that was useceterdhine a result. The calculation
assumes that a randomized sample was extracted feosathple frame. Since the
sample in this study was equivalent to the sample frémesample could be considered
a randomized sample.

Coverage error.A coverage error occurs if the sample frame isfunbt
representative of the target population. It occursrfiq@dar subgroups are missed as a
consequence of the method used to extract the frame.

As described in the Data Collection section, | requettat everyone in the
classes surveyed take a survey, whether they intendebitodit or not (assuming they
hadn't already received a survey in another class$suraed that coverage error would
occur if the classes surveyed were not representdtihe alasses across the target

population. To partially mitigate that risk | surveyed ad@sacross a variety of subject
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areas. Furthermore, | assumed that students who misssdahen the surveys were
distributed would not reflect any significant subgroup’s abtaristics.

However, the main issues concerning coverage error iedtdhe confounding
variables of age and class year. For the Phase 1 anahessample frame was based on
undergraduate gamers, aged 18 to 21 years, and taking firstcamdisyear courses;
thus, juniors and seniors could also be included. Ther lagre allowed in the sample
frame to mitigate the risk that there would not be enagagpondents for analysis if they
were excluded. Conversely, students who were aged 22 @ardwdre excluded from
the sample frame, even though their surveys could beiused Phase 2 analysis.

Nonresponse error.A nonresponse error occurs if the respondents dainbyt f
represent all segments of the sample that are relevéme study. A self-selected sample
is particularly vulnerable to this type of error. Dilmpresented a case study with a
target population of nearly 80,000 that used three simultsnegplementation methods
(2007, pp. 257-259). The first used a self-selected sampldader two used
randomized samples from quality sample frames. lsé¢lfeselected sample, there were
474 respondents, a 0.6% response rate, compared to 265 and 26dthretitwo out of
sample frames of 400 each, a response rate of 66% for gae self-selected sample
missed significant segments of the population and thdtsesere significantly different
from the other two. The results of the other twoengmilar.

Even with a quality sample frame, nonresponse hasdeemmon problem. It
“has been growing in recent years and is increasingbnaideration in the interpretation

of reported results” (Scheuren, 2004, p. 66). A high respatseavill lower the risk of a
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nonresponse error, although it doesn’t guarantee thaarglpopulation segments were
sufficiently represented.

| considered a low response rate to be a major riglas€juently, | put major
emphasis on the selection of a target populationl ttatld easily access. More
importantly, | planned to design a survey implementatioorméd by Dillman’s Tailored
Design Method (2007). Dillman found that the survey im@atation design was much
more important than the survey design to achieve a hggonse rate. Furthermore, he
proved his method was successful by continually achievingreggonse rates in his
survey studies (2007). The core of his method was basestalnlishing a trust
relationship with the sample surveyed during the impleatwmt.

Unfortunately, | discovered that approvals were needed &ammnistrators of
multiple departments as well as from each class irsirfmr the classes | surveyed. |
realized based on practicality that | could not desigaraeey implementation that could
be uniformly used across classes. Thus, | took theideaeof Dillman’s method and
tried to establish trust by visiting every class and persopedisenting and distributing
my survey. The characteristics of my presentationlthaped would garner trust
included sincerity, a description of how anonymity would be ptetk acknowledgment
of the time required (under 30 minutes anticipated), and a igdgmnale for the

importance of the study.
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Chapter 5: Results

| conducted the survey during the 2010 spring semester, fromdfgld to May
5, and distributed 759 surveys in 29 classes. | expecteddbald obtain large numbers
of students by surveying large classes (in the neighborbiob@D students) taking first
and second-year classes. However, | discovered #haespbonse rate was low in those
classes and surveying smaller classes attained a lesfpense rate, although still lower
than | had expected. The survey of large classes sasnapeded by over a week of
school shutdowns due to snow storms during the initial déitection. Based on my
early data-collection experience, | believed thaiuld better engage students and attain
a greater response rate in smaller classes, even thougtript to describe the survey
was the same.

Classes with mainly first-year students were easinth however, | relied on
instructors’ recommendations for classes that had m@mstlgt least a majority) of
sophomore students. In the “sophomore” classes thatéyed, | found that a sizable
number of respondents were older students or juniors amse

The sample frame was specified as the population of dsiddi were
distributed surveys in the classes surveyed. Therdf@esample was identical to the

sample frame. Out of 759 surveys distributed, only 175 sulitesdtg-completed surveys
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were returned’ Issues in the survey implementation along with therlesponse rate
had consequences on the quality of the sample framédnarmgheralizability of the
results. Those issues and consequences will be descus€hapter 6.
Categorizing Respondents for Data Analysis

Screening participants. The sample obtained was screened by age range, class
year, and level of video-game play (specified as gameogamer) for the Phase 1
analysis (Figure 5). The 80 eligible gamers will berrefi¢to as the video-gamer sample

of undergraduates, aged 18 to 21 years; or VG21 for simplicity.

759 surveys distributed
in 29 classes

+

175 surveys returned

+ Y

168 (after Phase 1 7 surveys with errors or
error screening) omissions thatrendered
surveys unusahle for
+ Phase 1 analysis
4 were not
undergraduates 164 undergraduates
* Y
112 gamers .52 non-gamers (played
video games for average of
less than twao hours a
+ month over last two years)
32 were over age range B0 eligible
of 18 to 21 years (far Phase 1 analysis)

Figure 5 Screening participants for Phase 1 analysis. The gieddy this study was
done in 2 phases (Phase 1 and Phase 2).

" Surveys that were returned blank or nearly so vegaired as needed and were returned to be recycled
to other students. The 759 represents the number of Sudeotreceived new or recycled (blank)
surveys.
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Categorizing Phase 1 gamers using pre-survey criteriaThree steps were
specified in Chapter 4 to sort the gamers into three griouplse Phase 1 analysis:
ACTG, NCWG, and CWG gamers. To briefly recap, the&t fitep used a heuristic,
specified in Table 8, to identify action and strategy gantbe second step used a
heuristic, specified in Table 9, to identify NCWG and CW@nges from the strategy
gamers; and the third step used a “best effort” to idetitdygamers not yet identified in
the first two steps by a full review of their surveystrove to specify the heuristics in
the first two steps to identify most of the gamers.weeer, the data showed that | was
unsuccessful in that attempt. Only 18 out of the 8Gkddigespondents could be
identified using the heuristics. (The 18 were identifiedm&CTG gamers, 1 NCWG
gamer and 1 CWG gamer.) The remaining 62 represented to@lpegeentage of the
eligible sample to enable a reasonably objective ocaitzggion. Further review of the
data reinforced my conclusion that my initial categgation criteria were not effective for
this study. That review and a new set of criteriagimer categorization are described
below.

Establishing new criteria for Phase 1.Below is my analysis of the original
criteria, followed by my analysis leading up to the neileda. Hereafter, the original
criteria will be referred to as the pre-survey critefibe new criteria will be referred to
as the post-hoc criteria (shortened from the termIpostsurvey criteria for simplicity).

Strategy versus action gamer®istinguishing between action gamers and
strategy gamers was problematic. The cross-tabulatitre VG21 sample shown in

Table 10 indicated that 58 out of 80 gamers showed a belzsed preference of 4 or 5
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(out of 5) for playing action games. However, the ganpmesference for playing
strategy games was much more balanced. Furthermomatdnéndicated that a sizable
proportion of the sample played games that containddduditstantial action and strategy
(with preferences of 4 or 5 for both). That findinghag inconsistent, because many
games played today contain both action and strategy (eany MMORPGS). |
concluded that the sample gamers could not be objgcteplarated into action and

strategy gamers.

Table 10

Cross-tabulation of Preference Frequencies for Action and Strategy Games

Preference for Strategy Games

Preference for 1 2 3 4 5 Total
Action Games
1 0 0 0 0
2 2 1 0 2 4 9
3 2 3 6 1 13
4 2 7 7 12 3 31
5 2 5 6 7 7 27
Total 8 16 19 22 15 80

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a saffechdkert scale, ranging from fafely or never
played to 5 fegularly or always playedover the prior two years.

4/ideo games often blend action and strategy into the game

Note that | originally included puzzle games in counting tolwatrategy games
that gamers played. | did not expect that puzzle games \waué&la large impact on
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fostering metacognitive awareness. However, | addedyjpa because | was concerned
that | could not identify enough strategy gamers for thesP 1 analysis without
including them. However, the result described abovesteelows this concern, and the
conclusion determined above still stands.

Categorizing strategy gamerd further reviewed the data to determine whether
the gamers could be categorized in a logical way tlaattwe to the main goal of my
study and as similar to the research questions as ongewalteived. To that end, |
studied the responses for items 15 to 19 in the GEQ. eTiteras are reproduced in
Table 11

As stated previously, | have referred to the type of gahsd believed would
best foster metacognitive awareness as CWGs. Furthetrbetieved that the games
that fit this category were the two types of games desdrioy Gee (2003) and quoted in
Chapter 1. The two types of games are those specifiezhis 15 and 16. I'll refer to
those types as entity-development games (EDG) anglay@g games (RPG). Item 18
was a catchall for CWGs, which included entity-develeptrgames, role-playing games,
and adventure games as well. Adventure games (item & shailarities to RPGs but
are of a different sort as will be discussed shortliyncluded adventure games (ADGS) as
part of the CWG type, because | was concerned that wuarlel not be a sufficient
number of CWG gamers for the Phase 1 analysis witholuding ADGs as well. The

data showed that that was a misplaced fear.
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Table 11

Items Duplicated from the Game-Experience Questionnaire (GEQ)

Game Type Game-Type Description
15.__ Strategy games in A complex entity could include a business, an army, a
which you develop city, a civilization, a system, etc. Game examples
and/or operate a include military and business games, SimCity, etc.

complex entity

16.___ Role-playing games These take place in a fictionaldMarivhich you
solve challenges through the character you play. (
fictional world in a game may be based on fantasy
or reality.) Examples include Everquest, World of
Warcratft, etc.

17.___ Adventure games Explore a fictional world and solve |aszo gain
points, treasures, tools, etc. Might be based on a
story with only one or a few possible endings.

18._  Games based on a They include any games in type 15, 16, or 17 above.
fictional world, story,
or complex entity

19.___ Abstract strategy NOT based on a fictional world, story, or complex
games entity. Examples include Poker, Checkers, Chess,
Bridge, etc. Do not include games in type 12 above.

Note The GEQ was created for this study to estimate htemdhe survey respondents played various
types of games. The game types in this table refédém games. Respondent answers were based on a
self-reported Likert scale, ranging fromrarely or never playegdto 5 fegularly or always playedover

the prior two years.

The frequencies of the VG21 gamers’ preferences are simolable 12. Sixty
of the 80 gamers showed a preference of only 1 or 2 for playsigact-strategy games.
On the other hand, 54 out of 80 gamers preferred CWGs at & #vel. | concluded

that CWG based on item 18 was not suitable to distinguisieiggypes. To design a
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Table 12.

Tabulation of Preference Frequencies for Game Types

Preference
Game Type 1 2 3 4 5 Total
EDG 21 16 14 15 14 80
RPG 19 6 11 19 25 80
ADG 11 10 9 21 29 80
CWG 13 5 8 18 36 80
ASG 31 29 8 7 5 80

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a seffectpdkert scale, ranging from 1 (rarely or never
played) to 5 (regularly or always played) over the prior years. EDG = entity-development games; RPG
= role-playing games; ADG = adventure games; CWG = eoltavorld games, which included any of the
types: EDG, RPG or ADG; ASG = abstract-strategy games

useful analysis, | decided to look more closely at themstcuction of the CWG type,
namely EDG, RPG, and ADG.

| did not expect that ADGs would have the same impaEiCaSs or RPGs to
foster metacognitive awareness. ADGSs are progressiver thidm emergent; they are
acquisition based rather than interactive based;daheynuch more allotelic rather than
autotelic. EDGs and RPGs are the opposite from AD®Eseise respects. As explained
in Chapter 3, the latter game structures (emergentactiee, and autotelic) should foster
metacognitive awareness more than the former. IniaddEDGs and RPGs cover the

broad range of CWG types and are orthogonal in theerege of CWG aspects. ADGs
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may overlap in coverage and may also be confused wi@sRFinally, the preference
levels in Table 12 show that EDGs and RPGs were rellgohiatributed.

New categorization for gamer typeg£onsequently, | wondered whether | could
separate the gamers into three types: NCWG, EDG, afd RRble 13 shows a cross-

tabulation of the gamers’ EDG and RPG preferences.

Table 13

Cross-tabulation of Preference Frequencies for Entity-Develop@antes (EDGs) and
Role-Playing Games (RPGSs)

Preference for EDGs

Preference 1 2 3 4 5 Total
for RPGs
1 13 3 1 1 1 19
2 0 5 0 1 6
3 1 3 3 2 2 11
4 5 2 6 2 19
5 3 5 3 6 8 25
Total 21 16 14 15 14 80

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a saffechdkert scale, ranging from fafely or never
played to 5 fegularly or always playedover the prior two years.

| decided that the gamers could be categorized basedipEBb® and RPG
preferences as shown in Table 14. A more completeleackc categorization of the
gamer types is shown in Table 15. In the case of égden RPG and EDG in which

both values equaled 4 or 5, | favored EDG gamers to imghavdistribution for the
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Phase 1 analysis. Fortunately, the results thawitavay ANOVA yielded allowed
further analysis to investigate any bias introduced by thefgpeaiegorization; those

results will be presented as well.

Table 14

Heuristic Used to Categorize Gamers into Three Types

Gamer Type Game-Type Preference n
Shown Over Prior Two Years
NCWG RPG <=3 AND EDG <=3 29
RPG RPG >=4 AND RPG > EDG 28
EDG EDG >=4 AND RPG <= EDG 23
Total 80

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a seffechdkert scale, ranging from fafely or never
played to 5 fegularly or always playgdover the prior two years. NCWG = non-coherent dgdme;

RPG = role-playing game; EDG = entity-development game.
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Table 15

Gamer Categorization based on a Cross-Tabulation of Preference Frequacies
Entity-Development Games (EDGs) and Role-Playing Games (RPGSs)

Preference for EDGs

Preference 1 2 3 4 5
for RPGs
NCWG Gamers EDG Gamers
13 3 1 1 1
0 0 5
1 3 3 2
RPG Gamers
4 4 5 2 6 2
5 3 5 3 6 8

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a seffechdkert scale, ranging from fafely or never
played to 5 fegularly or always playgdover the prior two years. NCWG = non-coherent digdme.

Phase 1 Analysis
Two-way ANOVA for MAI as a function of time played and gamer type
Recoding Although 759 surveys were distributed, there was noffigient
response to perform a 3 x 3 ANOVA for the screened saof0 video gamers.
Therefore, | recoded the data and reduced the numbeliofacenable a 2 x 3 ANOVA
to be performed, with two levels of time played and thypes of gamer. The recoding

satisfied the recoding requirements: (a) all eligibilveys were included; (b) the
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categories were mutually exclusive; and (c) the catedistinctions were meaningful.

Table 16 presents the results.

Table 16

Cross-tabulation for Gamer Type and Time Played

Gamer Type

Time Played NCWG RPG EDG Total

Low 19 10 11 40
High 10 18 12 40
Total 29 28 23 80

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. Low represents 48 to 750 hours of time spam@lideo games over the prior two years
and High represents greater than 750 hours in that samaepan. NCWG = non-coherent world game;
RPG = role-playing game; EDG = entity-development game.

Post hoc research questiong he reconstituted research questions are presented
below. The questions are similar to the original quastiexcepting their revision to re-
categorize gamers based on the data collected assibé aecoding necessary for
analysis. Two years were operationalized as 100 weeks.

RQ1. Do first and second-year college students, aged 18yteaPd, differ on their
metacognitive awareness based on the level of tim& (irdHigh) that they spent

playing video games over the prior two years?
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RQ2.

RQ3.

H3a.

H3b.

Do first and second-year college students, aged 18y&aPd differ, on their
metacognitive awareness based on the type of video gafG&®@NRPG, or
EDG) that they played over the prior two years?

Do first and second-year college students, aged 18y&aPd differ, on their
metacognitive awareness based on the interactioredinte that they spent
playing video games and the types of video games that lgscoover the prior
two years?

The EDG and RPG video gamers who played video gamesigth &vel of time
over the prior two years will have a higher metacognitivaraness than the
NCWG video gamers who played video games at any level ef tim

The EDG and RPG video gamers who played video gamddigi éevel of time
over the prior two years will have a higher metacognitivaraness than the
EDG and RPG video gamers, respectively, who played videegata Low

level of time over the prior two years

ANOVA requirements. The three requirements for using ANOVA were satisfied.

All observations were independent; that is, all 80 gatats were based on

measurements of different gamers. Second, a bofopltte two-way ANOVA (Figure

6) indicated that there were no outliers or extrealaas for the six data cells identified,

and the distributions did not appear overly skewed. A @sDas well as the

Komogorov-Smirnov and Shapiro-Wilk tests provided furthedence that all six groups

satisfied the normal-distribution requirement. Thifek Levine test for equality of error
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variances showed the null hypothesis was not indicattdte .05 level; thus,

homogeneity of variance was confirmed.

Gamer
5 00 T Type
Orcwic
Orrc
4.00-] H EHEepc
F 3007
=
2 00—
1004

00 T T
Low High

Time Played

Figure & Box plot for MAI as a function of time played and garntype. MAI =
metacognitive awareness index; Low represents 48 to 158 bbtime spent playing
video games over the prior two years and High repregeetder than 750 hours in that
same time span. NCWG = non-coherent world game; RRfe=playing game; EDG =
entity-development game.
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Results of the two-way ANOVA.

Table 17

Descriptive Statistics for MAI as a Function of Time Played andeediype

Low time played High time played Total
Gamer  p M  SD n M  SD n M SD
type
NCWG 19 3.54 .35 10 3.49 .60 29 3.52 44
RPG 10 3.61 .38 18 3.72 .61 28 3.69 .53
EDG 11 3.95 .37 12 386 .36 23 390 .36
Total 40 3.67 40 40 3.71 .55 80 3.69 48

Note MAI = metacognitive awareness index; Low represent® #50 hours of time spent playing video
games over the prior two years and High representtegtean 750 hours in that same time span. NCWG
= non-coherent world game; RPG = role-playing gameizElentity-development game.

The gamer-type factor had a significant main effe2; 74) = 4.46p = .015;
partial;yzz 11, a “medium” effect; and power = .75, slightly l&ssn .8, a “large”
power’® The time-played factor did not have a significantmeffect p = .95).
Furthermore, there was not an interaction effect betwthe gamer-type and time-played

factors p =.70). Post-hoc analysis based on Fisher’s Lagatfiant Difference

'8 The values .01, .06, and .14 roughly correspond to a snedium, and large effect size, based on
partialy? (Stern, p. 296). A power of at least .8 is generallysidered a large power.
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(LSD)™ test showed that EDG had a significantly higher MAhtNCWG. Figure 7

provides visual support of these results.
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Figure 7. Plot of MAI as a function of time played and garnyre. MAI = metacognitive
awareness index; Low represents 48 to 750 hours of time gpgimg video games over
the prior two years and High represents greater than @ im that same time span.
NCWG = non-coherent world game; RPG = role-playing gdfhEG = entity-
development game.

The next section investigates any bias in the categiorizat gamer types used in
the preceding analysis. Consequently, the response tesi@ ch questions is shown at

the end of the Phase 1 Analysis section.

¥ The Fisher’s LSD test was used because it was recodedavhen exactly three groups are compared
(Cardinal & Aitken, 2006).
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One-way ANOVAs for MAI as function of gamer-type. Because my
categorization of gamers was biased towards EDG galmgidgntifying ties between
playing RPG and EDG gamers in favor of EDG gamers), ldewad if that bias had a
significant effect. Because time played was not aifsagint factor, | could test that bias
by running three one-way ANOVAs for gamer type as thglsifactor. The sets of
gamer types used for each of the three analyses wereetkto as gamer types A, B, and
C.

All three analyses satisfied the ANOVA requiremerit;idependent observations,
sufficiently equal variances, and normal distributiofifie gamer types A used the same
gamer types as specified in Table 15 and used in the two-w&}ANabove.

Gamer types A.The results of the analysis are shown below.

Table 18

Descriptive Statistics for MAI as a Function of Gamer Types A

Gamer Type n M SD
NCWG 29 3.52 44
RPG 28 3.69 .53
EDG 23 3.90 .36
Total 80 3.69 48

Note MAI = metacognitive awareness index; NCWG = non-ceheworld game; RPG = role-playing
game; EDG = entity-development game.
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The gamer-type factor had a significant effé¢®, 77) = 4.55p = .014; patrtial
n?= .11, a medium effect; and power = .76. Post-hoc sisdiysed on Fisher’'s LSD test
showed that EDG gamers had a significantly higher MAI th@&WwWG gamers. There
was no significant difference for MAI with RPG gameedvieen the NCWG or EDG

gamers.
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Gamer Type
Figure 8 Plot of MAI as a function of gamer types A. MAI =etacognitive awareness

index; NCWG = non-coherent world game; RPG = role-playingeg&iDG = entity-
development game.

Gamer types B.An alternative categorization of gamer types is showiable
19. The type defined by both RPG and EDG preferences a5 i ogferred to as CWG,

because that type has the strongest combination of RPGRG preferences.
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The box plot revealed that there was an outlier, amas$ excluded from the
analysis. (The outlier showed RPG and EDG preferemicesand 3, respectively, and is

not included in Table 19.)

Table 19

Gamer Types B Categorization (excluding one outlier) based on a Cross-Tabwlfti
Preference Frequencies for Entity-Development Games (EDGs)@adPRying Games
(RPGSs)

Preferences for EDGs

Preference 1 2 3 4 5
for RPGs
NCWG Gamers EDG Gamers
13 3 1 1 1
2 0 0 5
3 3 2
RPG Gamers CWG Gamers
4 5 2 6 2
5 3 5 2 6 8

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a seffechdkert scale, ranging from fafely or never
played to 5 fegularly or always playgdover the prior two years. NCWG = non-coherent digdme.

CWG = coherent world game.

The results of the analysis are shown below.
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Table 20

Descriptive Statistics for MAI as a Function of Gamer TypégRluding one outlier)

Gamer Type n M SD
NCWG 29 3.52 44
RPG 21 3.59 A7
EDG 7 3.91 44
CWG 22 3.87 37
Total 79 3.69 46

Note MAI = metacognitive awareness index; NCWG = non-ceheworld game; RPG = role-playing
game; EDG = entity-development game; CWG = coherent-gante.

The gamer-type factor had a significant eff€¢B8, 75) = 3.71p = .015; partiaiy2
= .13, a medium effect; and power = .79. Post-hoc aisabased on the Sidak t8st
showed that CWG gamers had a significantly higher MAhtHEWG gamers. There
was no significant difference of MAI with RPG or EDGwgars between any other gamer

type. A plot of the means is shown in Figure 9.

2 The Sidak test was used because it was recommended whetharothree groups were compared
(Cardinal & Aitken, 2006).
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Figure 9 Plot of MAI as a function of gamer types B, excludarg outlier. MAI =

metacognitive awareness index; NCWG = non-coherent wgarise; RPG = role-playing
game; EDG = entity-development game; CWG = coherenthgame.
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With the outlier included, the results are shown below.

Table 21

Descriptive Statistics for MAI as a Function of Gamer Types B

Gamer Type n M SD
NCWG 29 3.52 44
RPG 22 3.66 .95
EDG 7 3.91 44
CWG 22 3.87 37
Total 80° 3.69 .48

Note MAI = metacognitive awareness index; NCWG = non-ceheworld game; RPG = role-playing
game; EDG = entity-development game; CWG = coherent-gante.
®The total number of gamers includes an outlier for the gype RPG.

The gamer-type factor had a significant main effe¢3, 76) = 3.08p = .032,;
partialz®= .11, a medium effect; and power = .70. Post-hoc sisalyased on pair-wise
comparisonst(tests) with a Sidak correction showed that CWG gaimauisa
significantly higher MAI than NCWG gamers. There wassignificant difference of

MAI between any other pair of gamer types. A plot ef teans is shown in Figure 10
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Figure 1Q Plot of MAI as a function of gamer types B. MAlnretacognitive awareness

index; NCWG = non-coherent world game; RPG = role-playingeg&DG = entity-
development game; CWG = coherent-word game.

Gamer types C.The third categorization of gamer type analyzed is show

Table 22.
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Table 22

Gamer Types C Categorization based on a Cross-Tabulation of PreferesgpgeRcies
for Entity-Development Games (EDGs) and Role-Playing Games (RPGSs)

Preference for EDGs

Preference 1 2 3 4 5
for RPGs

NCWG Gamers EDG Gamers

13 3 1 1 1

2 0 0 5 0 1
RPG Gamers CWG Gamers

3 1 3 3 2 2

4 5 2 6 2

5 3 5 3 6 8

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a seffechdkert scale, ranging from fafely or never
played to 5 fegularly or always playgdover the prior two years. NCWG = non-coherent digdme.

CWG = coherent world game.

140



The results of the analysis are shown below.

Table 23

Descriptive Statistics for MAI as a Function of Gamer Types C

Gamer Type n M SD
NCWG 16 3.44 .39
RPG 21 3.67 45
EDG 9 3.56 .56
CWG 34 3.85 46
Total 80 3.69 48

Note MAI = metacognitive awareness index; NCWG = non-ceheworld game; RPG = role-playing
game; EDG = entity-development game; CWG = coherent-gante.

The gamer-type factor had a significant main effe¢3; 76) = 3.23p = .027.
Partialy®= .11, a medium effect; and power = .72. Post-hoc asdigsed on pair-wise
comparisonst(tests) with a Sidak correction showed that CWG gaimaisa
significantly higher MAI than NCWG gamers. There wassignificant difference for
MAI with RPG gamer type between the NCWG or EDG gatyjge. A plot of the means

is shown in Figure 11.
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Figure 11 Plot of MAI as a function of gamer types C. MAhwetacognitive awareness

index; NCWG = non-coherent world game; RPG = role-playingeg&DG = entity-
development game; CWG = coherent-word game.

Response to research questionshe post-hoc research questions were similar
to the original research questions, except for theiricavi® re-categorize gamers based
on the data collected and for the recoding necessagnédysis. The new hypotheses
were similar as well. As before, | did not provide hygsts for RQ1 and RQ2, and |
provided two hypotheses for RQS3.

The answers to the research questions are briefly diated. (The questions

were based on the VG21 sample.)
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RQ1. The result of the two-way ANOVA indicated that tavel of time spent playing
video games (Low or High) over the prior two years watsassociated with a
significant difference for gamers’ MAI.

RQ2. In considering the one-way ANOVAs in addition te tivo-way ANOVA, CWG
gamers (characterized by high values for both EDG and) R associated
with a significantly higher MAI than NCWG gamers. Tresults for EDG gamers
were inconclusive; the results for RPG gamers wereigatficant.

RQ3. There was not a significant interaction effettdeen time played and gamer type
that was associated with MAI. This result did not suppor hypotheses.

The interpretation of these results will be discussechapter 6.

Phase 2 Analysis

The Phase 2 analysis was used to provide further insighthie relationship of
playing video games and metacognitive awareness. In agdhie extra data collected
was used in the Phase 1 analysis to create the postiteria that proved necessary.

Impact of age and class year.The sample frame was an issue in this study

because of two confounding variables, namely age andydasswhich represented a

second issue. To shed further light on these isswessidered five samples that were

screened by age and class year from the surveys cdlle€able 24 shows the sample
breakdowns before screening out the non-gamers for amalsite that the 80 gamers in

the UG21 sample comprised the VG21 sample that was usdthse 1.
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Table 24

Samples Screened for Age and Class Year from the Surveys Collected

Sample Description Gamers Non- Total
Name Gamers
FS21 first and second-year students, aged 18 éd 27 91
21 years
uG21 undergraduates, aged 18 to 21 years (th&0 34 114
distribution was used in the main text)
uG24 undergraduates, aged 18 to 24 years 97 38 135
UG99 undergraduates, aged 18 to 99 years (i.€L12 51 163
all ages)
ALL99 all respondents (any age, any year, i.e., 114 54 168

First year to Senior plus Other)

Note Seven surveys out of the 175 collected were not usathe analysis

| decided to do a comparative analysis with three additigamer samples,
namely the gamers in FS21, UG24, and UG99; referred t® asGkS, VG24, and
VG99 samples, respectively. The analysis was basadors-way ANOVA for MAI
with gamer type as the independent variable for eated? GFS, VG24, and VG99
samples. In addition, | included the results for tl&2¥ sample from the analysis in
Phase 1.

| chose to use the gamer types B criteria (Table 25)tbeeA and C criteria. The
A criteria subjectively favored EDG gamers over RPG ganm cases of ties in
preferences for EDGs and RPGs. The C criteria lggdutoer type distributions that were
less evenly distributed (Table 26), particularly betwe@WG and CWG gamers, the

two types that | considered most important in the amlyFinally, the B criteria
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established CWG gamers as strong in both EDG and RP I(ikért scores of 4 and

5’s), which clearly distinguished CWG gamers from the otyj@es.

Table 25

Heuristic Used to Categorize Gamers into Four Types

Gamer Type Game-Type Preference
Shown Over Prior Two Years
NCWG RPG <=3 AND EDG <=3
RPG RPG >=4 AND EDG <=3
EDG EDG <=3 AND RPG <=3
CWG EDG >=4 AND RPG >=4

Note The table is based on VG21, the sample of respondéatsvere undergraduate video gamers, aged
18 to 21 years. The preferences are based on a seffechdkert scale, ranging from fafely or never
played to 5 fegularly or always playgdover the prior two years. NCWG = non-coherent dgdme;

RPG = role-playing game; EDG = entity-development gariiéGG= coherent world game.
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Table 26

Gamer-Types B and C Frequencies for Sample Respondents

Sample Set NCWG RPG EDG CWG
Name
VGFS B 23 19 6 16
C 13 18 8 25
VG21 B 29 22 7 22
C 16 21 9 34
VG224 B 32 25 10 30
C 17 25 12 43
VG99 B 38 32 11 31
C 22 31 13 46

Note VGFS comprises first and second-year student gamers]18ded®1 years. VG21, VG24, and VG99
comprise undergraduate gamers, with the following ageatésns: 18 to 21 years for VG21, 18 to 24
years for VG24, and aged 18 years and over for VG99. NCW@h=coherent world game; RPG =role-
playing game; EDG = entity-development game. CWG = cohereritl game.

After excluding outliers using box plots, the three adddl samples were
determined to have normal distributions and satisfied ¢hée test for homogeneity of
variance. The ANOVA results for the four samples summarized in Table 27 and

Figure 12.
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Table 27

ANOVA Results for MAI as a Function of Gamer Type for Four S8amples

Sample n df F p Partial Power  Main Effects based on
Name n? Sidak Post-Hoc Test

VGFS 64 3,60 4.29 .01** .18 84  (CWG, EDG) > NCW®
VG21 79 3,75 371 .02* 13 .79 CWG > NCWG

VG24 9¢ 3,92 400 .01~ 12 .82 (CWG, EDG) > NCWG
also, CWG > RPG

VG99 112 3,108 2.80 .04* .07 .66 CWG > NCWG

Note All of the samples shown above were extracted fieeowverall sample frame of the study. They

were all based on respondents who played video games &stienated average of two hours a month over
the prior two years. VGFS comprises first and secorad-sidents, aged 18 to 21 years. VG21, VG24, and
VG99 comprise undergraduates, with the following age rasmit18 to 21 years for VG21, 18 to 24

years for VG24, and aged 18 years and over for VG99; MAétaoognitive awareness index.

®The expression, “(CWG, EDG) > NCWG,” means that M&xICWG and EDG gamer types were each
significantly greater than the NCWG gamer tyfighe number excludes one outlier removed from the RPG
gamer type.

*p<.05. *p<.0L

147



VGFS VG212
400
4.009 390
- = 350
o 3.0 %
= 3.70-]
3607 360
3 .40 3.50
’ T T T T T T T T
MCWSE  RPG EDG  CWG NCWG  RPG EDG WG
Gamer Type Gamer Type
VG242 VG99
4.00 4.007
3.907 3,90
= 350 —
% % 350
3.70-
370
3 50
350 350
’ T T T T T T T T
MOWE  RPG  EDG WG MOWG  RPG EDG CWG
Gamer Type Gamer Type

Figure 12 Plots of MAI for different samples. Note that tleale for MAI is different for
each sample. VGFS comprises first and second-year ssudged 18 to 21 years. VG21,
VG24, and VG99 comprise undergraduates, with the following afectens: 18 to 21
years for VG21, 18 to 24 years for VG24, and aged 18 yearsvendor VG99. MAI =
metacognitive awareness index; NCWG = non-coherent wgarise; RPG = role-playing
game; EDG = entity-development game; CWG = coherentvwgame.

*The sample excluded one outlier.

In reviewing Table 27, the results for a “purer” samplet¥i&21, namely VGFS
which only included first and second-year students, showadja éffect size and a large
power that were both greater than those for VG21. &#elts for VG24 were close to

those of VG21 (excluding the additional result that CW@&@as had a significantly
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higher MAI than RPG gamers). The results for VG99, ddgegears and over, showed a
substantially smaller effect size and power. In otherd®, the purer the sample was in
terms of age range and class year, the greater tt site and power that were
computed. These results provide insight into the effetteoconfounding variables of
age and class year as well as the issue of the s&aple, and both will be discussed in
Chapter 6.

Response rates.Before concluding this chapter, rough estimates foraggonse
rates of the VGFS and VG21 samples can be calculaasddlon the population
breakdowns in Table 24. There were 759 surveys distribigpggenting the sample
frame for the overall study. Excluding “error surveiysthe calculations and
extrapolating down from the ALL99 sample, there would bestirmated 515 surveys
distributed to yield the UG21 sample. Extrapolating ferrtio screen out the non-gamers
would yield an estimated 361 surveys distributed to yield B8 Vsample. Finally, a
response rate of 22% was estimated for the VG21 sarbjslieg similar calculations, a

response rate of 40% was estimated for the VGFS sample.
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Chapter 6: Discussion

Interpretation of the Results

To summarize the main findings, a positive associatias found between first
and second-year college students who were CWG gamersl@ge@l years, and
metacognitive awareness. The effect size was .11daimeffect, and the power was
.75, a medium to large power. However, because of ageegrror and a low response
rate, 22%, the result could not be generalized to thettpogeilation. If the target
population considered only first and second-year studentd, 1&gy 21 years, the effect
size was .18, a large effect, and the power was .84ga pemwer. Although the coverage
and response rate were better, but at 40% the respoaseasstill low. The two main
explanations considered for the associations found thatelaying CWGs fostered
metacognitive awareness or that those with a hightaaognitive awareness preferred
CWGs. Neither possibility could be dismissed based arsthdy’s design.

The research design was hindered by a “Catch 22.” The tipes of gamers
originally conceived for Phase 1 were specified befolleaong data. | expected that
the gamer types could be objectively distinguished arfewurtly distributed to enable
the data analysis intended.

In fact, initial analysis revealed that the gamer tygpecified were not suitable.

In particular, action gamers and strategy gamers cotlldenobjectively distinguished.

150



Consequently, the set of gamer types were revised imagaoe with the main goal of
the study and to enable post-hoc research questions thatadithe original research
guestions and utilized the same method of analysis; theheges mirrored the original
hypotheses as well. From hereon, the discussionmefdt to the post-hoc research
guestions and hypotheses, but the term, post-hoc, wiseraed.

The research questions (RQ1 to RQ3) and hypotheses (H3#ahdvere
presented in Chapter 5. | did not provide hypotheses ford®QRQ2. However, the
results did not support my hypotheses for RQ3 (i.e., H8aH3b).

The result for RQ1 indicated that if the types of gaplaged were not
considered, the time played would not show a signifiegabciation with MAI. 1 did not
provide a hypothesis for RQ1, because | could not dismesgdssibility that other types
of games, even relatively simple games such as poked enoburage a high-level of
strategic thinking (Nesson, 2008) that might foster metategrawareness. In fact, any
video game not based on pure chance would require someftypgnitive activity,
although not necessarily accompanied by metacognitivetgctikiternatively, playing
video games regularly for substantial time periods migttatit from school work and
metacognitive activities. The result for RQ1 indicateat any possible confounding
effects were averaged out.

For RQ2, | wasn't sure if the way | distinguished betwE®G and RPG gamers
was biased. Because the result for RQ1 indicatedithatlayed was not significant, |
conducted three one-way ANOVAs for MAI as a functiorgaimer type. In doing so, |

introduced a fourth gamer type (CWG) that showed strongamées for both EDGs
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and RPGs. The additional analyses provided importaigthin&r interpreting the
results. However, to apply that insight the resegretstions were considered in the
context of all four gamer types.

The results for RQ2 showed that CWG gamers were asedavith a
significantly higher MAI then NCWG gamers. The restdisRPG gamers were
insignificant; the results for the EDG gamers were motwsive. For gamer types B and
C, there were relatively few EDG gamers compared ¢b e&the other three types.
Also, for gamer types C, there were only three gamésnecorded a 4 or 5 in their
preference for EDGs. Thus, the inconsistent resoitttheE EDG gamers were
understandable. In conclusion, a strong preferenceoforEDGs and RPGs produced a
significant and positive association with MAI in compansvith the NCWGs. For the
two-way ANOVA the effect size was .11 (a medium difemd the power was .75 (a
medium to large power) at a confidence level of 95%.

The result provided credence for the alternative exptamétat gamers who
preferred CWG games had a higher MAIL. However, previosesareh showed that adult
gamers had been playing video games (as of 2007) for an avérbggears
(Entertainment Software Association, 2007). Thus, it passible that CWG gamers had
played CWGs for a substantial amount of time pridhetwo-year period assessed in
the survey; and that prior experience could have affebeecesult. In summary, neither
of the explanations for the association found coeldlismissed.

For RQ3, | expected that EDG and RPG gamers who played gatees for a

substantial amount of time would have a higher MAI thanega with less of that

152



experience. However, the results showed that my hgpethfor that view were not
supported. In this case, however, because the timedpilagieded all types of video
games, apportioning the times played to different gamer typesjuestionable.
Considering the results for RQ1 and RQ2, the result @8 Ras not surprising.

In summary, CWG gamers were associated with a higbtaxaognitive
awareness than NCWG gamers. The cause and effe@nstap was not proven, but it
could not be ruled out as well.

The epistemological theories presented in Chapter 2iexyhy CWGs
(including both RPGs and EDGSs) can foster metacograinareness. Although RPGs
usually have other real players (i.e., they mighluite only virtual players), EDGs often
have other real players as well. CWGs provide a mastevironment that encourages
and supports players to be persistent in overcoming algalleand to try different
strategies without fear of actual risk. In addition, Cs\&apport active learning and
situated meaning. The players explore, probe, refladttest hypotheses in a large,
complex, and consistent world; in their quest to creaaning by interaction with the
world and other players in order to reach their goadsaddition, players in CWGs form
CoPs and operate in a semiotic domain. The playears lbyaobserving and interacting
with others in the CoP, then working to develop the practirhey develop tools,
including semiotics that are unique to the game, and may thefumique to a particular
CoP in the game. Thus, they think and act through a “lyggtiéoreign to their own,

which provides another perspective then the one they Higrasz.
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In EDGs, players develop, manage, and operate compler&mliich require
synthesis, design, and strategic planning. These are pbVearining activities. They
incorporate the activities used in active learning and situmézthing described above.
Although these activities may also be used in RPGs,ateysed more and are more
intensive in EDGs.

In RPGs, players reflect and act through their characperspectives and values,
while also interacting through their character with cdhe a community (i.e., a CoP) to
develop shared perspectives and values. The multiple pevgseand values would
broaden their outlook in the activities described ingpstemological theories described.
The enhanced outlook would intensify their reflectiorhiose activities and foster
metacognitive awareness.

In summary, there is reason to understand that CWGrgami® demonstrated
strong preferences for both EDGs and RPGs would havéharhgetacognitive
awareness due to playing those games.

Limitations of Findings

Approximation of game experience. The two variables used in the Phase 1
research questions, that is, the preferences demondtoatedGs and RPGs, were each
based on the Likert score of single items in the GB@cause of the wide net cast on the
types of games that the target population had playeds liméed in probing deeper into
particular game types in order to limit the overalblgmof the GEQ. Even so, the length
of the GEQ was longer than | had wanted. Nonethetessidering that this study was

taking a first look with a survey approach to detect a quain® association between
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playing games and metacognitive awareness, | believe thatghsure used to separate
the gamers ultimately into four groups was sufficientthis study.

Target population and sample frame. | suspected that age and class level were
confounding variables that could have a significant impa®iwase 1. Thus, | believed
that first and second-year students who were gamers,1&ed21 years, would be the
best target population for this study. However, for ficatity sake, | had to survey
classes that had “mostly” first and second-year stgdamblled, realizing that the
classes would contain juniors and seniors as well. Tigate the risk of too few
respondents for the Phase 1 analysis, | chose to indlugkngers who were
undergraduates and aged 18 to 21 years for Phase 1.

The results of the Phase 2 analysis (Chapter 5) cogdirmy beliefs concerning
age and class year. These results were based onayn8NOVAs for MAI as a
function of gamer type. The results for the smdilar“purer” sample of gamers who
were first and second-year students (VGFS) showed a leffget size and power than
the VG21 sample. The effect size and power for VGF® Weth large (i.e. .18 and .84,
respectively), differing from the results for the VG2ingée, which showed a medium
effect size and a medium to large power (i.e., .13 @drespectively). Conversely,
when the sample included undergraduate gamers of any aged34699), the effect
size and power were much smaller (i.e., 07 and .66, resglgrt

Survey errors. Survey errors included measurement, sampling , coveaade,

nonresponse.
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Measurement error.| reviewed the completed surveys to determine whekiasr t
appeared reasonable and consistent. | excluded sevensstioreythe analyses due to
errors that rendered them unusable. Of those, theeesitesurveys that had errors in the
GEQ and one survey that was missing the MAI instrum®miy two items in the GEQ
were ultimately used to determine gamer type. AlthougPtizse 1 analysis was
confirmatory, because of the wide range of games includtdisurvey, | could not
probe for details of particular game types. Thus, théysivould be more accurately
described as exploratory.

Sampling error. The sampling errors for the Phase 1 analyses were H#de
The sampling errors for the Phase 2 analyses were G#@as well; although the
sampling error for the VGFS sample was under 1%.

Coverage error. The sample frame for the overall study was basdtien
students who were distributed surveys. | surveyed 29 fitssacond-year classes across
the university. In each class, | requested that everyakeea survey, whether they were
planning to complete it or not; unless they had alreadysest@ survey in another class.
It appeared to me that my request was well honored.

The demographic results for the VG21 sample indicatedhbaespondents
represented a reasonable distribution across broaddategf course major (e.g., the
arts, social sciences, applied sciences, and pure ss)end/omen represented 29% of
the VG21 sample. This percentage contrasted to a 2007 nate@study in which 38%

of all gamers and 47% of online gamers were female (EBntarent Software
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Association, 2007). Perhaps fewer women gamers respontiegidarvey than their
proportion in the sample frame.

More importantly, in order to mitigate the risk of t@wfrespondents for
analysis, juniors and seniors were included in the VG2 pleafmrame, although only first
and second-year classes were surveyed. Basicallgomte: consider that the sample
frame represented a target population of undergraduate gametsch juniors and
seniors were underrepresented, or that the sample fegaresented a target population
of first and second-year students who were gamers, chwinniors and seniors were
polluting the sample frame. | chose the latter pergmebecause | thought it was a
better representation of the target population.

Summing up, the coverage for the VG21 sample frame was Ipgzayse it was
compromised by the way it was specified. On the othedhthe coverage for the VGFS
sample frame, restricted to first and second-year stsiddm were gamers, aged 18 to
21 years, was reasonable.

Nonresponse error.The response rates for the VG21 and VGFS samples were
22% and 40% respectively (estimated at the end of Chapt&Viff).these low response
rates, | believe that a significant nonresponse evesr likely.

Generalizability. In Phase 1, because of poor coverage and a low respbese
the results were not generalizable. In the Phaselgs@)dahe coverage of the VGFS
sample frame was reasonable, but the response railves low for comfort. Thus,

the results were not generalizable.
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Implications

Although previous studies have shown that playing games clicitd e
metacognitive behaviors (e.g., Antonietti & Mellone, 2008pliitle, 1995; Henderson,
2005; Hong & Liu, 2003; Horak, 1990; Ke, 2007; Pillay, Brownlee, & ®/il999;

Pillay, 2002), no previous studies have shown that playingeg@ould directly and
measurably improve metacognitive awareness. Whereaspsestudies had used
experiments involving only a few games and over a snmadl §pan (e.g., Ke, 2007), the
survey approach used here enabled measurement of a compifagi@me experience
and over a much larger time span.

Although not generalizable, evidence was found that firssandnd-year
students who were gamers (aged 18 to 21 years) who praiayaty CWGs were
associated with a higher MAI than those who preferragip NCWGs. Two main
explanations for these results were considered:ldsing CWGs fostered metacognitive
awareness or (b) those with higher metacognitive awssgmeferred to play CWGs.
Neither possibility could be dismissed in this study.

My further-reaching goal was to assess the feasibilideotloping an
empirically-based taxonomy of game characteristigawized by their potential to foster
metacognitive awareness. A good taxonomy would be valudtbdeuld be used to
organize a database to consolidate research findings @litétia access to them. The
database could be used to identify gaps, conflicts, anddadaies in the research base.
Egenfeldt-Nielsen (2007) claimed that research of the edunedipotential of games was

fragmented. The key purpose of his dissertation wasotade a framework to
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consolidate previous research and provide a means foreagfiiwient roadmap of the
future research needed. Creating the taxonomy descolodd mrovide a rigorous and
structured approach that could complement Egenfeldt-Nielgels

To prove feasibility for developing the taxonomy, evidewoaild first be needed
that contrasting game experiences could be quantitatgsiyciated with different MAIs.
This study found an association. However, additional ezelevould be needed that
contrasting game experiences were the cause for diffiet&ls. To prove a cause and
effect relationship with a survey methodology, a longitablsurvey approach would be
necessary.

| believe that the methodology that | used for this stmyht be the study’s most
valuable contribution. In implementing the methodolbgncountered many obstacles
and pitfalls and many lessons were learned. | belleaetthe results and the knowledge
amassed could warrant and inform future research.
Future Research

Future studies should be designed to test whether any dgswcfaund are
based on cause and effect relationships. In partidululd recommend a study with
sufficient resources that, if successful, could mageiicant headway toward the long-
term goal of developing a taxonomy. | have provided the Goéteand rationale for that
study below.

Longitudinal approach. First of all, the study would employ a longitudinal
survey methodology with two surveys, the second surgagucted at a suitable interval

after the first; | would recommend an interval ofestdt one year. With this approach, a
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cause and effect relationship could be tested. In addttis approach would avoid the
confounding effect that prior gaming experience might present

Game tasks. | surveyed a population whose members played a wide odnge
game types so that a broader population could be includeeldiadvantage was that |
could not probe for details of specific game types. Intmadiit was difficult to
compose questions that asked about the types of ganyed jpigtead of specific game
tasks that gamers performed. | concluded that future odsshould be limited to at
most a single genre, and preferably a single game, sbehavior-based preferences for
specific game tasks could be queried. However, assuming #iagle game was chosen,
it should include specific tasks from both EDGs and RtP@tsare anticipated to directly
or indirectly affect metacognitive awareness.

The MMORPG genre. MMORPGs contain many of the characteristics that
engage metacognitive behaviors. Because MMORPGs geedad complex, many
people who play them might consume much or most af ¢faane-playing time on those
games. Millions of people play MMORPGs. Even so, ¢hglayers would not represent
a broad population of learners. However, for the purpbstudying game
characteristics that could affect metacognitive awagrtde MMORPG population
could be a good choice to study.

| would suggest using a single MMORPG because of the advantage
MMORPGs are extremely popular; even a single MMORP@htriiave millions of
registered players. Furthermore, everyone in the taailation would have played the

same game, reducing the threat of an association betyaeas preference and MAI.
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Also, the survey could use the game’s terminology, wivohld be familiar to the
players. Thus, the survey could query the portion of 8pent on particular game tasks.
Certainly MMORPGs would contain tasks that would be dhiarsstic of RPGs.
However, the particular game chosen should also ingjadee tasks that were significant
in EDGs. Since the study would be based on a comparfspame tasks rather than
game types, | believe that a study based on an MMORPGiweybossible. The final
advantage of using a specific game would be the greatatyfacibpecify and access a
quality sample frame.

Obtaining a quality sample frame. A quality sample frame is critical to obtain
generalizable results. In gaming research concerningfispgaime behaviors in
MMORPGs, survey studies have typically relied on seléced surveys that have been
conducted online (e.g., Yee, 2006; Beedle, 2005; Alix, 2005). Howaeelf-selected
sample is not generalizable to the target population.

| can understand why the past studies cited relied on selftedlsamples,
because a quality sample frame for a significant pojpumlatf gamers, particularly for an
academic study, is not easy to obtain. However, &iudy that could affect future
education, generalizable results would be extremely irapbrtl believe it is possible to
obtain a quality sample frame and a sufficient respoaiseif the proper resources could
be obtained. Foremost, the study would require a cleanvpio could provide sufficient
access to the target population to access the qualityles@name needed and enable a
proper survey implementation. That champion would ellage influence with the

game distributor or would be the game distributor. In a&dditesources would be
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necessary to provide incentives to members of the s&rapte. However, providing
incentives to respondents doesn’t generate significhigher response rates (Dillman,
2007). Alternatively, providing a small incentive to all niirs of the sample frame is
an important part of establishing the trust relationshap las succeeded in generating
significantly higher response rates. | would think thatgame distributor could provide
a game-related incentive that would not be too expensive.

Because the study would require two surveys spaced sufficiertiime, the
study would require more resources and would be moreudiff@ conduct than a single
survey would. Thus, | believe that evidence that the stadya reasonable chance of
success would be necessary to make the case to olgagstiurces necessary. | believe
that this study could be cited at least as partial eveleswards that goal.

Suggested researchAfter selecting the game for the study, the firsp stethe
suggested research would be to develop a list of game badksduld be appropriate for
the study’'s objective. Because of the high cost antietpfor the study, it would be
advantageous if more than one study could be conductednidate survey data,
although with the same ultimate objective in mind. F@naple, based on the list of
game tasks compiled, different categories of gamesstgpald be determined pre-survey
for a confirmatory analysis similar to the one doaesh However, the analysis would
use a repeated-measures ANOVA because of the longitagipedach. Perhaps more
than one list of gamer types might be used. .Howeesause of the problems |
discussed in anticipating gamer-type distributions preestiivbelieve that additional

and perhaps more interesting studies could be conductesyposy.
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| would suggest that an initial data analysis be done asirexploratory factor
analysis to determine the latent variables (i.e., caitg®of game tasks representing
different gamer types), similar to the gamer-motivastudies done by Alix (2005) and
Yee (2006). However, the list of tasks generated pre-suveeld be generated from an
initial list of dimensions that were suitable for teisidy. Based on the latent variables
determined and with suitable criteria, each respondentdlmmutategorized as one of the
gamer types. Then the repeated measures ANOVA wouldrgkicted, similar to those

done in the confirmatory analyses.
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Appendix A: The Generalized Measure of Adaptive CognitiofMAC)

The items for the MAC are listed below, categorizedi$yive dimensions.
When this measure is converted to a questionnaire, thengsadiill be removed to avoid
bias. However, the order of the items can be lefstrae (J. M. Haynie, personal
communication, June 7, 2008).
The scale used for the measure is shown below:

Scale
NOT Very Much Like Me 1 2 3 4 5 Very Much Like Me

Goal Orientation

| often define goals for myself.

| understand how accomplishment of a task relates tgaals.

| set specific goals before | begin a task.

| ask myself how well I've accomplished my goals orige finished.

When performing a task, | frequently assess my progresssagay objectives.
Metacognitive Knowledge

| think of several ways to solve a problem and choosdést one.

| challenge my own assumptions about a task befoegihb

2L J. M. Haynie provided me permission to use his instrurioemhy dissertation (J. M. Haynie, personal
communication, June 9, 2008).
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| think about how others may react to my actions.

| find myself automatically employing strategies that haweeked in the past.

| perform best when | already have knowledge of the task.

| create my own examples to make information morenngéul.

| try to use strategies that have worked in the past.

| ask myself questions about the task before | begin.

| try to translate new information into my own words.

| try to break problems down into smaller components.

| focus on the meaning and significance of new information.
Metacognitive Experience

| think about what | really need to accomplish befolbedin a task.

| use different strategies depending on the situation.

| organize my time to best accomplish my goals.

| am good at organizing information.

| know what kind of information is most important to s@er when faced with a

problem.

| consciously focus my attention on important informati

My ‘gut’ tells me when a given strategy | use will besneffective.

| depend on my intuition to help me formulate strategies
Metacognitive Choice

| ask myself if | have considered all the options whakisg a problem.

| ask myself if there was an easier way to do things &finish a task.
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| ask myself if | have considered all the options dftawlve a problem.

| re-evaluate my assumptions when | get confused.

| ask myself if | have learned as much as | could hawenwliinished the task.

Monitoring

| periodically review to help me understand importanttia@teships.

| stop and go back over information that is not clear.

| am aware of what strategies | use when engaged wea task.

| find myself analyzing the usefulness of a given strat@igye engaged in a given
task.

| find myself pausing regularly to check my comprehensioh@fptroblem or
situation at hand.

| ask myself questions about how well | am doing while Ip@riorming a novel task.

| stop and re-read when | get confused.
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Appendix B: The Game Experience Questionnaire (GEQ)

The GEQ is shown on the following pages. It has beedtifrad from the actual
survey questionnaire to fit this document’s margin requéngts. In addition, the entire
text is in black; minor instructions have been omiteed the line and page spacing have

been modified.
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Instruction Sheet for Game-Experience Questionnaire

This questionnaire is intended to get a general understpatiyjour game-playing
preferences and habits (including video games and noneglectfames). So, estimate
your answers as best as you can. (Write your answerdlg on the questionnaire in the
space provided for each question.)

Virtual worlds that are basically social spaces (for exampleSecond Lifé®) are not
considered games for this survey, except for games playedhin those worlds or

spaces.
Select only one answer for every question.

All questions are based on your game-playing experignttee last 2 yearggoing back
from today), except for the last section.

Many questions will use the scale shown below:

Scale

Seldom (or Never) 1 2 3 4 5 Mostly (or Always

Important : This is a continuous scale to show a ropgdportion of time that you

played particular types of games out of the total tina¢ you played games.

The scale ranges from Seldom to Mostly. Howevemufr answer for a question is
“never played,” answer “1” in the space provided.

% The instruction sheet was two-sided and included the firltppage on the reverse side.
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Assume thatgame' is a broad term that ranges from simple puzzle gamest) as
crosswords, all the way to complex, multiplayer garhas are played over many

sessions.

A video gameis played on an audiovisual device. The device can laecade system, a
game console, a handheld device, a personal computeme, @to.

A non-electronic gamedoes not use any type of computing or audio-visual deviee. It
typically played with paper and pencil, cards, game boardsijth miniatures on a
tabletop.

An athletic game is not considered here, unless it hasdmewerted to a video game or
non-electronic game. Hybrid games that combine video anelectronic games, such

as Wii, are included. Consider thedeo games

Do not include games that are based mainly on chartoer thtan any capabilities or
skills (for example, lotteries, slot machines, bingo,)et
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SECTION 1 Interest in Games

Write your answers in the space provided after the questionumbers.

1. Select one statement below that represents youngsisb opinion abowtideo

games

1. Video games are a waste of time.

2. Video games provide an escape from reality.
3. Video games are a worthwhile leisure activity.
4

. Video games are a worthwhile leisure activity and caa bseful learning

experience.

2. In the last 100 weeks (about 2 years), roughly
estimate the number of weeks (0 to 100) in which you

played video games.

3. In a typical week when you played video games
in the last 2 years, estimate the hours a week that yo

played.

4, In the last 100 weeks (about 2 years), roughly
estimate the number of weeks (0 to 100) in which you

played non-electronic games.

5. In a typical week when you played non-electronic
games in the last 2 years, estimate the hours a waek th

you played.
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last 100 weeks.
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times.



SECTION 2 Non-Electronic Games

During the time you playedon-electronicgames in the last 2 years, how much of
that time did you play the types of games listed beldick a number from the scale.

Scale
Seldom (or Never) 1 2 3 4 5 Mostly (or Always)
Type of Games Additional Information
6. Puzzles and other simple  Simple word and visual puzzles. Require
games thinking, but little or no strategy. Examples

include Crossword puzzles, Trivial Pursuit,
Jeopardy, Scrabble, Solitaire, etc.

7. ___ Games in which you A complex entity could include a business, an
develop and/or operate a  army, a city, a civilization, a system, etc.
complex entity

8. ___ Role-playing games This type of game takes place iniarfaitworld
in which you solve challenges through the
character you play. A fictional world may be
based on fantasy or reality.

SECTION 3 Abstract Strategy Gamegqincludes video and non-electronic games)

During the time you playeddeo and non-electronic games the last 2 years, how
much of that time did you play the type of game listeld\w?

Scale
Seldom (or Never) 1 2 3 4 5 Mostly (or Always)
9. ___ Abstract strategy games NOT based on a fictional wettdy, or

complex entity. Examples include Poker,
Checkers, Chess, Bridge, etc.
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Of the time you played abstract strategy games$iow much of that time did you play
the following? (Use the scale above.)

10.___ Easy-thinking games Assume that games such as poker and checkers
o are easy-thinking games, relative to games such
11.___ Intense-thinking games as chess and bridge which are intense-thinking
games.

SECTION 4 Video Games

If you rarely or never played video gameghe last 2 years, skip to SECTION 7.

Else during the time you playeddeo gamesn the last 2 yearfiow much of that time
did you play the types of games listed below? Pick a puifinbm the scale.

Scale
Seldom (or Never) 1 2 3 4 5 Mostly (or Always)
12._ Puzzles and other Simple word and visual puzzles. Require thinking, but
simple games little or no strategy. Do not require quick reactions.

Examples include crossword puzzles, Trivial Pursuit,
Jeopardy, Scrabble, Solitaire, etc.

13.___ Action games These games require good perceptual abifides a
quick reactions. Quick decision making is required.

14.___ Strategy games Strategy includes careful planning andalecis
making. Do not include games in type 12 above.
(Strategy games may include action, but strategy is at
least as important.)

15.__ Strategy games in A complex entity could include a business, an army, a
which you develop city, a civilization, a system, etc. Game examples
and/or operate a include military and business games, SimCity, etc.

complex entity

16.___ Role-playing games These take place in a fictionaldMarivhich you solve
challenges through the character you playfi¢tional
world in a game may be based on fantasy or reality
Examples include Everquest, World of Warcratft, etc.

17.___ Adventure games Explore a fictional world and solve |[@szo gain
points, treasures, tools, etc. Might be based on @& stor
with only one or a few possible endings.
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18._ Games basedona They include any games in type 15, 16, or 17 above.
fictional world,
story, or complex

entity
19.___ Abstract strategy NOT based on a fictional world, story, or complex
games entity. Examples include Poker, Checkers, Chess,
Bridge, etc. Do not include games in type 12 above.
20.___ Multiplayer games These let you interact with matheoplayers (assume
over 50) within the gameplay itself.
21.___ Games with These take place in a fictional world. If you leave th
persistent worlds game, the world and game will continue in your
absence.

Strategy video games based on a fictional world, storgpmplex entity use a particular
subject theme. Theme examples include art, crime, géioppliterature, medieval
colonies, nature, physics, science fiction, travel, estate, war, wealth, etc.

22. ___When you played strategy video games based on themeshegha
characterized your experience?

1. Played games with mostly the same or similar themes
2. Played games from a small range of themes
3. Played games from a wide range of themes

SECTION 5 Motivations for Playing Video Games

Consider your motivations for playingdeo gamesn the last 2 years. Pick a number
from the scale to show the importance to you of eadiivai@n listed below.

Scale
Not at all important 1 2 3 4 5 Very Important
Motivation Examples for each motivation
23.___ Achievement feeling of accomplishment in solving game’dlehges
24.____ Socializing friendly chats with players, helping othersmaking
friends
25.___ Collaboration working with other players to solve lidrages or enjoy

group achievement
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26.____ Immersion role playing, exploring, feeling “inside the gdmne
escaping reality

27.___ Competition winning against, defeating, or imposing your oviér
other players

SECTION 6 Outside the Video Game

The questions in this section are based on ym@&o-gaming activities in the last 2
years.

The worlds, characters, objects, and stories in video gamg not accurately represent
the reality that they portray. Or they may reflegaaticular point of view. Gamers often
discuss games outside the context of the game (eanlimme chats, fan-club discussion

groups, face to face, etc.)

28.___ How often did you discuss the authenticity of the vigames you played
with other gamers?

1. Never 2. Rarely 3. Sometimes 4. Often 5. Regularly

29.___ How often did you participate in the actual design néwa video game?
1. Never 2. Rarely 3. Sometimes 4. Often 5. Regularly

“Modding” is the practice of modifying an existing video gaby programming or
reprogramming certain aspects of it. This activity takasebutside the normal play of
the game. (Often, game producers provide special tooleddding).

30.___ How often did you participate in modding activities?
1. Never 2. Rarely 3. Sometimes 4. Often 5. Regularly

SECTION 7 Demographics and General Information

31.____ What is your gender?

1. Male:
2. Female
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32.___ How old were you on your last birthday (in years)?

1. 18to 21
2210 24
25to0 34
35to 49
50 or over

a e

33. What is your current class status (before you'veediaybur next semester)?

1. Freshman
Sophomore
Junior
Senior
Other

a e

34. How would you best describe your college major?

1. The Arts (for example, music, painting, performance)

Social Sciences (for example, sociology, educationptyisgovernment)
Applied Sciences (for example, engineering, softwadit@cture)
Pure Sciences (for example, math, physics, chemistindy)

Other

aprwbd

SECTION 8 Finishing Up
If you rarely or never played games (neither video mor-@lectronic gamesh the last4
years skip this section.

For questions 35 and 36, consider your game experience2rytaa's prior to the last 2
years (i.e.3 and 4 years agp Use the following scale.

Scale
Much less than 1 2 3 4 5 Much more than
the last 2 years the last 2 years
35.___ How often did you play video games (3 and 4 years ago)?

36.___ How often did you play non-electronic games (3 and 4syago)?
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37. List the main characteristics of your favorite typeggamesover the last 2 years
Write your answer using a brief list of words and phrasgsarated by commas,
in the spaces below. (Use the following page if yoadnmore space.)

38. List the main characteristics of your favorite typeggamesover the 2 years
prior to the last 2 years(3 and 4 years ago). Write your answer using a brtef lis
of words and phrases, separated by commas, in the spémes fdse the
following page if you need more space.)

Please verify that you have answered all questionstindpgestionnaires. (Note: some
guestions in this Game-Experience Questionnaire may not @pybu if you don'’t play
games, so leave those unanswered.) If you do not answébgaeblat apply, your

survey data may not be usable.
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Appendix C: Modifications to the GEQ Based on Evaluators’ Eedback

| asked two experts with substantial knowledge in educati@and gaming
research to evaluate the GEQ. One is an expert gamhenamager of a learning
technology laboratory. The other is the program direaf an advanced learning
laboratory.

| told the evaluators that the questionnaire was intermlddtermine their game
experience over the prior two years. | asked them to nelsjaothe questionnaire based
on their own game experience, and to provide feedback oprahiems with the
guestionnaire that they found.

Both evaluators thought the questionnaire was satisfacdogy said, “[o]verall it
seems to be very well thought out.” The other samlyv§rall, I think this is ok.” Based
on their questionnaire responses and feedback, | listedsghat | inferred from their
survey answers, their direct feedback, and additiosaéssin reflecting on the
guestionnaire in determining solutions during this exerciseisBoes and solutions |

incorporated are listed in Table 28.
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Table 28

Issues based on GEQ Evaluators’ Feedback and Solutions Incorporated

No. Issue Solution

1 Did games in GEQ include | included a note on the instruction page that
virtual worlds and social virtual worlds and social spaces were not
spaces (e.g., Second L@&?  included, except for games played within those

worlds or social spaces.

2 Questions for estimating time | added the explanation for how total hours
played were not clear; would be estimated.
particularly that sporadic play
was estimated in weeks played
over prior two years.

3 Itwas not clear that lowest | modified anchors from “Seldom” and “Mostly”
answer for scale items was 1, to “Seldom (or Never)” and “Mostly (or
not O, if never played type of Always).”
game indicated by item.

4  Gaming experience over the | added three questions to the last section to
prior two years might be very obtain game-experience information for the two
different than prior game years prior to two years back (e.g., three and
experience four years ago).

5  Motivations for playing gamesThe motivations in GEQ were not intended to be
were not a complete set a complete set. However, | included a fuller
(Section 5). explanation for each motivation. In addition, |

changed the last motivation, “dominance,” to
“‘competition” to better represent the study’s
research and to be more inclusive to
respondents.

6 It was not clear that the last | deleted the question; it was not necessary.

GEQ guestion was asking a
respondent to provide his or
her own definition for a game.
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No.

Issue

Solution

7

10

It was not clear on questions
for modding and designing
games in Section 6 exactly
what activities were included.

It was not clear what turn-
based and real-time games
meant.

Answering class status (e.qg.,
Freshman or Sophomore)
might be confusing if student
is between semesters.

Questions in Section 3 on

abstract strategy games were

confusing (mainly concerning
proportions of what time
should be considered).

| deleted the words “and development” from
“design and development.”

| added the sentence to end of the modding
guestion that game producers often provide
special tools for modding. This addition should
have helped a gamer who was not involved in
modding to realize that fact. Gamers who were
involved in modding should have understood
what the term meant.

| deleted those two questions. | was not sure
how to ask those questions and avoid confusion.

| added the phrase “before you've started your
next semester” to clarify the question’s meaning.

| rewrote the questions to avoid the confusion.
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