PLANT/DS: AN EXPERT CONSULTING SYSTEM FOR
THE DIAGNOSIS OF SOYBEAN DISEASES

R. S. Michalski
J. H. Davis
V. S. Bisht
J. B. Sinclair

Plant Diseases and Proceedings of the European Conference on Artificial Intelligence,
Orsay, France, pp. 133-138, July 12-14,1982.


DaVince Tools
This PDF file was created by an unregistered copy of the shareware program DaVince Tools. For more information about DaVince Tools and how to register your software (which will remove this notice), visit http://www.davince.com

DaVince Tools
This PDF file was created by an unregistered copy of the shareware program DaVince Tools. For more information about DaVince Tools and how to register your software (which will remove this notice), visit http://www.davince.com


ECAIl - 82

1682 EURCPEAN CONFERENCE
CN ARTIFICIAL INTELLIGENCE

12 - 14 JULY 1982, ORSAY, FRANCE

CONFERENCE PROCEEDINGS



I ' B Ry

PLAMNT/ds:

AN FXPERT CONSULTING SYSTEM FOR THE
DIAGNQOSIS OF SOYBEAN DISFEASES

R. 8. Michalskl and J. H. Davis
Department of Computer Sclence

V. 5. Bisht and J. B. Sinclair
Department of Plant Pathulogy

University of Illinoils at Urbana-~Champaign
Urbana, Illinols 61801-2987

ABSTRACT
PLANT/da 13 an expecimentnl]l consultation system
for advieing farmers and other users on the dilapgnosis
of soybean diseases common ln Illinois. It contains an
encoded knawledge of the ayaptomatic properties of the
diseases, and formilates advise In response to the
information provided to 1t by answering questions
appearing on the computer termlnal. The computer
terminal 1s sensitive to touch, so thar questions can
be answered by touching an appropriate place on the
acreen.

On request, the system c¢an provide an oepxplanation
of 1ts operation and Justify any of Lts advice by
tracing the sequence of steps which lead to the advice.
A unique feature of the system Ls that 1t uses two
types of decision rules: 1) the rvules representing
experte dlagnostic knowledge, and 2} the rules ohtained
through indective learning from several hundred cases
of disesse. Experimental testing of the system has
Indicated a high level of cortectness of the system s
advice (in an experiment involving a few hundred cases,
approximately 98% of the diagnoses were correct).

1. INTRODUCTION

Computer databases that store facts and numerical
data on a given subject have been developed in many
fields. Thesc systems allow a user to easily ratrieve
Information stored in them, hut leave all the decisions
about its use and Interpreétation to the wuser. Except
for trivial cases, such systems are unable to answer
aany question for which there s no stored answer.
Atthough they will cantinue to be of great value Eor
wmauy oapplications, new types of infuormation systems are
now belng developed, called knowledge-based systems or
expert systems.

An expert system contains a "knowledge base" and
an inference mechanism able to conduct FEormalized
reagoning. By relating the contents of the knowledge
base to the information supplied by a user’s answers to
systemn formilated questions, the system infers the most
recommended action In any particular situation. The
knowledge base includes factusl daca {as in a data
base) and decision rules that represent the general
knowledge of the given subject {e.g., the dlagnostic
rules linking symptoms with diseases).

A typical form of a decision rule is:
1if CONDITION then DECLS[ON with confidence a (1)

The CONDITION stands for a llst of elementary
conditions characterizing a sletaation or an object ta
which the rule {s applied {e.g., a diseased plant).
The DECISION stands for speciffe advice or action,
which this rule indicates when the CONDITION 1g
satigfied. The parameter g expresses tha strength of
confidence in the DECISION when the CONDITION (s fully
aatisfied (0 < a < 1). When a » 1, the confidence ls
maximal. When a = 0.5, the rule states that Cthe
DECISION may be correct only half of the time. Thus,
the rule format permits one to express the conditional
knowledge of experts, and also the expert’s confidence
or lack of confidence in this knowledge.
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In general, the CONDITION part of the rule may be
only partially saclsl led. For example, the conditlon:
prrelpition = above normal is only partially true Lf
the preclpitation wis Just above average. The degres to
which the condition is true {8 expressed by a parameter
y{0 € y <1). EE y <1, then cthe confidence in the
DECISION 15 calculated as a function of hoth a and v,
The way thla function is cgalculated depends on the so~
called evaluatlon scheme, described in section 2.

The DECLSION part of a rule {n a %nowledge base
may be an awsignment of the status ‘TRUE® to sone
conditions which ars in the CONDITON part of another
rule. Consenuently, a satisfaction of one rule may
cnnge a satisfactien of another.rcule{s), etec., and” 1in
this fashlon the &system can perform a chain of
Inferences.

Moet of the expert systems developed to-- date are
atill in the experimental phase, and typically address
gome relactively narrow but important practical problem.
For example, MYCIN was developed to advige doctors on
the antibacterial therapy (Shortliffe 1976, Davia
1976), INTERNIST for providing consultacicn on the
diseases of Internal medicine (Myers and Pople 1977}
and CASNET - on the glaucomas (Weiss et al., 1978). Ir
chemlstry, the DENDRAL system determines the molecular
stractures of complex orpganic chenlcals From masa
spectrograms and related data (Buchanan & Feigenbaum
1978). Another aystem, PROSPECTOR, provides
ecansulbstion about mlneral deposits (Duda et al, 1979),
Some cnrrent aspacts of research on expuert systems are
described In Michie (1979 and 1980).

System PLANT/ds was developed at the University of
Illinois at Urbana—Champaign to provide consultation on
tha diasgnosis of soybean diseases. The system is 8
part of a more general system PLANT designed to advise
users about the diagnosls and decision making regarding
crop diseases and damages due t¢ 1insects. The
following sections deacribe the knowledge Dasg
containing dlagnostic rules, the method for using the
Tules to determine diagnostic advice, and results of
experimental testing of the systen.

2. REPRESENTING DIAGNOSTIC KNOWLEDGE

The dlagnostic knowledge of experts is represent:®
in the form of decision rtules which apecify all
conditions indicating each disease. Advantages of such
rule representation are that it is relatively easy t0
comprehend all the conditions indicating a dlagnosis.
and tu correct vr refine knowledge represented {n thls
form. It ia also easy to extend the knowledge base MW
adding new rules, and to explain the Inference pfbceaj
Teading to & glven diagnosls. :

2.1 Specification of Deacriptors

The first step toward bullding the knowledge bas:
for PLANT/ds was te select variables {calle¢
descriptorg) which provide useful characterizationa of
plants and thelr environment Ffor dlagnosing the
considered diseagses. The cholce of a descripter
dapended uypon the relevenecy of a descriptor to the
problem {(diagnoaing soybean dlseases), and also oan the
eage of Tellably determining its value For any diseased
plant. In this study we made the assumption that a
typical grower with no spectial training Ln plant
pathology and with no aspectal tools (like &

microscope), should be able to decermine the value of
any descriptor.




Each descriptor was assigned a value set (domain)
which specifies all possible values the descriptor may
take for any diseased plant. In determining such value
setg it {s iwmportant to avold excessive precision,
l.e., to limit the set of values to only thege which
may wake a difference 1in diagnostic decisions. For
example, the values of the descriptor "Condition of
Leaves" were chosen simply as "Normal" and "“Abnormal™.
When more specltic informacion Ia needed on a plven
Aubjiect, other deacrlptors are used. For axample "lLeaf
Spots™ may have the values "Ahsent”, "Present”, "With
Yellow MHalae" or “Without Yellow Halos”. 1In total, 41
degscriptors ware selected to characterize the diseased
soybeans and the televant characteristics of thelr
environment. The diseases considered In the pilot
study included 19 of the moat common soybean diseases
in Illinolsg,

The value
speclal wvalue

sets of some descriptors include the
"does not apply", which indicates that

the descriptor cam be irrelevant in some situations.
For example, when the "Conditlion of Leaves" 1is
"ormal™, then all descriptors describing leaf

abnormalities have the value "Does Nor Apply".

Relationships between particular desecriptors uch
ag above, lmpose reatrictions on the descriptien space,
defined as the set of all theoretically possible
combinationg of descriptor values. In the pracess of
determining a diggnoeis, the aystem does not allow
these rtestrictions to be violated. For example, If
"Condition of Leaves" had the value "Normal" then "lLeaf
Spots” could not have the value “Present with Yellow
Halos," as this would be an illepitimate combination.

The relationships between the values of
desceriptor are also taken fneo
Depending on the type of this
deacriptor [s either nominal,

the same

condlideration.
relatlonship, a
linear or structured.
________ assume that no
relaclonship exists between their values. Condition of
Leaves (Normal-Abnormal), Presence of Hail (Yes-No) and
Seed Shriveling  (Absent-Present) are examples of
nominal descriptors. The linear descriptor has values
which have a natural lincar order {(like numbers), l.e.,
in any palr of distinct values, there {8 n smaller and
a Jarger value. "Time of Occurrence" and "Number of
Years Crop Repeated” are examples of 1inear
descriptors. When more complicated relatfouships have
to be represented, gtructured descriptors are used.
While values of a linear descriptor camn be placed along
a line, structured descriptors have wvalues that are
nodes of a hierarchy (a tree structure). "Leaf Spots"
1s euch a descriptor. The configuration of its values

o — e e—

(Fig. 1) specifies that the values "With Yellow Halos"
and "Without Yellow Halos"” are considered te be a
special case of the value "Present". Thus, 1f a rule

stated that a disease. would have "Leaf Spots" present
and the user of tne system said the field had leaf

gpots with yellow hales, that part of the rule would be
gatisfied.

Figure 1: The Hierarchy of Values Feor Leaf Spots

Leaf Spots

Absent Presgent

N\

With Yellow Without Yellow
Halos Halns

D not know
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2.2 Relational statement:

Basic Building Block of
Dacipion Rules

A relational statement for a selector) is an
elementary conditien, which specifies the acope of
values which a descriptor is &allowed to take on 1in

order to satlsfy a decision rule. 1In its simpleat form
a selector states that a glven descriptor should take

only one of {ts pnaslble valuea, as in [Conditlon of
Leaves = Abnormal] (square brackets always surround a
anioctor). If a user indicates that the specimen 1a
“Abnormal™, then thls selector (s satisfied and
agssigned the evidence degree “1". If the user
indicated that the leaves were "Normal", then the
selector would be '"not satisfiled"” and assigned the

evidence degree "0".

In a more peneral case, a4 selcctor may allow a
varlable to take more than one value, for example,
{Canker lesion Color = Brown v Tanl. In this case the
gelector ie satisfied i1f the user indicates either
"Brown'” or "Tan" as the "Canker Lesion Color", and 1is
not Batisfied otherwise. For 1linear descriptors a
range of values can be specified, imstead of listing
the valunes individually, for example:

{Time of Occurvence = June..September]
or
[Precipitacion = Normall

Suppoge that an expert wants indicate that
Bacterial Pustule 13 most 1likely in August, less
likely to ocgur in July or September, unlikely in June,
and qulte unlikely in any other month. To expreas such
Information, a more general form of the selector {s
used, namely, a weighted selector, which allows one to
apecify the degree of evidence assoclated wlth each
value of the descriptor. The evidence degree may range
between 0 and 1, where "Q" indicates no evidence and
) the maximum evidence. Suppose 0.8 represents
evidence value "less Flkely™, 0.6 - "uniikely", and 0.2-
«+ "guite unlikely™.

En

A welighted selector which represents the above
gstated Information about Bacterial Pustule would be:

[Time of Oceurrence = Augnst: k3 July v September: 0.8;
June: 0.6; Else 0.2}

There is another equivalent form for expressing =&
welghted selector. It uses a behavior indicator and a
welght function. In this form, the above selector
would be expressed: [Time of Occurrence : @ w], where

1, if August
w = 0.8, 1f July or September
0.2, ctherwise.
The symbol @ is the bhehavier Indicator, which tells
that the evidence degree has the nmaxioum value
eomewhere 1in the mlddle of the range "Time of
Occurrence,” and decreases for values on both sides of

the middle point.

The weight functlon w is stored separately form
the rules, It ean be an arithmetic expression
evaluated each time when it is noeded. The concept of

a weight Function 1is simllar-te the concept of a met
membershlp function In the Fuzzy set theory (Zadeh,
1974),

Other possible symbols for the behavior {ndicetor
are Vv (minimum in the middle), ¢+ (proportionality) and
+ {inverse proportionality}. The behavior indicator la
used only with linear descriptors.

2.3 Conjunctive Statements: Complexes

A very common farm of a decision rule is one which
states that several conditions muet be simultanecusly
satlsfied in order to support s  DECISION. The
COMDITION part in euch rtules 1s the loglcal product
(AND, conjunction) of selectors, called a conjunctive
statement or a complex. The complex is expreased by
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elther concatenating #11 the selectors involved (for
inplicit conjunction) or by joining them by the s ymbo 1
#g¥,  The latter way is useful when a complex takes
wore than one 1ine of text. For exampie a complex
describing Purple Secd Staln is:

[Time of Occurrence=Septemboer ¥ Dotoberls

[Condition of Seed=Abnormal}{Secd piscolorntlon=Purple]

When all the selectors above are satlsfled, then
the evidence degree has the mawimum value. Suppose,
however, that only the last two sélectors are gatisfied
and the Ffirst one 1s not, because the time of
occurrence 1s August, rather than September. Using the
classical interpretation of conjuction, 1f one
condition 1s not satisfied, the whole complex would not
be satisfied. Since August 18 ‘close’ to September,
then it is elsar that such an interpretation ~would be
too rigid. A more flexible interpretation is needed.
One way of handling chis problem is to change the
gelector inte s welghted selector specifying weights
for each value. Tn this case, on: would sdd August teo
the selector above with a weight slightly smaller than
1.

_ Another solution ts to speclify a default welghting
function For selectors involving linear descriptors.
In this case an (uoweighted) selector would ha
evaluated a8 Lf L were A welphted aclector, with o
astandard welight functlen of "hell™ Form, which anymres
the maximum value for valuea specificd In the welector,
and continuously decreaslng on hoth sides. Since
August {8 "close" to Septembecr, the evidence depree
would be slightly less than “1°.

A problem now arises of how Lo combine the degrees
of evidence provided by each selector into the degree
of evidence provided by the whole complex. PLANT/ds
uses three techniques {(evaleation schemes) for
conjunction:

e PROD: 'The uwvidence depree¢ of a complex {isx the
arithmetic  product of evidence  degroens
provided by its selectors,

e MIN: The evidence degree of a complex 18 the
minimum of the evidence degrees provided by
its selectors,

& AVE: The evidence degree of a complex is the
average nf the evidence degrees provided .by
its selectars.

These functions satisfy the relation PROD £ MIN C AVE,
i.e., glven any two degrees of evidence, their product
(PROD) will always be less than or equal to their
minimum (MIN), and MIN less than or equal to their
average (AVE). Theoretical and experimental studies
show  that the performance of each technique depends on
the particular problem under consideration. The only
reliable way to determine which technique to use seems
to be experimentatlon. Therefore, we equipped the
system wileh the abllity to use any of the three schemes
and the final finterpretation scheme was chosen after
complete testing of the system.

2.4 Disjunctive Statements

Combining selectors {nto complexes may not be
sufficient For expressing complicated relationships
between symptons and diseases. Such a case occurs when
two or more different combination of symptoms are
agpociated with the same discase. For example, a
soybean plant has brown spot when efther small leaf
gpots without yellow halos or large spots with yellow
halos are present. This Is expressed using the logical
sum ("OR", disjunction) of two complexes, each
describing one of the alternatives:

ILeaf. Spot Size > 1/16"][Leaf Spot=With Yellow Hales] =
v
{LeaFf Spot Size ¢ 1/18"])[Loal Spot=W{thout Yellow ilalos]

The sywbol ¥ denotes logical "OR’. It 18 assumed chat

the conjunction of selectors is always evaluated first,
before the disjunction.

A declslon rule whose condition part is a
disjunction of complexes is said to be in disjunctive
normal Form (DNF)., This Form allows one EO express any

posslble logical relationship (although not always in o

coancise way)s Duv to this gencrallty and alse to  the

gimplicity @l rtule Laturpretation by humans as well an

by computers, the TNF 4s an attractive format for
representing the condition part of rules. Ome af the
two sets of diagnostic rules used in PLANT/ds is in
DNF.

The set of DNF rules was created by & general
purpose inductive learning program, called AQll
{(Michalski{ & Larson, 1975). Such a program takes in aa
data examples of decisions {in this case it used 340
diagnoses made by plant pathologists) and from Cthenm
creates decision rules for each class (in this case, a
disease). Here 15 an example of a decision rule
derived by this program:

[Plant Stand=Normal] {Precipitation>Normal)] [Seed=Abnormal]
{Seversity=Minor][Plant Helght=Narmal]{Seed Size=Normalls
{Leaf Spots=Nc Yellow Halol [Seed TMscoloration=Tresentls
s
[Gondition of LeaveasNormall [Seed=Abnormal]&
|Seed StzesNoremal]
::>  [Soybena Msaeaso = Purple Seed Stain]

The second sot of rules used o PLANT/dy was created by
Formally representating plant pathologlsts knowledge
about relationships between symptoms and diseases.
These expert-dertived rules were more complex than the
inducrively=derived DNF rules, and therefore required
more advanced formalism for thelr representation. The
formalism is described in the following subsections.
The complete set of expert-derived and inductively
derived diagnostic rules is given in (Michalski &
Chilausky, 1980).

As in the case of conjunction, there is als¢ more
than one way to iaterprete disjunction. Two wmethods
were tested:

¢ MAX: The evidence degree of a disjunction of
complexes 1is the maximum of the evidence
degrees of the complexes,

¢ PSUM: (Probabilistic sum) The evidence degree of the
dis junction of etwo complexes 1s a + b - ab,
where & and b are evidence degrees of -the two
conplexes. The evidence ' degree of the
disjunction of wmore than two complexea is

computed by the repeared application of the
above rule.

2.5 TImplicative Statements

From the forwmal viewpoint, any logical condition
ran be expressed 1In the DNF form. When one wants to
express In this [orm, however, the diagnostic processes
of plant pathologista, the DNF rules may be very
clumsy, and may have no direct relationship to human
descriptions. An important additional construct which
facilitates expressing expert’s descriptions 1is the
implicative statement. An implicative statement Is
used when one wants to state that if some conditiom s
present, then some other conditi{on muat be present. If
the firat condition is not present, then the other
condition 1is irrelevant. There are many Iinstances of
implicative statements i{n the soybean diagnostlc rules,
for example, the rTule for Dnwny Mildew contains the
implicative statement:

[Time of Occurrence = September v October]=>
[Sced Mold Growth = Present}

This conditinn gtates that if the disease 1a occurring
in September or Octoher, then the sceds should appear
moldy, otherwlae seced mold growth {8 .frrelevant.
Implicablive statements ars: svaluated: hy cvaluating the
loglically equivelenc disjunciive siatement:



~ry v P

where ~P| {negation of Py) is evaluated as 1-d(F;), and
d{?1) 1is the eavidence degree of Pj. The above means
that if the condition P| is true (d(PyJ)=1), then the
evidence degree d(P) => Pp) = d(Pj), which agrees well
with our intuitton. However, {1f P 1s not ELrue
(d(P1)=0) then the evidence degree d(P; => Pg) = 1. TIn
this cAase we observe a difference between the formal
{nterpretution and an intuitive one, [n which we would
simply {ignore the whole Implicative sktatement. A
complex 1s consldered to be a speclal case of an
implicative statement in which the condition befare the
=" i always ‘true’, and therefore can be omirtted
together with the implicatfion sign.

2.6 Linear Modules

In describing a disease, 1t is sometimes Lmpnrtant
to express the ldea that certaln groups of sympLoms Are
more important for a diagnosis than other groups. For
example, whea diagnosing "Downy Mildew" the important
aymptoms are abnormal leaves, leaf spots without yellow
halos, mildew growth on the lower leaf surface, and
abnormal seeds with wmildew growth, and time of
occurrence In September or October. If any of these
conditions are nat present, thea most probably Downy
Mlldew 18 not the problem. On the other hand, the
conditions such sg premature defollation and prescnce
of leaf malformation are confirmatory, but not cruclal
for the dlagnosis. To expresss such relatiens, a
construct called the linear module is used. A linear
module has the form

ql'ct + qz-Cz + qS'C3 . "R

whera Cy, €y, €3, ... are conditions of the form
congidered sn  far (a.g. a complex, 1iapllcative
statement or a praduct of implicative statement=) and
qy, 92, Q3 .. are coefflecieats i{ndlcating the relatlve
significance of the conditions. The operator " is
interpreted as the arithmetic product of a coefficlent
ny and the evidence degree of a Cy. A linear module is
a very flexible form for expressing descriptions of
diseagses oc decision processes In gemeral.

2.7 Declalon Rules
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A general format of decision rules is:

LINEAR MOPULE ::> DECISION : o

where a 18 the degree of certalnty that DECISION 1is
caorrect if the conditions specified by the LINEAR

MODULE are completely satisfied. ‘The overall evidence,

degree for the DECISEON {s computed as the product of «
by the evidence degree provided by the LINEAR MODULE.

In our study we used two-part linear modules:
qg"C1 + qC2

where coefficients q and q, represented the relabive
Importance of the significant (Cy)} and confirmatoery
(C2) part, respectively (q4 + q, = 1). In experiments
described here we assumed that q5 = 0.8 and q, = 0.2.
Thus, 80% of the evidence for a diseanse was assumed to
come Ffrom conditions in €] and 20% from conditions in
Cy. So, if any condition in the significant part -is
not satisfied, then the evidence degree of the whole
linear module is greatly reduced. But 1F the same
conditjon 4{s 1in the confirmarory part, and ls not
gatisfied, then the evidence degree of the whole linear
module would be reduced only slightly. The values 0.3
and 0.2 were aselected experimentally.,

3. EVALUATING DECISION RULES

To diagnose a dilseased plant, the expert-der{ived
rules or the inductively-derived rules or both are
evaluated using values of deacriptors obtained hy
gquestioning the system’s urer. Tt {8 also poasihle Lo
ude a rombination nf two groups nf rules. In the

latter case, both-groups .. Tu.cs are used .. series.
First, the Inductively-derived rules are applied to
eliminate all bur a Few <{(e.g., five) most probable
diseases, and then the expert~derived rulag are used to
determine the Einal diagnosis.

To simplify the explanatior of how the system
conducts rule evaluatlion let us first asgume that the
values of all descriptors f[for a diseased plant ace
algeady known. A diapnosis 1z determined by floding
the rule whose condiktion part hest matches the
characteristics of the diseased plant, i.e., the rule
with the highest evidence degree for the given values
of the descriptors.

In peneral, ther: may be more than one tule with
the maximum degree of evidence, or there may be rules
whose evidence degrees differ only sllghtly. The
system resalves thls problem by pgilving alternative
dlapnoses when the ecvidence degree varies [rom the
maximum value within an experimentally determined range
&5 (we used 6§ = 0.25). 1In addicion, PLANT/ds suggesta
advice only 1f the evidence degree of the diagnosis is
above a certain threshold of acceptance. This
threshold was determined experimentally to be 0.63 for
expert-derived rules, and 0.8 For inductively-derived
ruirn. Alan, the hest evaluation scheme for the
cxpert=derived rales wan Found Lo hes

AVE: the average Functlion fur conjunction and
MAX: the maximum function for disjunction,

and for Lonductively-derived rules:

AVE: the averapge Function for conjunctlon, and
PSIM: the probabilistic sum for disjunctien.

The evidence degree computed for rules should nnt
he taken as the statlstical probability (frequeacy) of
the eocrectness of the diagnosis. The cvidence degree
is usimply an indicator of the degree teo which a
description of the diseased plant matches a decliaion
rule using a glven evaluation schome.

To lllustrate the rule cvaluation process, the
tules for Nowny Mildew and Powdery Mildew will be
svaluated Tor a particalar digeased plant. The values
of the descriptors [or this plant ate:

Time of Occurrence - August
Preclpitation ~ Normal

Temperature -~ Normal

Damaged Area - Whole Flelds
Condition of Leaves - Abnormal

Leaf Spots = Without Yellow Halos
Leaf Mildew Growth - On Upper Leaf Surface
Premature Defollation - Present

Seed Mold Growth - Ahsent

Leaf Malformation - Absent

Condition of Seed - Normal

Condition of Stem - Normal

{the other variables are not relevant for these
diseases and therefore are not listed). First we will

evaluate the diagnostic rule for Powdery Mildew. ~ The
rule is:

qg*[Time of Occurrence = Aupgust..September]&
[Condition of Leaves = Abnormallé&
[Leaf Mildew Growth = On Upper Leaf Surfacel
i ;
qe*[Precipitation < Normal] [Temperature => Normal]

Eud [Soybean Discase = Powdery Mildew]

The significant factors for Powdery Mildew are
occurrence late In the season, in September or August,
the leaves are abnormal and there is mitldew on the Eop
side of the leaves. The confirmatory evidence is less
than normal preciptation and with temperatures that ara
at least normal -if not above normal.



Since the time 1s Augnst, the Flrst selector,
[Time of Occurrence = August..September], fs satistied,
and 3o has the ovidence degree . The utlhier Lwo

gelectors  In the siagntficnt part {with coeFflelont )
are also satisfled, and 86 alse hiave the evideace
degree 1. The evidence degree of the whole signlficant

part is the average value of these evidence degrees,
f.2s, 1. The First selector in the confirmatery part,
iPrectpitation < Normal], {& not satisfied, becauge
precipitation was normal. So it has the degree of
evidence 0. The last selector, [Temperature > Normal],
is satisfied: 8o -Iit has degrec of evidence 1. The
evidence degree far the confirmatory part 1is the
average of 1 and 0, i.e., 0.5. The degree of evidance
af the whole rule 1s (0.8 « 1.0) + {D.2 » 0.3) 0.9.
The pgame calculatien 1is done for RBowmy Miltdew. The
rule 1is:

qg*[Time of Occurrence: & T? ] [Pracipitationd>Normal]s
[Damaged Area=Whole Fields]&
{Conditlon of Leaves=Abnormal}lé
|[Leaf Spots=Without Yellow Halos]&
[Condition of Stem=Normalls
[Leaf Mlldew Growth=On Lower Lraf Surfaceld
{[Time of Occurrence=Septembervatnber] =>
[Seed Condition=Abnormal][Secd Mold Growth»Present])
+
qc* [Premature Defoliation=Present]é
[Leaf MalFormatlun=Present|

++% [Soyhean Diseaar = Downy Mi tdew]
= July or Aupgust
June or Septembor
October

dther

where T7 =

The evidence degree of the first selector ia 1 ag
determined by the weight funcrion T7. The evidence
degrees for the next five selectors are 1, 1, 1, 1 and
0 reepectively. The next three selectors are a part of
an implicative statement. All three selectors in It are
false, hut the whole statement has a degruc of evidencr
of 1. This can be understood if the statement s
translated to English. It ways “if the dlsease ocrurred
in either September or QOctober, then thereg should be
abnormalitles in the seed and there should be mold
growing on the seeds". Since it s nelther September
nor 0October, the statement evaluates to the evidence
degree 1.

Returning to the evaluation of the
signiflcant part has the evidence degree:
1-0 + 1.0 + 1.0 + 0.0 + ItD);’? = (. BB (thl‘
statement lu treated as onz selector).
Mildew rule iz satisfied with cthe
(0.8 « 0.86) + (0.2 « 0.5) = .79,

rule, the
(.0 + 1.0 +
{mplicative
Thas, the Downy
evidence degree:

Now we ‘¢an compare the two diagnostic evaluations.
Powdery Mildew has degree of evidence 0.9, whlle Downy
Mildew ¢}.79. Both wvalues aran above the anceptance
threshold of (.65, so nefther Is elinlnated. Powdery
Midew has a higher degrce of evidence, su It Is the
first choice dlagnosis (assuming that no other rule
evaluates with a higher degree of evidence). Since
bowny Mildew’s evidence degree differs less than 0.25

from Powdery Mildew's, the latter iz an alternative
diagnosis.

Suppose now that leaf mildew growth was om the
lower inatead of the upper leaf surface. This variable
1a found in the significant part of both rules, s0 a
change in the diagnosis can be expected. The degree of
evidence becomes (.64 for Powdery Mildew and .9 for

Downy Mildew. The degree 0.64 [s boluw rChe acceptance

threshold, so Powdery HIldew in @l fmfnated. Thin
leaves Nowny Mildew as the only dlagnosfs (unless there
were some  ather rules with o higher  degree of
ovidence),

fantend of asing the averaping  Ffunctleon  [oF

evaluating » compiex, the minbmwe functlon conld have
been used. 1In this case, the deuree of ovidence Ffor
Powlery Mildew wculd be:
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0.8 » MIN{L, 1,0} + 0.2 » MEN{D,1} = 0.8,
and Tor Downy M{ldew:

0.8 » MIN{1,1,1,1,1,1,0,1} + N.2 » MIN{L,0} = O.

Even Lf leaf malFormatlon was present, the evidence
degree For Downy Mildew would only be 0.2. Thus, using
the minfmum function leads tn a much stronger

separation between the evidence degrees for the two

diseases {perhaps even Greo sgtrong). The  overall
performance of expert-destired rules, however,
determined on all known cases of the conaidered

diseases, turned out to be better using the averaging

function than the minimum function.

4. ITERATIVE EVALUATION OF DIAGNOSTIC ROULES

In the interactive wnode, PLANT/ds derives 2
diagn@tliC advice through asking a user a2 series of

questions, deteemined on the basis of the rules in  the
knowledgn  basno. As  we mentloned eariler, the Bystenm
rontnius  two sets of  rules: expert—dorived  and
Inductively=derived. To compute a diagnonis, only nne
50k ol rales is used, a¢ a combination of hoth.

Let 18 assume At the beginning that only a single
set Lls used. At the Ffirst step, several standard
gquest lons are asked, the answers to whlich enable the
systen to eliminate a number of other potencial
questlonr, and reduce the scope of rules under
vonsldecation  {such rules are called the candldate
rules)s  An example of a  standard questfon 1s
itondltlon of Leaves.” TF the answer Is “Normal,” all
questions concerning leaf abnormalities become
irralevant. Through a procedure, called approximate

evaluation, some diagnostic rulea can be climinated.
without evaluating all the descriptors in them. The
procedure computes the upper bound on the evidence

degree of each partially evaluated rule by assuming
that all the unevalvated selectors have the evidence
degrees 1. 1f so computed evidence degree of a rule

Falls below the threshold, the rule is eliminated.

Fach subsequent step of the system generates a
questlon to the user, and upon recelving an amswer
applies the procedure of approximate evaluation,
Questinns are determined by finding the most frequently
occurring descriptor in the candidate rules. Obtaining
a value of such a descriptor will tend to eliminate the
largest number of tules. This descriptor is determined
by a counter measuring the number of occurrences of
each deseriptor in the candidate rules. Whenever u
rule 1s eliminated, the appropriate counters are
updated. When the counter assoclated with a given
descriptor drops to zero, the descripter 1s eliminated
from further consideration. When sgeveral descriptors
occur with comparable frequency, the one is selected
that is "semantilcally closest™ to the descriptor asked
about In the previous question{s)}. This {s done by
arranging desceriptors Ilnto a hierarchy, and computing
the “semantlc distance” as the path lenpth betweon Lhe
corresponding nodes. This facililty makes the system
act more llke a human expert, who tends to ask a series
of related questions, rather than jump back and forth
From yuestions of ene category to anckther.

The process ends when a single diagnosis, or a few
alternative ones are determined. When the system uses
both, inductively-derived and expert-derived rules, it
procecds in two stages. The First stape uses only
isductively-derived rules, until the set. of candtdate
rules reduces to a speclfied size {e.g., 5 rules).
Then the system switches to the expert-derived rules.
The justlficatlon Ffor this 1s that the indnctlvely-
derfved rales are simpler to evaluate, while oxperr-
dertved ruleg contaln more detalls ahout the dispases.

- eeememor o= F o -

The rele pvaluatlon process  dercribed 1o the
previoud two  sectlons was implenented in twe romputel
programs. Oae program {the [Interactlve version) was
designed to be used by a.grower or auvone elw.s with ao



anknnen cane ol woybean  diseasce. it 4“as geveral
facilities to help a user to wadecstand how the proprm
operates, and how an advice Is being computed. The
second program (the batch version) is for experimental
purposes only, to evaluate the program performance on
many cases of dlsease at once. The collected
statlatics about rule performance are used to locate
the rules that need further refinement and to determine
the best evaluation scheme.

Table | gives a summary of the results from uslag
the batch verstion using 340 cases of soybean disease
and applying separately the inductively-derived and
expert-derived rules. The label "% lst Choice Currect"
tallys how often the dlagnosis with the highest
evidence degree was the correct one. The label "%
Correct” tallys how often the correct diagnosis was
among generated alternatives. Label "% Not diagnosed”
indleates how often the system could not {dentify a
cage of dlisesse. The "indecialon Ratio" measures the
preclsion of dlagnoatic advlces. It 1m defined as the
average number of alternative diagnoses gemerated per
caae of disease. A low indecision ratin im destrable,
hut It does not Imply correctness. “Threshold" 1a the
minimum degree of evidence that a rule mist achieve [n
order that a diagnostic advice is made (the threshold
of acceptance).

4 4 4 x i
Type lst Correct Not Ratio Thrag-
of Choice DPlag- hald
Rules Carrect nosed
Exper.'t‘- ?1-8 96-9 2-1 2- 90 0165
berived
Inductively- 97.6 100, 0 - 2. 64 0. AU
Derived

Table |. Summary of results from PLANT/de

6. CONCLUSION

The paper pregsented an experimental expert system
PLANT/ds for advising Ffarmers and other users on the
diagnnsis of soybean diseases common fa the state of
Tllineis, The design of the system was oriented toward
a novice user, not trained in the computer technology.
In one of the modes of operation, the user can interact
with the system just by touching. appropriate places on
the screen of the terminal. The knowledge base of Lhe
system contains two types of dlagnostic rules:
axpert-derived, which “were obtained by Fformally
representing the diagnostic knowledge of a  plant
pathologist, and inductively-derived, which were
obtained by applying a general Iinductive learning
system (AQll) to geveral hundred cases of the diseasrs.
The Illinois Cooperative Extension Service {a planning
to use the system Iin selected offices in the state.
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