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Abstract

EXPLORING URBAN SHRINKAGE VIA COMPUTATIONAL APPROACHES: A CASE
STUDY OF DETROIT

Na Jiang, PhD

George Mason University, 2022

Dissertation Director: Dr. Hamdi Kavak

While the world’s total urban population continues to grow, not all cities are witnessing

such growth, some are actually shrinking. This shrinkage causes several problems to emerge

including population loss, economic depression, vacant properties and the contraction of

housing markets. Such problems challenge efforts to make cities sustainable. While there is

a growing body of work on study shrinking cities, few explore such a phenomenon through

computational approaches. To further explore on this phenomenon, this work mainly focuses

on three main questions: RQ1:How does urban shrinkage emerge at the macro-level through

the simulation of housing trades at the individual level? RQ2: How can patterns of shrinkage

be measured through a simulation? RQ3: To what extent can urban shrinkage be revealed

by the analysis of newspaper articles?

This work uses Detroit Tri-County Area as a study area to explore these three research

questions. Two agent-based models (ABM) are built to simulate the housing trades within

the Detroit Tri-County Area and the two models’ results capture the city of Detroit’s shrink-

age from the aspect of decreasing numbers of households at the macro-level, which can be

considered as the population loss. In addition, a pattern with a collapsing downtown hous-

ing market can be measured by visualizing the simulation results. By utilizing natural



language processing (i.e., topic modeling) on a large number of newspapers related to De-

troit, insights related to Detroit’s shrinkage can be linked to the side effects of the economy

recession on Detroit’s automobile industry, local employment status, and housing market.

The two agent-based models built in this work significantly add to the nascent field of inquiry

by specifically capturing how the buying and selling of houses can lead to urban shrinkage

from the bottom-up, which contributes to the computational social science (CSS) field of

social simulation modeling. The topic modeling extends the field of text-contents analysis

by identifying the insights related to urban shrinkage phenomenon from a large number of

newspapers, which adds to the field of social information extraction under the CSS domain.
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Background
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Chapter 1: Introduction

1.1 Motivation

While the world’s urban population continues to grow, this growth is not equal [1]. Some

cities are actually shrinking, and the list of shrinking cities expands every year and currently

includes Leipzig in Germany, Urumqi in China, along with Detroit in the United States [2–4].

The definition of urban shrinkage commonly refers to a metropolitan area that experiences

significant population loss in a very short period of time. The causes of urban shrinkage

have been the source of much debate but can be broadly attributed to a combination of

factors relating to deindustrialization, suburbanization (i.e., urban sprawl), and demographic

withdrawal (see: [5–7]). It has also been noted that urban shrinkage poses a significant

challenge to urban sustainability from urban planning, development and management point

of view due to declining populations and changes in land use [8].

The challenges brought by shrinking cities, especially in and around the city’s traditional

downtown core area, result in many problems, such as population loss, economic depression

(due to loss in tax revenue), a growth in vacant properties, and the contraction of the

land and housing markets. From a more general perspective, cities that focus too much on

one branch of economic growth can not be regarded as sustainable. Such cities are more

vulnerable if the specific industry declines [9] (as was the case for Detroit, its reliance on

the manufacturing industry). Hence, a particular industry’s decline will cause people to lose

their jobs and unemployment rates to rise. Residents in such cities may therefore leave their

current location in order to find employment opportunities in other areas. The employment

mobility results in a large number of properties in shrinking cities to be left vacant, when the

population in a city declines. Significant amounts of vacant land and abandoned properties

across an entire urban area are one of the key characteristics of a shrinking city [10]. Not

2



only do these vacant (abandoned) properties potentially result in higher rates of crime

[11], but they also impact the local economy and contract the local housing market [12].

For example, local governments collect less property tax revenue due to vacant properties.

Therefore, they have less money to allocate to public safety and infrastructure, potentially

accelerating the population decline. In other words, the economic decline may worsen, and

the vacant properties may lead to an oversupply of stock within local housing markets.

Therefore, it is rational to expect house prices to decrease and if the population continues

to decline, the local housing market may contract or collapse completely [13].

Numerous factors, including regional housing market trades, job suburbanization, dein-

dustrialization, economic downturns, increasing unemployment rates, racial conflict and

population loss account for the causes of shrinking cities and the consequent contraction

of the housing market at the macro-level. With respect to population loss, this leads to

a decrease in demand for existing houses, which will lead to the depression of the housing

market [13]. Turning to the deindustrialization process, this will accelerate the contrac-

tion of the housing market as employees in specific industries (e.g., manufacturing) become

unemployed and seek employment elsewhere, which results in more houses in residential

areas becoming vacant [14]. From the perspective of racial conflict, this may lead to the

housing market continuously contracting because people may be forced to leave the city by

unfair discrimination [15, 16]. Lastly, the fourth process associated with urban shrinkage,

that of suburbanization, sees residents choosing new locations based on their own prefer-

ences and financial backgrounds rather than choosing to live in declining and potentially

unsafe communities, which also causes the local housing market to contract [17]. For exam-

ple, in Detroit, the continued suburbanization of jobs and racial conflicts has driven people

from Detroit’s downtown areas. More generally speaking, deindustrialization and the loss

of manufacturing, construction, and retail has accounted for 60 percent of job losses in the

100 largest United States metro areas over the last few decades [18]. People working in such

sectors become unemployed and seek employment elsewhere [14].

As discussed, a shrinking city’s collapse can be explained at the macro-level, there are

3



few efforts to explore such a phenomenon at the individual-level. At the same time, the

computational social science research framework provides the potential to explore urban

shrinkage at the individual level. For example, agent-based modeling can be utilized to

explore urban shrinkage at individual-level. Hence, the first motivation of this work is to

explore a shrinking city’s housing market from the micro-level via computational approaches.

One of the motivations of this work is to explore the housing market in a shrinking city

from the micro-level interactions, specifically based on individual preferences and trading

interactions. Therefore, agent-based modeling is selected as a tool to simulate and analyze

a shrinking city’s housing market. Considering simulation is one of the approaches in the

computational toolkit. Hence the other motivation is utilizing a computational approach

other than simulation to explore urban shrinkage. With respect to the gowning body of

text content analysis works utilizing Natural language processing (NLP), insights of various

topics have been disclosed by analyzing both social media data (e.g., drug cartel [19] and

newspapers (e.g., drone attacks [20]). Therefore, another motivation of this work is to reveal

insights related to urban shrinkage utilizing NLP approaches on newspaper articles.

1.2 Research Questions

Based on these two motivations, this work focuses on the following three research

questions: RQ1:How does urban shrinkage emerge at the macro-level through the simu-

lation of housing trades at the individual level? RQ2: How can patterns of shrinkage be

measured through a simulation? RQ3: To what extent can urban shrinkage be revealed by

the analysis of newspaper articles?

1.3 Contributions to Computational Social Science

With respect to the computational social science (CSS) research domain, it refers to the

interdisciplinary investigation of social phenomena from multi-scales with the development

and application of computational methods [21, 22]. Various research fields are under the

4



CSS domain, including social information extraction, social networks, social complexity,

social simulation modeling, etc. [21]. In this work, two techniques are selected from the

CSS toolbox: computational modeling and analysis techniques. With respect to the com-

putational modeling techniques, agent-based modeling, initialized by real census data, is

utilized to simulate a shrinking city’s housing market, which adds to the field of inquiry

by capturing the urban shrinkage from the bottom-up. The implementation of agent-based

modeling contributes to the CSS field of social simulation modeling. Turning to the analysis

techniques, this work uses NLP, which is an advanced computational technique to further

reveal the insights related to urban shrinkage from newspaper articles. Utilizing NLP to

conduct newspaper articles content analysis has the potentials to contribute to the field of

social information extraction within the CSS domain.

1.4 Organization of the Dissertation

This work can be divided into three major parts: 1) Background, 2) Methodology and 3)

Results. The Background part firstly introduces the motivation and goals of this work in

Chapter 1. Chapter 2 introduces the study area by providing provides several basic empirical

data analyses related to the study area. Lastly, Chapter 3 provides a literature review with

respect to static and dynamic computational modeling techniques being utilized in the urban

study, especially in the study of urban shrinkage. Within the Methodology part, Chapter

4 outlines all models utilized in this work along with detailed discussions in Chapter 5, 6

and 7. Turning to the Results part, Chapter 8 and 9 illustrate all models’ results. Chapter

10 concludes this works by summarizing the findings and contributions of this work, along

with identifying the potential for future study.
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Chapter 2: Study Area

Based on the motivations and research questions, this work conducts a case study on a rep-

resentative shrinking area to further explore urban shrinkage. Among the shrinkage cities in

North America, Detroit is one of the most famous shrinking cities [7]. However, when peo-

ple refer to Detroit, they always refer to Detroit Metropolitan Area or Detroit Metropolitan

Statistical Area, which contains six counties: Wayne, Oakland, Macomb, Livingston, St.

Clair, and Lapeer Conty. This work selected the three most populous counties (i.e., Wayne

County, Oakland County and Macomb County) inside the Metropolitan Area (shown Figure

2.1), which is called the Detroit Tri-County Area and measured 5,095 km2. Specifically, a

representative shrinking city, Detroit (discussed in Section 2.1), is located in Wayne County,

while Oakland County is a prosperous nationwide area (discussed in Section 2.2). The ra-

tionale for choosing this study area is that the Detroit Tri-County Area comprises both of a

shrinking and a prosperous area. This distinction between shrinkage and prosperous areas

not only provides macro-level heterogeneities related to various socioeconomic factors, but

also has the potential to enrich the heterogeneities at the micro-level when utilizing compu-

tational approaches (e.g., agent-based model). With respect to providing more information

related to the study area, Section 2.1 summarizes the factors that lead to Detroit’s shrink-

age, while Section 2.2 distinguishes the city of Detroit and its surrounding area (i.e., area

other than the city of Detroit) by demonstrating empirical analysis on various socioeconomic

factors.

2.1 A Shrinking Detroit

The city of Detroit is the largest city in Michigan, located in the Great Lakes area of the

United States, which has also been given the moniker the "Rust Belt region." There are
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Figure 2.1: Study Area.
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many stories that discuss the greatness of this city during the 1950s – when the automobile

manufacturing sector rapidly expanded and its population reached its peak [23]. However,

today’s stories often describe how the city of Detroit has declined and shrunk in different

ways over the last 60 years. Specifically, how a growing city can rapidly become a declining

one, if it is focused on only one branch of economic production (e.g., in the case of Detroit,

this was the automobile). One of the most significant phenomena that this city has witnessed

is population loss, a decrease of over 60% in the last 60 years and 25% in the ten years up

to the 2010 census [24].

In the last 60 years, various social activities related to social justice have taken place

in the U.S., aiming to mitigate unfair racial discrimination. Especially the African Ameri-

can people suffered unjust racial segregation across the land of America, including Detroit.

One noticeable event caused by racial discrimination is the race riots of 1967, which can be

considered another factor that worsened the population loss situation, because the majority

of residents left the city fearing violence (i.e., white flight) [25–27]. However, the white

flight was not only driven by the racial tension on the streets. It was also driven by racial

discrimination off the streets. For example, African American people had low access to

newly-built suburbanized house mortgages and they usually faced unfair insurance policies

[16,28]. With the combination of the federal suburbanization process and racial discrimina-

tion, the population of Detroit kept dropping after 1967. Deindustrialization swept through

the city of Detroit and its surrounding regions [29], which started after World War II with

several factories moving to suburban areas [28]. In the 1950s, deindustrialization did not

lead to instant population decline because there were still job opportunities in the city of

Detroit before the city faced the foreign competition brought by globalization [12, 23, 28].

However, in the 1970s, Detroit’s automobile manufacturing industry started to deindustri-

alize and collapse with the impacts of foreign competition and the auto industry integration

[14]. As a result of deindustrialization, employment opportunities became limited in Detroit

and some previous auto industry employees left the city, which contributed to the popu-

lation loss. As a result of population loss, large numbers of vacant properties and vacant
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land are now dispersed to almost every corner of the city. There were approximately 60,000

vacant parcels of land and about 78,000 vacant structures, of which 38,000 were considered

dangerous in 2014 [23]. This population decline also resulted in the housing market shrink-

ing from both the demand and supply sides [30]. In addition, the city of Detroit declared

bankruptcy on July 18, 2013 [4]. Therefore, the city of Detroit is an excellent example of

a shrinking city caused by population loss, racial conflicts, deindustrialization, and housing

market contraction, eventually leading to the city becoming bankrupt in 2013.

2.2 Prosperous Suburban

Section 2.1 introduces the city of Detroit as a great example of a shrinking city. However,

the surrounding suburban area of Detroit can be considered prosperous or outstanding, even

from a national perspective. For example, its neighborhood county (i.e., Oakland County)

is the 21st richest county in the United States [31]. Hence, a set of empirical analyses are

conducted to distinguish the city of Detroit and its neighborhood area within this Section.

This work’s study area mainly focuses on Detroit Tri-County Area as shown by Figure

2.1, which measures 5,095 km2 and contains Wayne County, Oakland County and Macomb

County. As discussed in Section 2.1, the shrinkage of Detroit is the consequence of population

loss, racial conflicts, deindustrialization and housing market contraction, so variables related

to population change, household income status and house value are collected from the 2019

Census dataset (i.e., latest data can be found) to display the spatial heterogeneity among

the Tri-County Area [32]. Table 2.1 shows the description of each variables. Census tract

level data are collected based on these variables and the data are prepossessed by using

Python and visualized in QGIS.

With respect to the population changes, data related to the Detroit Tri-County Area

and the city of Detroit each census year were collected and analyzed [31]. Table 2.2 shows

the changes in population from 1930 to 2020. The population of both the Tri-County Area

and the city was growing from the 1930s to the 1950s. However, the city’s population has
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Table 2.1: Census Data Variables for the Empirical Analysis.
Variable Description

ME_FIN_20
Median household income within each Census
Tract

MD_V_20 Median house value within each Census Tract

BP_PER_20
The percentage of population below poverty line
within each Census Tract

Table 2.2: Population Changes in Tri-county Area between 1930 to 2010.

Year Tri-county Area City of Detroit
Percentage of City’s Population

as of
Tri-county Area’s Population

1930 2,177,343 1,568,662 72%
1940 2,377,329 1,623,452 68%
1950 3,016,197 1,849,568 61%
1960 3,762,360 1,670,144 44%
1970 4,199,931 1,514,063 36%
1980 4,043,633 1,203,339 30%
1990 3,912,679 1,027,974 26%
2000 4,043,467 951,270 24%
2010 3,863,924 713,777 18%
2020 3,949,173 672,351 17%

declined since the 1960s and continues to decline till today. In contrast, the Tri-County

Area’s population peaked in the 1970s and remained at approximately 4 million till today.

Even with minor fluctuations from the 1980s to the 2020s. Turning to the city’s population

to Tri-County Area’s population, this percentage shows the declining trend from an initial

72 % in the 1930s to today’s 17 %.

Two related variables are selected from the census dataset to reveal the heterogeneities

of income status: 1) percentage of population below the poverty line and 2) median income

status in 2019. Data related to these two variables are linked to the census track boundary to

show the spatial heterogeneities among the study area. Figure 2.2 (A) illustrates the status

of the percentage of the population below the poverty line. The spatial heterogeneities can

be easily identified as the color become darker, closer to the city of Detroit. Figure 2.2 (B)
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Figure 2.2: 2019 Income Status in Detroit Tri-County Area: (A) Percentage of Population
that Below Poverty Line; (B) Median Household Income.

Figure 2.3: 2019 Median House Value Status.
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shows that a large number of lower income tracts can be measured within the boundary of

the city, while most of the higher income tracts are located in the cities on the North side

of Detroit, like Troy, Novi and Bloomfield. Similar spatial heterogeneities are measured for

the variable of the median house value as shown in Figure 2.2. A large number of tracts

with median house value can be identified outside the city of Detroit. While within the city,

despite a few tracts in downtown and suburban area showing high median house value, the

major tracts within the city are showing a status of the lower house value.

2.3 Summary

As discussed in Section 2.2, selected variables (e.g., population change, income and poverty

status and median house value status) have been analyzed and visualized by demonstrating

the spatial heterogeneities among the whole study area. Through the analysis, a shrink-

ing inner city (i.e., the city of Detroit) and a prosperous suburban (i.e., the rest of the

study area) can be identified. The difference between the inner city and suburban in the

Detroit Tri-County Area provides a unique story of the study area, which also offers more

heterogeneities when utilizing computational approaches, such as agent-based modeling.

Therefore, Detroit Tri-County Area, which comprises a declining downtown core area and

a prosperous suburban area, is an excellent example to explore the urban shrinkage for this

work.
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Chapter 3: Literature Review

The phenomenon of urban shrinkage has already drawn a lot of attention globally. In the

academic area, urban shrinkage is explored through several aspects. Hence, previous efforts

are discussed in this section and Figure 3.1 shows the structure of this section. Previous

literature can be divided into two main aspects: 1)Static Approaches; 2)Dynamic Com-

putational Approaches. Static Approaches contains works related to both qualitative and

quantitative methods; furthermore, statistical and computational works are discussed under

quantitative methods. Also, efforts related to cellular automata and agent-based modeling

are identified as dynamic computational approaches.

3.1 Static Approaches

3.1.1 Qualitative

With respect to the qualitative works, theoretical mechanism analysis has been discussed

through numerous case studies focusing on shrinking cities worldwide [9, 14, 23, 33, 34]. To

summarize, both internal and external factors lead to the urban shrinkage. As for the

internal factors, a city or metropolitan has its own evolution cycle to grow and decline,

including total of four stages: 1) urbanization; 2) suburbanization; 3) de-urbanization; 4)

re-urbanization [35,36]. Urbanization refers to the development and the population growth in

the traditional center area of a city. The suburbanization process occurs when the population

growth and development shrift from the city center to its suburban area (i.e., urban sprawl).

Suburbanization may start with an undeveloped center area. De-urbanization takes place

with population loss in the traditional center area. Re-urbanization refers to the traditional

center area that attracts people back to the center area [37]. Within this evolution cycle,

external factors (e.g., globalization, policy change) may accelerate and impact on each stage
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Figure 3.1: Literature Review Structure.

of a city’s evolution cycle positively (i.e., growth) or negatively (i.e. shrinkage) [14,33]. For

example, in Detroit, globalization leads to further deindustrialization and population loss,

while in Northeastern China, the shrinkage is brought by policy changes.

3.1.2 Quantitative

Shifting the focus to quantitative works, data always plays an important role in such re-

search. Different types of data have been utilized to explore urban shrinkage from different

perspectives. With respect to census data, such data has been applied to reveal urban in-

equalities and to measure trajectories of neighborhood changes in a shrinking city [13, 38].

While in China, census data is also used as evidence to guide policymakers and urban plan-

ners to adjust the planning paradigm from urban growth to urban shrinkage [39]. Other than

census data, remote sensing data has also been utilized as the data source to explore various

topics within the urban shrinkage research field. For example, urban vacant land can be

identified using high-resolution remote sensing images [40]. In addition, remote sensing data

(e.g., nighttime imagery) is applied to identify shrinking cities in China and Kazakhstan

[41, 42]. Furthermore, with the combination of census data and remote sensing data (i.e.,

Landset imagery), a shrinking city’s residential area decline is modeled through capturing

the vacancy issue [10].
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Although various types of data are utilized in quantitative studies to study urban shrink-

age, few studies use text-data (e.g., newspaper, social media) to reveal the insights related

to urban shrinkage. With the growing body of research utilizing social media text data to

study various topics, social media text-data measure the emergence of communities holding

different opinions on vaccination discussion and healthy diet [43, 44]. Also, the geo-tagged

social medial text-data allows us to understand the awareness of drug cartels in Mexico and

the United State [19]. For the role of social media text-data in urban studies, the social

media text-data has been applied to understand the human movement during a natural

disaster in urban area [45–47]. Moreover, social media text-data has the potential to explore

abstract aspects of urban life that are linked to places and offer an alternative approach to

the study of cities, which can be considered as the volunteered geographic information at

the micro level [48].

Newspapers, a more traditional text-data source with a longer history than social me-

dia text-data, are also applied in various studies. In addition, newspapers are one of the

traditional sources for social scientists to extract information by utilizing content analysis

techniques [21]. For example, newspaper contents analysis have been utilized in the field of

public health (e.g., Japan vaccination crisis [49], Canadian seasonal flu vaccine [50]), social

activities (e.g., feminism activities [51]) and urban studies (e.g., French urban violence [52],

Detroit’s urban development issues [53], house price inflation of the UK [54]). Therefore,

this work selects newspaper articles as the text data source to conduct the content analysis

to further explore urban shrinkage.

With respect to the content analysis, it’s possible to conduct such analysis with NLP,

which is an emerging advanced computational approach that enables a machine (i.e., a com-

puter) to understand human written words or statements through algorithms [55]. Various

types of NLP works have been done, including information retrieval, information extraction,

text categorization, summarization, sentiment analysis, machine translation, etc. [56]. Un-

der the branch of information extraction, topic modeling, an unsupervised machine learning

technique that aims to extract related word groups and similar expressions from a collection
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of text documents, provides the potential to explore urban shrinkage by analyzing the news-

paper contents [57]. Among the methods within topic modeling, Latent Dirichlet Allocation

(LDA) is one of the most applied and conventional methods exploring various studies in-

cluding public opinion on pandemic (e.g., [58]), social movement studies (e.g., [59]), climate

change (e.g., [60]), bioinformatics (e.g., [61]) and etc. [57, 62]. Other than LDA, Latent

semantic analysis, Non-Negative Matrix Factorization, and Probabilistic Latent semantic

analysis are conventional methods within the topic modeling [56]. However, the limita-

tion of these methods is that they fail to capture the semantic relationships among words

within a certain article or sentence, which leads to resulting topics representing the text-data

inaccurately [63]. While an emerging language model, BERT can capture the semantic rela-

tionships among words and sentences, which shows the accuracy in representing documents

and offers the potential to find the topics related to urban shrinkage from text-data (i.e.,

newspaper articles) [64, 65]. Thus, this work selects BERT from various NLP topic model-

ing techniques and conducts analyses on a large number of newspaper articles to reveal the

coverage related to urban shrinkage over time.

3.2 Dynamic Computational Modeling Approaches

Dynamic computational approaches fall within either the cellular automata or agent-based

modeling methodologies [66]. This section discusses the rationale for exploring urban shrink-

age via dynamic computational approaches (unlike more static aggregate ones such as spatial

interaction models). Moreover, the reasons why utilize an agent-based modeling approach

are discussed by introducing works related to the topics of land markets (which as noted

above are one of the main consequences of urban shrinkage). However, before discussing

this, our rationale for choosing computational approaches is that they allow us to test what-

if scenarios and experiments in the safe environment of a computer. By taking advantage

of this environment, several existing classic computational models have simulated Detroit’s
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urban growth instead of shrinkage. Tobler [67] simulated the urban growth from the popu-

lation growth perspective. The NBER Urban Simulation Model simulated Detroit’s urban

structure changes through the impact of employment distribution, change in transportation

methods, increasing incomes and population growth [68]. Turning to the efforts related to

dynamic computational modeling methodologies, a wide-range of topics have been used to

explore under the umbrella of urban dynamics (see for example: [69, 70]). Two computa-

tional modeling methodologies: Cellular Automata and Agent-based Modeling are two main

methods that have been widely utilized within the urban dynamics studies, which will be

discussed in Section 3.2.1 and 3.2.2.

3.2.1 Cellular Automata

One of the most widely explored areas with such models is that of land use change and urban

sprawl is one of the most explored directions, especially with the use of Cellular Automata

[71]. For example, the SLEUTH [72] model, which has successfully simulated land use

transitions relating to the urban sprawl around the world (e.g., San Francisco, Washington,

D.C.-Baltimore area, and “Chongqing, China, etc.) [73, 74]. Recently, cellular Automata

models equipped with more advanced machine learning methods (e.g., Neural network and

Random Forest) have been utilized to simulate urban expansion in China with enhanced

accuracy over more traditional Cellular Automata models [75, 76]. A closely related but

slightly different approach to explore land use change through the perspective of the urban

sprawl is that of agent-based modeling. The major difference between agent-based modeling

and Cellular Automata is that in agent-based models, one represents heterogeneous agents

and each agent can have their own rule set which is generally not the case for Cellular

Automata models where transition rules tend to be homogeneous [77–80]. By utilizing

agent-based modeling, have explore a variety of issues ranging from urban growth [81], land

use/ cover change[82], creative cities [83], to that of urban migration [84]. Focusing more on

residential dynamics, agent-based models have been used to explore residential choices and

gentrification [85–87]. However, as noted by Schwarz et al. [88] there is a gap in simulating
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urban shrinkage through agent-based modeling approaches.

3.2.2 Agent-based Modeling

Readers might be wondering why one might want to utilize agent-based modeling for urban

shrinkage. One reason is that the ability of agent-based models to capture the hierarchi-

cal structure of systems from the bottom up. In the sense, they focus on how individual

interactions of entities (e.g., individuals buying and selling houses) at the micro-level allow

us to capture more emergent phenomena at the macro-level (e.g., land markets). As such

agent-based models can provide insights into the target phenomenon or system of interest,

especially for complex systems that involve human-environmental interactions [89, 90]. In

such systems, humans can impact the environment by their actions. In an oppsite direction,

the environment can impact the humans (e.g., [89]). Housing and land markets are excellent

examples of human-environmental systems as the main components in such markets at the

micro-level are buyers and sellers[91]. They make their own decisions to trade or interact

with each other and are impacted by the environment (e.g., economic and physical condi-

tions) which can lead to a variety of housing market dynamics emerging over time at the

macro-level.

Secondly, agent-based modeling, unlike other modeling techniques, allows us to represent

individuals as autonomous heterogenous entities. Each agent has different attributes (e.g.,

income) and makes decisions based on what they know about other agents as well as the

environment in which they are located [77, 92]. With respect to housing and land markets,

this is an important consideration as all actors in the system (e.g., the buyers and seller) have

different socioeconomic backgrounds, housing preferences, along with the different bid and

ask-price strategies[91, 93]. Therefore through the implementation of an agent-based model

these heterogeneous characteristics and unique behaviors can be represented and simulated.

With respect to modeling markets, Gode and Sunder [94] were one of the first to demon-

strate how agent-based models could be utilized to capture supply and demand. In their
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abstract model, traders were selected at random to buy and sell goods. Through these in-

teractions, the model results have demonstrated how supply and demand curves observed

in "real" world situations could emerge through simulation. Turning to the simulation of

land and housing markets by using agent-based modeling approaches, Axtell et al. [95]

identified the potential to utilize agent-based modeling to understand economics and finan-

cial markets, especially the housing market. Indeed, there are substantial works related to

agent-based models simulating land and housing markets. Filatova et al. [96] demonstrated

how heterogeneous agents with different ask and bid pricing behaviors could generate a land

market in a stylized abstract environment. At the same time, the model captured urban

growth, which was validated against Alonso’s [97] theory of land rent within a monocentric

city. Other researchers have also explored land markets emerging from the bottom up and

how they impact land use within cities (e.g., [87, 93]). For example, Torrens and Nara [87]

simulated the demand and supply sides of a land market to explore urban gentrification

in an area of Salt Lake City in Utah. However, while agent-based modeling of residential

housing choices and land markets has started to show its potential as a valuable methodol-

ogy to explore urban issues from the bottom up, no studies have explored land markets and

urban shrinkage. Studies utilizing agent-based modeling to explore the urban shrinkage to

date have mainly focused on land-use and residential dynamics (e.g., [98]) and not housing

market dynamics.

3.3 Summary

Through the discussion in Section 3.1, newspaper text-data is one of the traditional sources

for text-content analysis to extract social information, which can be utilized as the data

source to explore urban shrinkage in this work. To conduct text-content analysis on news-

papers, BERT is selected from topic modeling methods to gain insights related to Detroit’s

shrinkage over time. With respect to the discussion in Section 3.2, capturing housing mar-

kets is essential for understanding urban shrinkage, as the contraction of housing markets is

caused by population loss under the urban shrinking situation [12]. Hence, a model of urban
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shrinkage should capture not only residential dynamics but trades (or lack of) within the

housing market. Therefore, two agent-based models stylized on different spatially explicit

data will be presented in this work to simulate the urban shrinkage in the Detroit Tri-county

area in order to explore how micro-level housing trades impact on macro-level shrinkage by

capturing trades between sellers and buyers within different dynamic sub-housing markets.
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Part II

Methodology
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Chapter 4: Methodology

As discussed in Chapter 3, agent-based models and topic modeling will be utilized to answer

the research questions in this work. This chapter broadly introduces the modeling techniques

to be utilized in this work. Section 4.1 provides a brief description and simulation goals of

two agent-based models and how to use the simulation technique to answer the RQ1 and

RQ2. While Section 4.2 introduces the overall design and workflow of the utilization of topic

modeling, which attempts to answer the RQ3.

4.1 Agent-Based Modeling

As noted in Section 3.2, this work aims to explore urban shrinkage by simulating housing

transactions and the aggregate market conditions relating to urban shrinkage. Therefore,

models built in this work focus on housing trades or transactions within various housing

markets rather than the economy as a whole (however, variables within the model capture

employment). Hence, two agent-based models are built to capture urban shrinkage by

simulating a housing market stylized on the Detroit Tri-county. The first model aims to test

the initial idea of exploring urban shrinkage through simulation approaches. To avoid the

circumstances of computationally intensive and time-consuming, a relatively small area is

used to stylize the model, as shown in Figure 4.1 (A). The temporal resolution of this model

is one year and the model simulates the housing trades from the year 2010 to 2015.

The second model simulates the whole Detroit Tri-County area, measuring 5,095 km2 as

shown in Figure 4.1(B). Compared to the first model, the second model is more advanced

by enhancing four perspectives: 1) enlarging the simulation area to the whole study area;

2) introducing another type of agent, especially a bank type agent; 3) enhancing the trade

functions by incorporating agents’ preferences when it comes to buying a house; 4) adding
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Figure 4.1: Simulation Area For Both Models, (A) First ABM Simulation Area; (B) Second
Model Simulation Area.

additional household dynamics, such as employment status change. This model’s temporal

resolution is the same as the first model (e.g., one year). However, in the second model,

20 years is chosen as this will cover the years 1990, 2000 and 2010, in which census data

is available for both verification and validation. The design details for both models are

provided by utilizing the Overview, Design concepts and Details (ODD) protocol by Grimm

et al. [99], which are discussed in Chapter 5 and 6.

4.2 Topic Modeling

As discussed in Section 1.1 and 3.2, this work also aims to reveal the discussions related

to urban shrinkage through a computational approach other than simulation. Therefore
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one of the NLP approaches (i.e., topic modeling) is selected to be utilized in this work. In

addition, a new type of text data (i.e., news articles) is chosen as the data source for the

topic modeling to explore urban shrinkage. Thus, utilizing topic modeling aims to detect

the discussions related to urban shrinkage over the years by using news article text data.

Chapter 7 provides the step-by-step details of the topic model approaches utilized in this

work.
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Chapter 5: Initial Agent-based Model

5.1 Overview

This Chapter provide details of the initial model utilizing the Overview, Design concepts

and Details (ODD) Protocol for a model exploring urban shrinkage by simulating a styl-

ized housing market based on Detroit, Michigan [99]. Section 5.2 discuses model design

concepts and Section 5.3 provides implementation details of the model. The model it-

self was created utilizing NetLogo 6.1 [100]. The model graphical user interface is dis-

played in Figure 5.1. The model itself and detailed ODD document are available at:

https://github.com/njiang8/Urban_Shrinkage_ABM_Housing_Market.

5.1.1 State Variables and Scales

This model focuses on housing trades or transactions within various housing markets rather

than the economy as a whole (however, variables within the model capture employment,

as will be discussed next). Hence, trades between buyers and sellers within these different

sub-housing markets are simulated by this model. The whole Detroit Tri-County area can be

divided into three sub-housing markets, including downtown, city suburban and far suburban

housing markets by referencing the spatial data as depicted in Figure 4.1 (A). Both the

downtown area and suburban areas are within Wayne county. The difference is that the

downtown area is defined by Detroit opportunity zone data [101]. While the suburban area

excludes the downtown area. The rest of the study area we call far suburban, which is not

part of Wayne County and is comprised of Oakland and Macomb counties and its distance

to the downtown area is much further. In order to model, simulate and experiment with the

housing market, we chose NetLogo, as it has capabilities to handle the spatial data needed

to build the model and allows for rapid prototyping. However, there are constraints to the
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Figure 5.1: Initial Model graphical user interface, including input parameters, monitors and
charts recording key model properties and the study area itself.

platform specifically relating to scalability (both in terms of agents and spatial resolution.

Hence, instead of modeling the whole study area, only a certain area was selected to build

the model, which covers all three sub-markets, also shown by Figure 5.1. The UML diagram

displays the sequence of all function events in this model in Figure 5.2, which demonstrates

the model flow and dynamics.

The main agent in this model are households who live in the Detroit Tri-County area.

For the purpose of simplification, in this model, one agent is used to represent 100 house-

holds. Each agent comprises various attributes that result in a heterogeneous population.

Except for the attribute HPOLY, the rest of the agents’ attributes were selected for the

inclusion within the model based on relevant literature summarized by Table 5.1. Agents

are heterogeneous and vary in their characteristics (e.g. ID, neighborhood type) and finical

backgrounds (e.g. income). Furthermore, agents can be categorized into two types: buyer

and seller households, and they are all goal-oriented. Buyers have one goal, which is to find

an affordable house by proposing a bid-price to sellers. On the other hand, a seller’s goal

is to post an asking price and maximize the profits from the trades (this will be further
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Figure 5.2: UML Sequence Diagrams of the Initial Model.
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Table 5.1: Initial Model Agent attributes.
Attribute Description Reference

ID Unique ID for households [96]
HNT Household neighborhood type that indi-

cated which sub-housing market is house-
hold located

[101]

HPOLY Polygon ID indicated which polygon is
household on

Author estimation

HINCOME Income of the household [102], [87]
HBUDGET Budget for annual housing cost and pur-

chasing new house
[96]

BUYER? Boolean value, if true, buyer household [96]
SELLER? Boolean value, if true, seller household [96]
BIDPRICE Only associate with buyer households [96]
ASKPRICE Only associate with seller households [96]

EMPLOYED? Boolean value, if true, household has job,
else, no jobs

[102]

TRADE? Boolean value, if true, indicates household
will trade

[96]

discussed in Section 5.4).

The other component of this model is the environment, which contains three different

elements: 1) Geospatial; 2) Artificial housing market comprising three different sub-markets:

Downtown, Suburban and Far Suburban; 3) Economic environment. The geo-spatial envi-

ronment provides the geographic boundary of the whole simulation area and the boundaries

of the three sub-housing markets. Also, the geo-spatial environment provides a physical en-

vironment for all agents moving around. However, the artificial housing market is a hidden

environment that can capture the trades between buyer households and seller households.

As for the economic environment, this is a hidden environment that reflects the economic

status of the Detroit area. The temporal scale in this model is one year that is reflected by

the one tick in the NetLogo. Every year, households make decisions to become buyers and

trade with sellers.
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5.1.2 Process Overview and Scheduling

As discussed above, household agents are the main components in the model and the key

attribute of the household is their incomes (i.e., HINCOME), which provides the hetero-

geneity within the world and is updated as the simulation processes, which is described in

Section 5.4.1. There are several models that have used income to control residential deci-

sion making (e.g. [97,102]). Accordingly, in this model, each household will make decisions

based on their income (i.e., HINCOME) status, which is either stay or leave the current

location. During each time step of the simulation, households will check if they can still

afford their current living location based on their annual budgets (i.e., HBUDGET) calcu-

lated from their income. Also this income attribute informs the house trading process. The

affordability check will be explained in detail in Section 5.4.1. Once the buyer households

decide to enter the housing market, and before the buyer start interacting with sellers, they

can choose to enter one of the three sub-marketss by comparing their annual budget (i.e.

HBUDGET) with each sub-markets’s average house price (which will be discussed further in

Section 5.2.2 and 5.4.1). When the buyers enter certain sub-markets, they are able to choose

sellers within the sub-markets and bid-prices with them. The households’ decision-making

process is displayed in Figure 5.3.

5.2 Design Concepts

5.2.1 Observing

In order to capture the housing market’s dynamic, we measure various variables hierarchi-

cally. At the macro-level, the overall average house price as well as the total number of

buyers and sellers within the study area is recorded at each time step of the simulation.

On the meso-level, each sub-market will capture the average prices and household amounts

throughout the simulation to reflect the differences among the three sub-markets.
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Figure 5.3: Household Decision-Making Process for Stay or Leave Current Location.

5.2.2 Sensing

Housing trades are the main interaction in our model. All household agents know which

sub-markets they are located in and the house prices they currently live in. As discussed in

Section 5.4.1, they set budgets based on their incomes. Households who become buyers will

use their budgets to set the bidprices (i.e., BIDPRICE). Sellers will set the ask-prices (i.e.,

ASKPRICE) based on current house prices. Before buyers make trades with sellers, they

will know the average ask-price of a certain area of the sub-market, which are interactions

with environments, as well as indicate buyers’ finance capabilities to trade in this area. Once

the buyer finds a seller to trade with, they agree upon the price, and then the trade will

happen. Further discussions related to the negotiation process are provided in Section 5.4.1.
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5.3 Details

5.3.1 Initialization

The initialization of the model is based on socioeconomic and geospatial data of the study

area. The data (e.g., income, employment status, house prices) comes from the American

Community Survey [103], for each census tract in the study area. This data is used to

initialize the number of agents within the simulation. Due to computational constraints, we

only represent 1% (i.e., 1278) of the total number of households within the study area. As

the socioeconomic data is aggregated, we only have average house prices along with upper

and lower quartiles within each census tract. Therefore in order to assign house prices, we

use this distribution (referred to Balance in the model code). Specifically, the total amount

of agents is divided by the balance, and an equal number of agents are then assigned a

house price by adding a random number within the upper quartile range to the average. In

contrast, the other half is assigned a house price by a random number between the lower

quantile and the average. For example, if we had two agents, the average house price was

50; the upper and the lower quartiles were 75 and 25. In this case, one agent would be given

a value of 50 plus a random number between 50 and 75, the other agent would be given 50

minus a random number between 25 and 50. We do this to ensure we get a range of house

prices within a census tract.

Another input parameter is the diffusion rate, which controls the probability of an agent

moving out of a sub-market (the default setting is 1, that is, household agents can move

out of their current sub-market if they desire to). This diffusion rate was inspired by Patel

et al. [102] who used the same concept to explore residential movement but also is akin

to what we observe with urban growth, whereby residents in inner cities move to more

suburban locations. There are also two other user settable input parameters; one is the

economic growth rate (which is discussed in Section 5.4.2) and the demand and supply (D-S

parameter), which controls the ratio of buyers and sellers. Table 5.2 provides an overview

of the model input parameters along with their default values.
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Table 5.2: Initialization parameters default values.
Parameters Default Value Description Reference

Diffusion Rate(DR) 1 Control the household
movement to another
neighborhood

[102]

Balance 50 Control the initial-
ization house price of
households

Author estimation

D-S 1.0 Control the demand and
supply scenario

Author estimation

Table 5.3: Census Variables for Model Initialization.
Variable Description Usage
H_I_K The number households fall in vari-

ous income ranges (i.e., 10k to 15K)
Initialize the agents and their in-
comes

H_V_K The percentage of households falls
to various house value ranges (i.e.,
50k to 100K)

Initialize the agent house price

H_EM_R Employment status of each census
tract

Add employment status for each
agent

5.3.2 Inputs

Data plays an important role in model parameterization, initialization, verification and

validation. This work applies two categories of vector data: spatial and socioeconomic data.

Spatial data include 1) Detroit city boundary (shown in Figure 4.1); 2) Tri-county area

boundary including Wayne County, Oakland County and Macomb County; 3) All census

tract boundaries for the Tri-County area. The census tract boundaries can be associated

with socioeconomic data, which can be considered as the linkage between the spatial data

and socioeconomic data, which is acquired from American Community Survey (ACS) 2010

[32], as shown by Table 5.3.
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5.4 Sub Models

5.4.1 Housing Market

There are total of four stages for the simulation process: 1) check current affordability; 2)

generate sellers based on demand and supply (D-S) which is defined in Table 5.2; 3) Search;

4) Trade and move.

First, households will check their affordability on their current living sites by comparing

their annual budget (i.e., HBUDGET) and the minimum housing cost (which we describe

below). To check this, all households will set their budgets, which represent 34% of their

income (i.e., HINCOME) and can be used on annual house fees, including property tax,

annual maintenance and etc. [104]. The minimum housing cost includes property tax, the

house’s maintenance fee and mortgage payment. To calculate the minimum housing cost,

three percentage numbers are referenced, including 1.52% of the house price for the property

tax, 1.3% of the house price for the annual maintenance fee and 4.54% of the house price

for mortgage payment [105–107]. Hence, we set 7.38% of the house price as the minimum

cost, which indicates the lowest annual cost for a house. Suppose one household’s minimum

housing cost exceeds the annual budget (i.e., HBUDGET), which indicates this household

cannot afford the current house. In that case, they will enter the housing market and become

a buyer (i.e., BUYER?).

Secondly, sellers (i.e., SELLER?) will be generated based on the demand and supply

status to the other side of the housing trade. The demand and supply status is controlled

by the parameter D-S that users can set. If D-S is set to 1, it indicates equal demand and

supply (i.e., the same number of sellers and buyers in the model). If D-S is less than 1,

demand exceeds supply, and fewer sellers will be generated. If D-S is greater than 1, supply

exceeds demand, and more sellers will be generated.

Thirdly, the parameter diffusion rate (D) is introduced to this model to control the

households’ movements (akin to searching) to different sub-markets. This is a similar concept

that Patel et al. [102] used to control agents’ choice to leave or stay in slum areas. Users can
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also set the parameter D value: 0 indicates that buyer households can only move within the

same sub-market that they are living now; 1 indicates buyer households can move among

different sub-markets.

As for the key interaction within the model, the trade (and subsequent moving) process

comprises two stages: 1) Find sellers; 2) Bid prices. For the first stage of trade, buyers

will find certain sub-market to enter and find sellers inside the sub-market to bid prices

on the houses. For buyers, the main goal is to find affordable houses, so they will check

if they can afford houses after the movement to new sub-markets. To determine whether

they can afford houses or not, buyers have knowledge related to the average house prices

of the markets they just moved to, which is calculated by the ask-prices (i.e., ASKPRICE)

of all sellers within the same polygon (i.e., HPOLY). The buyers will set the bid-price (i.e.,

BIDPRICE), which is 2.5 times of their gross income [108]. If their bid-price is greater

than the average house price of a certain sub-market, they will enter that sub-market and

search for affordable houses. If not, they will continually move (i.e., search) until they find

affordable sub-markets where they can purchase a house. After buyers’ movements, the

sellers will set the ask-price based on the house price and find a buyer to complete the trade.

Sellers have goal of maximizing the profits from the trade so that they will choose the buyer

with the best bid-price. After the trade is completed, the trade will be registered by the

housing market.

5.4.2 Economic Environment

The economic environment is the invisible hand in this model, which impacts the income

(i.e., HINCOME)of each household and the house prices [102]. As shown in equation 5.1, the

incomes dynamics are based on the economic growth and employment status of the agents.

It+1 is the income at time t + 1, It is the income at time t and G is the economic growth.

The α represents the employment status. If one household has a job, α will be the ln of G’s

absolute value; if not, it will be -0.1.
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It+1 = It ∗ (1 + α) (5.1)

During the simulation, the house prices will also have dynamic changes affected by the

economic growth (G) rate. However, the G will impact the price based on different sub-

markets. The house price is updated by Equation 5.2, where Ht+1 represents house price at

time t + 1 after updating, Ht reflects the original house price at time t, G is the economic

growth.

Ht+1 =


Ht ∗ (1− 0.5 ∗G) Downtown

Ht ∗ (1 ∗ 2 ∗G) CitySuburban

Ht ∗ (1− 0.25 ∗G) FarSuburban

(5.2)

5.5 Model Outputs

In Section 1.1, the contraction of the housing market and population loss are the conse-

quences of urban shrinkage, which is the goal to explore with this model (as discussed in

Sections 3.2 and 5.1). In order to explore this, a range of outputs are generated by the model.

To test if the macro-level urban shrinkage can be captured through the micro-level housing

trade interactions with respect to the household changes in every sub-market. Hence, a

decline in households within the downtown area is expected as one key output of the first

model. More outputs are captured by the model discussed in Chapter 6, which uses the first

model as a foundation.
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Chapter 6: Extended Model: Agent-based Model

6.1 Overview

Moving forward from the initial model (discussed in Chapter 5), this chapter provides details

of the extended model with the ODD protocol for exploring urban shrinkage by simulating a

generalized housing market based on the whole Detroit Tri-County Area, Michigan [99]. In

Section 6.1 provides a brief overview of the study area and the agents in the model. Section

6.2 discuses model design concepts and Section 6.3 provides implementation details of the

model. NetLogo 6.1 was utilized to create the model [100]. The model itself and detailed

ODD document [99] are available at: github.com/njiang8/UrbanShinkageDMV, while the

graphical interface is shown in Figure 6.1. This chapter provides the coed and data of the

model to allow readers not only to replicate the results presented in this paper but also to

extend the model based on various research areas and purposes.

6.1.1 State Variables and Scales

As noted in Section 4.1, this model aims to explore urban shrinkage by simulating housing

transactions and the aggregate market conditions relating to urban shrinkage. Therefore

this model focuses on housing trades or transactions within various housing markets rather

than the economy as a whole. However, variables within the model that capture employment

will be discussed in Section 6.4.2. Hence, trades between buyers and sellers within different

sub-housing markets are simulated by this model. The whole Detroit Tri-County area can be

divided into three sub-housing markets, which comprise of: 1)downtown, 2) city suburban,

and 3) far suburban housing markets by utilizing spatial data for an area of 5,095 km2 as

shown in Figure 4.1 (B). Both the downtown area and suburban areas are within Wayne

County. The difference is that the downtown area is defined by Detroit opportunity zone
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Figure 6.1: Model graphical user interface.

data [101], while the city suburban areas exclude the downtown area. The rest of the study

area, which is called far suburban comprising part of Wayne County that is not defined as

downtown or city suburban along with Oakland and Macomb Counties, where the distance

to the downtown area is much greater. In order to model, simulate and experiment with the

housing market, NetLogo is selected as the simulation tool, as it has capabilities to handle

the spatial data needed to build the model and allows for rapid prototyping. The sequence

of all the events in this model is displayed by the unified modeling language (UML) diagram

in Figure 6.2, which demonstrates the model flow and dynamics.

There are two types of agents in this model, households and banks. The main agent

is households who live in the Detroit Tri-County area. In the model, one agent is used to

represent 100 households for simplification. Agents comprise various attributes that result

in a heterogeneous population. Except for the attribute HPOLY, the rest of the agents’

attributes were selected for inclusion within the model based on relevant literature, which is

summarized in Table 6.1. Agents are heterogeneous and vary in their characteristics (e.g., ID,

neighborhood type (i.e., HNT)) and financial backgrounds (i.e., HINCOME). Furthermore,
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Figure 6.2: UML Sequence Diagrams of the Extended Model
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Table 6.1: Agent attributes.
Attribute Description Agent Type Reference

ID Unique ID for households Household [96]
HNT Household neighborhood

type that indicated which
sub-housing market is
household located

Household [101]

HPOLY Polygon ID indicated
which polygon is house-
hold on

Household & Bank Author estimation

HINCOME Income of the household Household [102], [87]
HBUDGET Budget for annual housing

cost and purchasing new
hou

Household [96]

ROLE 0: Regular household; 1:
Buyer; 2: Seller; 3: Bank

Household [96]

BIDPRICE Only associate with buyer
households

Household [96]

ASKPRICE Only associate with seller
households

Household & Bank [96]

EMPLOYED? Boolean value, if true,
household has job, else, no
jobs

Household [102]

TRADE? Boolean value, if true, indi-
cates household will trade

Household & Bank [96]

YEAR Years that the household
entered the market

Household [102]

household agents can be categorized into two types: buyers and sellers, and they are all goal-

oriented. All buyers have one goal: finding an affordable house by proposing a bid-price to

sellers. If buyers cannot find affordable properties in four consecutive years, they will be

removed from the system. On the other hand, sellers aim to post an ask-price and maximize

their profits from the trades (this will be further discussed in Section 6.4.1). Sellers who fail

to sell their houses are forced to leave the system. At that time, the bank agent takes over

the unsold houses and attempts to sell these houses. Further details about the role of banks

are provided in Section 6.3.1. As for the attributes of the bank agents, only three attributes

are inherited from sellers, which are summarized in Table 6.1.
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The other component of this model is the environment, which contains two different ele-

ments: 1) Geo-spatial; 2) Artificial housing market comprising three different sub-markets:

downtown, city suburban and far suburban. The geo-spatial environment provides a geo-

graphic boundary of the whole simulation area and the boundaries of the three sub-markets.

Also, the geo-spatial environment provides a physical environment for all agents to move

around and the places where the households are located in. This environment also contains

the artificial housing market which captures the housing trades between buyers and sellers.

The temporal scale in this model is one year which is reflected by one time step in the

NetLogo model. Every year, households make decisions to become buyers and trade with

sellers or banks. Our rationale for choosing a year is that it is unlikely for households to

move more than once a year, and many other residential models use a 1 year time step (e.g.,

[81, 85,98,109,110]).

6.1.2 Process Overview and Scheduling

As discussed in Section 6.1, household and bank agents are the main entities in the model.

The key attribute of the households is their income (i.e., HINCOME) level, which provides

heterogeneity within the world and is updated as the simulation progresses (see Section

6.4.2). There are several models that have used income to control residential decision making

(e.g., [96, 97, 102]). Accordingly, in this model, each household makes their decisions based

on their income status, that is, to either stay or leave their current locations, as shown by

Figure 6.3. During each time step of the simulation, households will check if they can still

afford their current living location based on their annual budget (i.e.,HBUDGET), which

is calculated from their income. In addition, this income attribute also informs housing

trades (i.e., what they can afford to buy). This affordability check will be explained in

detail in Section 6.4.2. Once the buyer household decides to enter the housing market, they

search for sellers (which include banks) to interact with based on their annual budget (i.e.,

HBUDGET). Similar to the real world, where buyers are restricted to what they can afford,

buyers within the model choose sellers within the filtered list and offer a bid (i.e., a bid-price)
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Figure 6.3: Household Decision-Making Process for Stay or Leave Current Location.

to either sellers or banks, which are discussed further in Section 6.2.1 and Section 6.4.1.

6.2 Design Concepts

6.2.1 Observing

In order to capture the housing market dynamics, this model measures various variables

hierarchically, of which the details will be discussed in Section 6.5. At the macro-level,

average and median house prices are recorded at each time step of the simulation, along

with the total number of buyers and sellers within the study area. At the micro-level, each

sub-market captures the average and median house prices and the number of households

through the entire simulation to reflect the differences among the three sub-markets in

order to see if any shrinkage is occurring.
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6.2.2 Sensing

All household and bank agents know which sub-markets they are located in and the price

of the house they currently live in. As discussed in Section 6.4.1, they set budgets based

on their own incomes and the budgets can be updated along with changes in income at

each time step of the simulation. Housing trades are the main interaction in our model.

Households who become buyers will use their budget to set the bid-prices (i.e., BIDPRICE).

For buyers who fail to trade with sellers in one time step, the bid-price (i.e., BIDPRICE) will

increase in the next time step. Each seller will set their ask-price (i.e., ASKPRICE) based

on the current house price. The ask-prices (i.e., ASKPRICE) will decrease in next time step,

if the seller fails to sell their current house. Banks have similar behaviors to that of sellers.

The only difference is that bank decreases their ask-price at a greater rate. The rationale

for this is that due to banks may want to sell the house within short time frame [111].

Details related to bid-price and ask-price dynamics are discussed in Section 6.4.2. Within

the housing market, buyers make trades with sellers and they will know every seller’s ask-

price, which allows buyers to choose a specific seller based on their financial capabilities.

The trade will happen once the buyer finds a seller to trade with and agree upon the price.

Further discussions related to the negotiation process are provided in Section 6.4.1.

6.3 Details

6.3.1 Initialization

The initialization of the model is based on socioeconomic and geospatial data of the study

area. The socioeconomic data (e.g., income, employment status, house prices) comes from

Decennial Census[103] for each census tract in the study area. Before applying this data

to initialize the number of household agents within our simulation, the data was prepro-

cessed using Python to allow for efficient input into the NetLogo platform. Due to the

computational constraints of NetLogo, simulations that entail a large number of agents are

computationally intensive and time-consuming. To mitigate this, this model therefore only
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represents 1% (i.e., 10602) of the total number of households within the study area. Details

related to different scales (10% and 1%) experiments are discussed in Section 8.3.3.

The model initializes the household agents tract by tract. There are a total of three

stages during the initialization process: 1) Create households; 2) Assign employment status;

3) Assign house price. The households are initialized by using the income background from

the census dataset. For instance, if 500 households fall into the $10,000 to $15,000 income

range for a certain tract, five household agents will be generated with their incomes assigned

to this range. As for the income, if the household agent is generated within the $10,000 to

$15,000 income range, the income of this household will be ten plus a random integer between

5. After the generation of the households, several socioeconomic attributes are introduced

to the household agents, such as employment status and house prices, which provides the

household agents with more heterogeneous attributes. The employment status is extracted

directly from the census dataset to assign each household agent an employment status. For

instance, if 20% of the households are employed in a particular tract, the model will assign

20% of households in this tract as employed, and the rest of them will be unemployed. The

procedure of assigning the house price for each household is similar to assigning employment

status. The percentage of households falling into various house value ranges is used to assign

the house value. For instance, if 20% of households’ house values fall into $50,000 to $100,000,

those households’ house values will be 50 plus a random integer within 50.

In addition, three input parameters are used to initialize the model. The first is the

demand and supply condition (D-S parameter) which controls the ratio of buyers and sellers.

The model generates sellers based on the number of buyers. For instance, when set to default

(i.e., 0.5), the total number of buyers and sellers initialized is equal which indicates equal

demand and supply. For instances, 0.1 would reflect demand exceeds supply (i.e., more

buyers than sellers). While 0.9 would be the opposite (Section 8.3 shows the results of

changing this parameter). The second input parameter, HAVE-BANK? allows the model to

add a bank agent. When set to its default (i.e., True), the bank agent is added to the model

(more details about the bank agent are given in Section 6.4.2). The last input parameter
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Table 6.2: Initialization parameters default values.
Parameters Default Value Description Reference

D-S 0.5 Demand and supply, can be con-
trolled by the user; the default value
indicates equal demand and supply

Author estimation

HAVE-BANK? True Allow banks agent to be added to
the model; default value indicates
banks will be added

Author estimation

Price-Drop-Rate 5% Ask-prices decrease rate, can be con-
trolled by the user; the default indi-
cates 5% decrease of ask-price, if the
house is not sold.

[86]

is Price-Drop-Rate, inspired by what we see in the real world. In a sense, that is when a

house has been on the market for several months, the seller often drops the price. A notable

model that does something similar is that of O’Sullivan [86], which decreased the percentage

of each seller’s ask-price in the next time step if the property remained unsold. Table 6.2

provides an overview of the model input parameters along with their default values.

6.3.2 Inputs

Data plays a vital role in model parameterization as discussed in Section 6.3.1 with respect

to the initialization of the simulation. Furthermore, data plays a role in validation which

is discussed in Section 8.3. This work uses two categories of vector data: spatial and

socioeconomic data. Spatial data include: 1) Detroit city boundary (shown in Figure 4.1

(B)); 2) Tri-County area boundary including Wayne County, Oakland County, and Macomb

County; 3) All census tract boundaries for the Tri-County area. The census tract boundaries

can be associated with socioeconomic data acquired from the census dataset [103], as shown

by Table 6.3.
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Table 6.3: Census Variables for Model Initialization.
Variable Description Usage
H_I_K The number households fall in vari-

ous income ranges (i.e., 10k to 15K)
Initialize the agents and their in-
comes

H_V_K The percentage of households falls
to various house value ranges (i.e.,
50k to 100K)

Initialize the agent house price

H_EM_R Employment status of each census
tract

Add employment status for each
agent

6.4 Sub Models

6.4.1 Housing Market

There are a total of three stages for the simulation process: 1) affordability check of house-

hold; 2) generation of sellers and buyers; 3) Trade and move-in. First, households will check

the affordability of their current house by comparing their annual budget (i.e., HBUDGET)

and the minimum housing cost ( described below). To check this, all households will set

their budgets, which represents 34% of their income (i.e., HINCOME) and can be used on

annual house fees, including property tax, annual maintenance, mortgage payments, etc.

[104]. To calculate the minimum housing cost, three percentage numbers are referenced in-

cluding 1.52% of the house price for the property tax, 1.3% of the house price for the annual

maintenance fee, and 4.54% of the house price for mortgage payment [105–107]. Hence, set

7.38 % of the house price as the minimum housing cost, which indicates the lowest annual

cost for a house. If one household’s minimum housing cost exceeds the annual budget (i.e.,

HBUDGET), which indicates the household cannot afford their current house, they will

enter the housing market. Secondly, the buyers and sellers are generated based on demand

and supply (D-S) which was discussed in 6.3.1.

As for the key interaction within the model, the trade process (and subsequent moving

in ) comprises two stages: 1) buyers find sellers and 2) negotiation on the price. For

the first stage of the trade, buyers will search for sellers (i.e., moving around the physical
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environment). While buyers can enter every sub-market, buyers may not enter the downtown

sub-market first due to perceived issues with neighborhood security, which may negatively

impact buyer’s households’ decisions when purchasing a new home [17]. Hence, it’s rational

to assume that properties in the downtown sub-market are less preferred compared to city

suburban and far suburban. As such, a buyer may enter the far suburban sub-market first

and then search for sellers (i.e., homes for sale) because of the perceived notions of overall

safety conditions and a better quality of life in the far suburban areas [17]. If a buyer is

not able to find a seller in far suburban sub-market, the buyer will enter the suburban sub-

market and continue to search for sellers. Rather than exclude buyers from the downtown

sub-market, a buyer may only enter the downtown sub-market if they cannot find any sellers

in both far suburban and city suburban sub-markets. To determine whether the buyer can

afford a house or not, buyers have knowledge related to all of the sellers’ ask-prices, which

is analogous to what we see when using a real estate website to search for a new home.

The buyers will set the bid-price (i.e., BIDPRICE), which is 2.5 times their gross income

[108]. When a buyer searches for a new location, they keep checking the ask-prices (i.e.,

ASKPRICE) of the sellers located in that area. Buyers will then sort out a list of sellers

based on their initial bid-prices (i.e., BIDPRICE) when they move to a new area. For

example, sellers with ask-prices less than 1.1 times that of a certain buyer’s bid-price and

greater than that buyer’s bid-price may be sorted into the list. If there is only one seller

in a specific area, the buyer will only bid on one house in one time step. However, if there

are more sellers in a specific area, the buyer’s bid-price may be reviewed by all those sellers

located in the same area, which can be considered as multiple bids in the same area in

one time step (hence buyers can make multiple offers in one time step). After this stage,

the sellers attempt to complete a trade. The sellers’ goal is to maximize their profit from

the trade so that they will choose the buyer with the best bid-price. After the trade is

completed, the trade will be recorded.
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Figure 6.4: Household Dynamics.

6.4.2 Households and Banks Dynamics

Several dynamics are introduced to the household and bank agents to imitate real-world

circumstances. The process is shown in Figure 6.4. For all households, employment status

(EMPLOYED?) may change each time step, which is inspired by Patel et al.[102]. For

example, employed households have a certain probability of losing their job; similarly, un-

employed households may have a probability of finding a job. As shown by Equation 6.1,

the income dynamics are based employment status of the agents. It+1 is the income at time

t+ 1, It is the income at time t and α represents the employment status. If one household

has a job, α will be the ln 0.5; if not, it will be -0.1. The employment status, therefore,

impacts the households’ income (HINCOME), which has a direct influence on their annual

housing budget.

It+1 = It ∗ (1 + α) (6.1)
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Population dynamics are reflected both by the sellers and buyers. As for sellers, if

employed, but are unable to sell their houses over four consecutive years (i.e., time steps)

they may stay and keep trying to sell the house until a buyer is found. While, for sellers

who are unemployed, if they cannot sell the house for four consecutive years, they will be

removed from the system (akin to foreclosure). At that time, the bank agent may take over

their houses and keep trying to sell them. From the buyer’s side, if they are unable to find

a house to purchase in four consecutive years, they will be removed from the system. This

dynamic indicates that those buyers who cannot afford a house in any of the sub-markets

based on their finical status may move out from our study area to somewhere else. Also, the

dynamics of bid and ask prices are added to the model. From the seller’s side, the ask-price

(ASKPRICE) may decrease when the house is not sold [86]. For example, in the model, if a

seller or a bank fails to sell a house, the ask-price will decrease based on the Price-Drop-Rate

in the next time step which is shown in Equation 6.2. ASKt+1 is the ask-price at time t+1,

ASKt is the ask-price at time t and PDR represents Price-Drop-Rate. The Banks agent’s

ask-price drop rate is doubled compared to that of a seller household. This reflects the banks

wishing to clear their inventory and recoup money owed as quickly as possible.

ASKt+1 =

 ASKt ∗ (1− PDR) Sellers

ASKt ∗ (1− 2 ∗ PDR) Banks
(6.2)

As for the buyers, the bid-prices (i.e., BIDPRICE) are impacted by their income (i.e.,

HINCOME). Other than that, buyers who fail to find a seller or bank to trade with may

increase their bid-price based on their budget (i.e., HBUDGET) as shown in Equation 6.3.

BIDt+1 is the bid-price at time t+ 1, BIDt is the bid-price at time t and β is the random

number generated based on how much percentage can buyers bid-price exceed their initial

offer. In our model, 0.1 is used, which indicates a buyer’s bid-price may not exceed %110 of

the initial bid-price. This β concept is based loosely on land market models (e.g., [93, 96])

where buyers have a willingness to pay up to a certain percentage point over their initial
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Figure 6.5: 1990, 2000 and 2010 Census Data on Median House Prices, (A) Median House
Price, (B) Median House Price without Inflation

bid-price.

BIDt+1 = BIDt ∗ (1 + β) (6.3)

6.4.3 Economic Environment

The economic environment is the invisible hand in the model and considers house prices’

inflation, which imitates economic inflation. Although the trend of the economy in Detroit

has been downwards, for example, there are few extreme cases where homes have been

sold for $1 [112]. According to 1990, 2000, and 2010 census data, the overall house prices

show an upward trend as seen in Figure 6.5(A). The Median house prices are all increasing.

One reason for this relates to general inflation. However, when disregarding the impact of

inflation by using the United States inflation calculator [113], the house prices still keep

increasing over time, as shown in Figure 6.5(B). Hence, in the model, house prices will

increase during the simulation based on annual inflation rates taken from [113].
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6.5 Model Outputs

In Section 1.1, the contraction of the housing market and population loss are the conse-

quences of urban shrinkage, which is what is explored with this model (as discussed in

Sections 3.2 and 4.1). As a result, this model specifically focused on the changes in the

number of households and the changes in house prices within different sub-markets to ex-

plain the urban shrinkage. As discussed in Section 6.5, these selected outputs are the result

of the housing trades in the model. To capture the changes in house prices, median and

average house prices of each sub-market are used to reflect the price dynamics. At the same

time, median and average house prices for each census tract are also recorded by the model

to show the spatial disparity of the house prices.
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Chapter 7: Topic Modeling

7.1 Overview

As discussed in Section 1.1 and 4.2, the purpose of this chapter’s model is to investigate the

discussions related to urban shrinkage over the years by utilizing topic modeling in a new

source of text data (i.e., news articles). This section provides details of topic modeling and

Figure 7.1 shows the workflow of the topic modeling along with the tasks under each step.

Specifically, the first step is to collect news articles from LexisNexis as discussed in Section

7.2. Secondly, data preprocessing is conducted for the collected data, which is discussed in

Section 7.3). The third step comprises the yearly statistics and the investigation of topics

by using the preprocessed data, which are discussed in Section 7.4. Step 4 (i.e., Section 7.5)

illustrates the interpretation of the resulting topics based on the characteristics of urban

shrinkage.

7.2 Step 1: Data Collection

Newspaper text data used in this work was collected via LexisNexis using a keyword search.

The keywords "Detroit", "shrink", and "decline" were used for the search of the news

articles. These keywords were selected based on the characteristics of the study area and

the urban shrinkage as discussed in Section 1.1 and 2. Specifically, "Detroit" represents the

study area of this work. The term "shrink" not only includes words sharing the same root

(i.e., shrinking and shrinkage) but also stands for this work’s topic: urban shrinkage. As for

"decline", it can find different characteristics of urban shrinkage (e.g., population decline

and decline of the economy). However, LexisNexis has limited resources for newspaper

articles earlier than 1975 under this keyword search. The earliest news article is from 1975.
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Figure 7.1: Topic Modeling Work Flow.

Hence, the news articles collected for this work are within the time frame starting from Jan

1, 1975, to Oct 1, 2021. As for the data collection, it resulted in 6794 English news articles

published by various national and local press organizations (e.g., Forbes, The New York

Times, Newsweek, Crain’s Detroit Business, The Detroit News, etc.).

7.3 Step 2: Data Preprocessing

Articles collected from Step 1 are further preprocessed by removing the duplicated articles

and the articles without the year of publication. The reason to remove the articles without

years is that this work aims to reveal the changes of discussion related to urban shrinkage

over the years. If there is no publication year, discussions detected in this article cannot mark

on the time frame and reflect the discussion changes. After removals, the total number of

news articles is 5595. Other than the article’s removal, it is also crucial to clean the contents

of each news article. Thus, a series of text preprocessing was operated based on previous

works [114]. This text preprocessing comprises converting all text to lowercase, expanding

contractions, grouping words with the same root (i.e., lemmatization) and removing emojis,
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numbers, punctuation marks and stopwords (e.g., and, or, not).

7.4 Step 3: Data Analysis & Topic Modeling

7.4.1 Yearly Statistics

Before detecting the topics, this work first counts the number of news articles published

each year from 1975 to 2021. Counting the number of news articles may provide the overall

trends of how urban shrinkage is covered over time (i.e., 1975 to 2021). Then, these trends

can be used to identify several nation-level and city-level historical events (e.g., the 2007 -

2009 US economic recession, the bankruptcy of the city of Detroit, bankruptcy of automobile

companies).

7.4.2 Model Utilized for Topic Modeling

Figure 7.2: Topic modeling setup.

With respect to topic modeling, BERTopic, a Python-based topic modeling technique,

is utilized to detect the topics of all collected news articles. The rationales for selecting

BERTopic were its easiness, flexibility in implementation and more options for embedding

models [63]. In addition, BERTopic has been proven that it is capable to identify more

insights with its embedding approach [115]. As for the model utilized in this work, Figure
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Table 7.1: Model Parameter.
Parameter Value Description
language english News articles collected for this work

are in English
calculate_probabilities False Less computational efforts

verbose True Check the running status of the
model

embedding_model all-mpnet-base-v2 High performance embedding
model, allows the model provide a
higher quality results

top_n_words 15 Output 15 words word under each
topic, allows us to see five more
words than the default setting

n_gram_range (1,2) Allows the model detect city or state
with two words (e.g., New York)

min_topic_size 15 Allows the model generate topics
with minimum 15 words

nr_topics auto Allows the model combine the simi-
lar topic automatically

7.2 shows the model and its parameters used to detect the topics related to urban shrinkage.

This model is built using BERTopic along with two embedding models, the Vectorizer model

and the UMAP model. The Vectorizer model is used to remove the stop words once more,

allowing the model to generate more interpretative topics. While the UMAP model is one

of the custom embedding models, setting the random_state parameter within the UMAP

model allows the model to reproduce consistent results. Other than these two embedding

models, the detailed settings of each parameter within the BERTopic model are shown in

Table 7.1.

7.5 Step 4: Narrative Factors

In this step, keyword searches on the resulting topics are performed to find the topics

based on the different keywords related to the phenomenon of urban shrinkage and its

consequences. As for the phenomena of urban shrinkage, two keyword lists are used to find

related topics, which are the urban list and the shrinkage list. These two lists consist of
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Table 7.2: Keyword of Each Factor Related to Urban Shrinkage
Name Keywords List

Urban list urban, city, Detroit, neighborhood, suburban
Shrinkage list shrink, shrinkage, decline
Population list population, people, residents
House list house, housing, mortgage, home, loan
Job list job, employment, salary, employer, employee, worker, labor
Economy list economic, stock, industry, tax, car, company, recession

the synonyms of urban and shrinkage, shown by Table 7.2. Turning to the consequences,

as summarized in Section 1.1, population loss, increasing unemployment rate, economic

decline and housing market collapse are considered as the characteristics of urban shrinkage.

Thus, four keyword lists selected for urban shrinkage’s consequences are related to the

characteristics, which are population, job, economic and house list. As for the population

and job list, synonyms of the population and job are selected for these lists (shown by Table

7.2). With respect to the house list, keywords such as loan or mortgage are included, which

are related to real-world house purchases. While for the economic and house lists, not only

are the synonyms selected for these two lists but the keywords related to these characteristics

are also selected. For example, in the economy list (shown in Table 7.2), stock, tax, and

recession are chosen to present the economic status. Keywords such as car, industry, and

company are selected to represent Detroit’s primary industry sector.

The keyword search uses the list shown in Table 7.2. Each keyword within the list

is applied to find the top three related topics from the model results by using BERTopic

built-in function (i.e., find_topics) [63]. After this, six lists comprising various topics are

captured to present each keyword list. Temporal analysis is then conducted on these six

lists, aiming to measure each topic’s evolution or changes over time as discussed in Section

7.1. For every keywords list, the same topic could be captured multiple times by applying

different keywords, this step only keeps one appearance for each topic.
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Part III

Results
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Chapter 8: Agent-Based Model Results

8.1 Overview

This chapter discusses two agent-based models’ results individually. Section 8.2 provides the

results of the initial Model, while Section 8.3 introduces the extended model’s results. Before

detailing the results of each model, efforts related to verification and validation are intro-

duced first. In this work, verification is considered as the process of checking if the model

matches its design [92]. The same process is performed to verify both models. The verifi-

cation process comprises code walkthroughs, visual debugging [116] and sensitivity analysis

by conducting a series of control variates experiments on each model’s input parameters to

ensure the model was working as designed [117]. These tests ensured that no logical errors

are made in the translation of the model into code and that there were no programming

errors.

For validation, it refers to the process of ensuring the model aligns to the real world,

specifically how the two models in this work can capture basic market behavior as it po-

tentially relates to urban shrinkage. In order to do this, three simulation scenarios are

presented, which simulate different demand and supply conditions: (1) equal demand and

supply; (2) demand exceeds supply; (3) supply exceeds demand. Building on this, the two

models can be validated so that the shrinkage can be simulated through the housing trading

interactions.
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8.2 Initial Agent-Based Model Results

8.2.1 Verification

Verification of the model was performed by conducting code walkthroughs and control vari-

ates experiments to ensure the model was working as designed. As discussed in Section

5.3.1, these parameters : 1) D-S; 2) Balance; 3) diffusion rate (DR), thus three sensitivity

analysis experiments are performed for three input parameters. To verify D-S, there is no

need to run the model, the experiment only set various values D-S(e.g., 0.1, 0.5 and 0.9) and

noted each outcome with respect to the number of buyers and sellers at the beginning of the

simulation. Various D-S values stand for different demand and supply scenarios, which are

discussed in Table 8.1. Also, as shown in Table 8.1, the model is able to generate different

numbers of buyers and sellers by modifying the value of D-S.

While Balance controls the initial house price distributions (as discussed in Section 5.3).

There is also no need to run the simulation to verify Balance. In this experiment, Balance

was set to 0, 50 and 100. As for Balance extreme values (shown in Table 8.2), when set

Balance to 0, the average price (AVG) is 55.42, which is lower than the default setting of

80.48 when the Balance is set to 50. When Balance is set at the highest value (i.e., 100), the

average house price is 106.05. Therefore, the results show that Balance adds the variations

to the house price distributions within our stylized model.

With respect to the experiment of the diffusion rate (DR), DR is set to either 0 or 1.

0 indicates that households can only choose homes within the same sub-market that they

are currently living in, while 1 allows households to move to different sub-markets. Hence,

this experiment requires running the model and analyzing simulation results to verify DR.

The model was run for five time-steps within this experiment and repeated 50 times. As

for the parameters’ settings, DR values were modified to different values (i.e., 0, 1), and the

rest of the parameters were set to default. As shown in Table 8.3, when DR is set to 0, the

number of households stays the same as the initialization number as the agents cannot move

to different sub-markets. However, when DR is set to 1, the number of households varies
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drastically from when the model is initialized. Hence, the DR parameter works as expected,

which impacts the households’ movement between the different sub-markets. After carrying

out these verification experiments, it’s confident that the model behaves as intended and

matches its design.
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Table 8.4: Validation of D-S.
D-S value Description AVG Number of Households

0.5 Demand exceeds supply

Sub-Market Start End (std.)
Downtown 446 429.20 (5.57)
Suburban 502 514.80 (5.65)

Far Suburban 330 334.00 (4.44)

1.0 Equal demand and supply
Downtown 446 429.10 (5.67)
Suburban 502 515.24 (4.89)

Far Suburban 330 333.66 (4.16)

1.5 Supply exceeds demand
Downtown 446 429.28 (5.66)
Suburban 502 514.46 (4.89)

Far Suburban 330 334.26 (4.16)

8.2.2 Validation

In order to explore how our model can capture market behavior as it relates to urban

shrinkage, this section presents several simulation scenarios of different demand and supply

conditions for five time steps and run each scenario 50 times; in what follows this work de-

scribes the average of these results. Five years is chosen as this avoids longer-term economic

and environmental impacts on the housing market. To control the demand and supply, this

validation process only changed the D-S parameter in the model and kept all other param-

eters at their default values. Three scenarios: 1) equal demand and supply; 2) demand

exceeds supply; 3) supply exceeds demand, were simulated to explore how the demand and

supply condition impacts the number of households in the different sub-markets. Table 8.4

shows the initial number of agents in each sub-market for different D-S settings along with

the final numbers after five time steps. As can be seen by altering the D-S parameter, the

number of households in the downtown area decreases while the suburbs all see an increase

in households.

Building on Table 8.4, Figure 8.1 shows the three scenarios for the number of households

for each sub-market. In all three scenarios, downtown shrinkage can be observed in terms

of the decreasing number of households from year 0 to 5. Households generally choose to

relocate in suburban and far suburban areas leading to a decline in downtown populations.
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Figure 8.1: Average Results where: (a) demand exceeds supply; (b) equal demand and
supply; (c) supply exceeds demand for each different housing sub market.

However, a small number of households did move to the downtown area in one scenario at

year 2, that of when demand exceeded supply (as can be seen in Figure 8.1(a)) which can be

explained as there are a limited number of houses available in suburban and far suburban

sub-markets.

8.2.3 Summary

Section 5 has demonstrated the initial foray into exploring urban shrinkage through hous-

ing markets stylized upon the Detroit Tri-county area. Results from the model show that

through the buying and selling of houses can lead to a decline in households within the

downtown area. This result has implications with respect to urban shrinkage, as discussed

in Section 1.1. A decline in households leads to less tax revenue and therefore limits a city’s

ability to provide services which in turn can lead to more urban decline. In addition, by ap-

plying this initial model, a benchmark model has been created for utilizing an agent-based

model to simulate the urban shrinkage from the scope of housing trades simulation and

captures the dynamics related to the number of households. Building on this, an extended

model agent-based model is built in order to capture more dynamics (e.g., household dynam-

ics and house price dynamics) of a shrinking cities housing, which the details are discussed

in Chapter 6). The results from the extended model are discussed in the following section

(i.e., Section 8.3).
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8.3 Extended Model Results

8.3.1 Verification

As discussed in Section 8.1, visual debugging can be carried via the model interface when

the model is running. Other than visual verification at the micro-level as discussed above,

four plots (e.g., plot A, B, C, D) are used for macro-level visual verification as shown in

Figure 8.2. Plot A captures the change in number of households during the simulation. Plot

B outputs some generic results (e.g., total household number, number of bank agents), but

the main purpose of this plot is to show the households’ employment statuses are updating

(i.e., changing) over the simulation, which was discussed in Section 6.4.2. As for Plots

C and D, they show the median and average house prices during the simulation. With

these plots updating during the simulation, what can be ensured is that the model does not

have programming errors that stop the simulation instantly. But further sensitivity analysis

experiments are needed to test the impacts of the input parameters, which is not possible

to capture through visual debugging alone and this work turn to this next.

As discussed in Section 6.3.1, three input parameters were used in the model: 1) D-S;

2) HAVE-BANK?; and 3) Price-Drop-Rate. To test these three input parameters, a series

of control variates experiments were designed for sensitivity analysis within the verification

purposes. For instance, when verifying D-S, only the value of D-S was modified and kept

the other two parameters set to default values as shown in Table 6.2. Each experiment is

run 50 times, and in what follows, this work reports only the average results.

To verify D-S (see Section 6.3.1), one does not need to run the model, as D-S is only used

when the model is being initialized to set the number of buyers and sellers. Therefore this

work tested various D-S values (e.g., 0.1, 0.5 and 0.9) and noted its outcome with respect to

the number of buyers and sellers. Various D-S values stand for different demand and supply

scenarios, which will be discussed further below. As shown in Table 8.5, the model is able

to generate different numbers of buyers and sellers by modifying the value of D-S. As for

the other two parameters (i.e., price-drop-rate and HAVE-BANK?), because they are used
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Figure 8.2: Model Verification, including input parameters, monitors (left) and the study
area (middle) and charts recording key model properties (A: Number of households in dif-
ferent sub-markets; B: Verification plot for total household numbers (e.g., total household
number, number of bank agents, the number of employed and unemployed households); C
and D show the median and average house price changes during the simulation).

during the simulation, the following verification experiments were undertaken.

To test price-drop-rate parameter, a series of extreme value tests were carried. Within the

test, by setting the parameter to 0, 5, and 10 which represents how much of a percentage of

the ask-price will be decreased in each time step if the house is not sold. In this experiment,

the bank agent is not added, (i.e., HAVE-BANK is False). The rationale for this is that the

purpose here is to test the impacts of Price-Drop-Rate on ask-price. Hence, capturing the

average ask-price changes throughout a simulation gains sufficient evidence for this stage

of verification. As Figure 8.3(A) shows, when increasing the value of Price-Drop-Rate, the

average ask-price decreases more, which indicates that Price-Drop-Rate parameter does have

an impact on the average ask-price and this parameter works as intended.

Moving to the verification of HAVE-BANK?, as discussed in Section 6.3.1, HAVE-

BANK? allows the model to add a bank agent. Unlike that of regular sellers, bank agent’s

ask-price drop rate is doubled (seen Section 6.4.2). Hence, the assumption is that with

the increasing number of bank-owned properties, the average ask-prices may decrease more
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than those in a scenario where there is no bank agent. Table 8.6 captures an average of

932.42 bank-owned proprieties by the end of the simulation, which indicates HAVE-BANK?

is capable to add a bank agent when the need arises. Figure 8.3 (B) shows that the average

ask-price drops with the increasing number of properties owned by the bank agent, and the

average ask-price is lower compared to the no bank scenario. This suggests that the bank

agent is added properly by the model. After carrying out these tests, it’s confident that the

model behaves as it is intended and matches its design and thus is verified.
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8.3.2 Validation

Now turning to model results and validation, validation refers to the process of ensuring

the model aligns with the real world, specifically how the model can capture basic market

behavior as it potentially relates to urban shrinkage. In order to do this, this work presents

three simulation scenarios of different demand and supply conditions for a period of 20 (year)

time steps. Each scenario is run 50 times and in what follows, only the average results are

reported. Twenty years is chosen as the simulation time period, which covers the years of

1990, 2000 and 2010 where we have census data for, which in turn can be used to validate

the model. To control the demand and supply scenarios within the model, only the D-S

parameter is changed and all other parameters are kept at their default values (e.g., Table

6.2). Three different scenarios were simulated to explore how different demand and supply

conditions impact on median and average house prices in the different sub-markets: 1) equal

demand and supply; 2) demand exceeds supply; 3) supply exceeds demand. Table 8.7 shows

the final median and average house prices in each sub-market for different D-S settings which

are the same values described in Section 8.5.

Building on Table 8.7, Figure 8.4(A) shows the three scenarios with respect to the number

of households in each sub-market. As Figure 8.4(A) shows, the overall trend of household

numbers in all three scenarios is decreasing, which can be considered as population loss in a

shrinking city or the whole metropolitan area. However, one can see that around time step

5, there is a drop in the number of households. This drop is due to the bank agent entering

the simulation and taking over sellers’ houses which were unsold (as discussed in Section

6.4.2). While Figures 8.4 (B) and (C) demonstrate how median and average house prices

change over the simulation scenarios. The results indicate that among all three simulation

scenarios, the median and average house prices in different sub-markets turn out to be

increasing. This is due to inflation that is included in our model (as discussed in Section

6.4.3). The simulated increasing house price trends are similar to that of the empirical data

which was shown in Figure 8.4.

In demand exceeds supply scenarios, although all buyers are attempting to find sellers
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Figure 8.3: Average ask-price changes with Different values of HAVE-BANK?.
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and complete trades (i.e., buy a house), due to insufficient sellers generated at initialization of

the model, the number of relocating households is the lowest among all scenarios. However,

as shown in Table 8.7, the model captures the highest median house price in the far suburban

sub-market (which is approximately 60% more than that of downtown), which is due to the

sellers flooding this area as discussed in Section 6.4.1 and is similar to what one sees in

the "real world" (i.e., Figure 6.5). This suggests the model captures the correct market

behavior.
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While in demand equals to supply scenario, due to a relatively balanced market, we

witness the most household relocations being captured, along with the lowest median house

prices in suburban and far suburban sub-markets (i.e., suburban: 116.60; far suburban:

146.50). However, the median house price in the downtown sub-market is not the lowest

among all scenarios (i.e., 127.68). This result might sound counter-intuitive because one

would expect the lowest median house price in the supply exceeds demand scenario. How-

ever, the average house price for all three sub-markets in this scenario is in the middle of

all the scenarios, which suggests there are nuances in how one should record and report

the results of the model. One reason for this result could be because all buyers have the

preferences to purchase houses in far suburban and suburban (as discussed in Section 6.4.1),

which leads to a relatively competitive market. In addition, all sub-markets average house

prices are the lowest among all scenarios.

8.3.3 Scaling Experiments

As discussed in Section 6.3, other than using one agent to represent 100 households, exper-

iments using one agent to represent ten households are carried out to determine the scale’s

impacts on the final simulation results. Table 8.8 illustrates the caparisons of simulation

results of 1:10 and 1:100 scales to Census data from the aspect of median house value in ag-

gregated sub-market level. Also, Figure 8.5 illustrates the percentage of difference between

simulation results (i.e., 1:10, 1:100) and census data in the middle (i.e., Figure 8.5 (a) and (c)

) and the end of the simulation (i.e., Figure 8.5 (b) and (d)). The results from both 1:10 and

1:100 scales models capture a prosperous far suburban sub-market. The results from 1:100

capture an initial collapsing and gradually growing downtown sub-market. Comparing the

simulation results to census data, the differences between census data and the 1:10 model

results are smaller than the results from the 1:100 model. However, the same up-warding

trends for the median prices from every sub-market are captured by both models, which

aligns with census data (as shown in Table 8.8). Although the 1:10 model can capture the

results with fewer differences compared to the real census data, the ideal scenario is to run
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Figure 8.5: Median House Prices Differences between Simulation Results and Census Data:
(a) 2010 (b) 2020 (c)2010 (d) 2020 .

a one-to-one model to simulate the urban shrinkage. Due to the constrain of the NetLogo

platform, the 1:10 model takes 6.5 hours to simulate one run (i.e., 20 time steps) with a

MacBook Pro M1 Max chip with 32G memory. Thus, running a one-to-one model would be

more computationally intensive and time-consuming. With respect to time and the purpose

of this model, 1:100 is a reasonable scale for this model to explain Detroit’s shrinkage by

capturing decreasing numbers of households and collapsing downtown and city suburban

housing markets.
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8.3.4 Summary

By discussing the results above from the three scenarios and the scaling experiments, it is

clear to the reader that our model captures urban shrinkage from the aspect of decreasing

numbers of households in the downtown sub-market using 1:100 scale. Also, the results of the

extended model are similar to empirical data shown in Figure 6.5. Even without inflation,

house prices are still increasing even in a well-known shrinking city and our model captures

similar trends in the three scenarios (as shown in Figure 8.4). To some extent one could

consider such results as level 2 validation in terms of Axtell and Epstein [118] schema of

classification of model validation. In the sense, quantitative agreements of emerging macro-

structures (e.g., declining number of households and increasing house prices) can be attained

by utilizing the model building from the bottom-up.
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Chapter 9: Topic Modeling Results

9.1 Overall

This chapter illustrates the results of the topic modeling. Section 9.2 first presents the

overall trend that is measured from the yearly statistics by reporting the number of news

articles published each year. In Section 9.3, the resulting topics from the topic modeling are

presented. Next, Section 9.4 turns to the keywords search for each keyword list related to

the phenomena of urban shrinkage and its consequences, as discussed in Section 7.5.

9.2 Yearly Statistics

This section illustrates the results of the statistics on the number of published news articles

each year. This section is meant to provide the overall trends of how newspapers cover the

urban shrinkage. Figure 9.1 illustrates the general trend of news articles related to urban

shrinkage. Generally, it can be measured as an increasing trend until 2013. The overall trend

slightly calmed down and fluctuated from 2012 to 2013. Until 2021, the number of news

articles covering urban shrinkage shows a decreasing trend. With respect to the number of

newspaper articles published yearly, two peaks are measured 2008 to 2009 and 2012 to 2013.

From 2008 to 2009, national and city-level historical events happened, including the

2007-2009 recession and Chrysler’s bankruptcy. Turning to the 2012-2013 peak, a notable

city-level event occurred in 2013: the city of Detroit’s bankruptcy. Other than these two

significant peaks, the 1981-82 recession can also be measured by the small peak of 1981 and

1982. Turning to the other small peak measured in 1991 and 1992, two city-level events can

be linked to these two years. Detroit’s crime rate peaked in 1991 [119], and Chrysler opened

a new plant inside the city of Detroit [120]. Through the yearly statistics on the collected
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Figure 9.1: News Article Published Each Year (1975 to 2021)

news articles, this work can measure that the urban shrinkage has drawn a lot of attention,

which can be reflected by the increasing number of yearly published news articles. Other

than this, several national and city-level historical events can be linked to the peaks that

are measured from the yearly statistics. However, this analysis is still rough and further

analysis is needed to gain insights related to how urban shrinkage is discussed over time by

news articles, which will be discussed next.

9.3 Resulting Topics

With respect to the resulting topics generated by the model utilized in this work, Table 9.1

illustrates the resulting topics along with their names and the frequency. The model has

detected a total of 42 topics, but firstly some irrelevant or outlier topics (i.e., Topic -1) and

topics with frequencies are equally less than 20 times (i.e., Topic 33, 34, 35, 36, 37, 38, 40)

are removed. The rationale for removing Topic -1 is that the model automatically detects

the irrelevant topic as an outlier topic for us. As for the topics with frequencies that are

equally less than 20 times, they are not directly related to the urban shrinkage. But, there is

one exception: Topic 39. This topic comprises fhfa (i.e., Federal Housing Finance Agency),

fha (i,e., Federal Housing Administration) and loan, which might be related to the housing
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Table 9.1: Resulting Topics.
Topic Frequency Name

-1 2195 -1_state_united_president_said
0 565 0_city_county_detroit_buffalo
1 509 1_know_going_think_right
2 390 2_business_think_going_year
3 253 3_job_american_economy_america
4 167 4_price_home_housing_market
5 161 5_mln_consensus_share_rev
6 148 6_chrysler_auto_sale_automaker
7 143 7_trump_vote_election_ballot
8 128 8_bank_credit_financial_think
9 103 9_tax_stock_stimulus_income
10 101 10_cent_canadian_canada_word
11 82 11_energy_oil_climate_gas
12 73 12_airline_travel_air_airport
13 69 13_trade_rep_japan_agreement
14 68 14_board_election_employer_hearing
15 65 15_covid_coronavirus_case_health
16 64 16_percent_economy_said_market
17 57 17_film_street_min_scene
18 47 18_school_student_district_education
19 45 19_stock_percent_moneyline_company
20 37 20_tdb_btd_store_sale
21 36 21_team_game_hockey_player
22 35 22_housing_hud_program_community
23 34 23_drug_crime_police_enforcement
24 33 24_border_immigration_immigrant_patrol
25 32 25_percent_sale_tuesday_fell
26 27 26_station_redwing_wgclusa_wjbkdetroit
27 26 27_newspaper_news_editor_daily
28 26 28_health_care_insurance_research
29 25 29_comey_supra_clinton_information
30 23 30_democracy_obama_american_america
31 21 31_austerity_britain_liverpool_london
32 21 32_newspaper_news_editor_said
33 20 33_tuesday_price_yang_paulson
34 20 34_black_church_white_ross
35 19 35_swine_flu_tuesday_economy
36 18 36_cent_australian_point_index
37 18 37_defense_dod_military_navy
38 18 38_hospital_health_reg_nurse
39 17 39_fhfa_fha_loan_freddie
40 16 40_museum_art_corcoran_barnes
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Table 9.2: Keywords Search Results.
Keywords Resulting Topics

Urban 0, 6, 22, 31
Shrinkage 2, 9, 14, 25, 28
Population 0, 3, 22, 28, 30

House 4, 8, 22, 39
Job 2, 3, 4, 9, 14, 16, 31

Economy 2, 3, 6, 9, 16, 19, 22

market. Thus, Topic 33, 34, 35, 36, 37, 38, and 40 are removed. Topic 39 is kept for further

analysis of this work.

A rough classification of the resulting topic (i.e., Topics 0 to 32 and 39) can be done by

simply using their names. For instance, it’s straightforward to find that topics related to

economy (e.g. Topic 3, 8, 13, 19), politics (e.g., 7, 29, 30), sports (e.g.,Topic 21, 26), film

(e.g., Topic 17), traveling (e.g. Topic 12), public health (e.g., 3, 15), public safety (e.g., 23),

education (e.g., 18) and housing market (e.g., 22, 39). However, it’s challenging to reveal

more insights related to urban shrinkage by classifying the resulting topic using the name of

each topic. Therefore, as discussed in Section 7.5, keyword search and temporal analysis on

each set of resulting topics are conducted to find relevant insights related to urban shrinkage.

9.4 Keywords Search

As discussed in Section 7.5, the six lists of keywords are used for the search of topics related

to the phenomena of urban shrinkage and its consequences. The six lists of keywords are

urban, shrinkage, population, house, job and economy. This section introduces all six sets

of the resulting topics from the keyword searches. Then, temporal analysis is carried out for

every set of keyword search results.

With respect to the keywords search results, Table 9.2 shows the resulting topics for all

six keyword lists. Five topics are found for Urban, Population and House keywords list.

For Shrinkage, Job and Economy keywords list, seven topics are captured for each keywords
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Figure 9.2: Keywords and Related Topics
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Figure 9.3: Topic Intersection for Each Keyword
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Table 9.3: Keywords Search Resulting Topics Overlaps.
Urban Shrinkage Population House Job Economy

Urban 4 0 2 1 1 2
Shrinkage 0 5 1 0 3 2
Population 2 1 5 1 1 2

House 1 0 1 4 1 1
Job 1 3 1 1 7 4

Economic 2 2 2 1 4 7

list. Figure 9.2 shows the relationships among different keywords list and the resulting

topics. The reader may notice that there are only 17 unique topics instead of 42 resulting

topics shown by Table 9.1 in Section 9.3. This is because the keywords search filters out

the topic that is not directly related to urban shrinkage (e,g, politics, sport, film, travel).

In Figure 9.2, the number under each keyword indicates how many topics are included in

a specific keyword. For example, the number 5 means five topics are found under Urban

keywords. At the same time, the number under each topic indicates the frequency of a

specific topic. For example, the number 4 under Topic 22 means that Topic 22 appears

four times among all keywords searches. The lines within the circle connect the topics and

keywords, which refer to the relationship between topic and keywords. Using Topic 22 as

an example again, the four lines indicate that Topic 22 is found as the resulting topic for

Urban, Population, House and Economy keywords search. Table 9.3 shows the number of

intersected topics among different keywords, which is visualized by Figure 9.3. The largest

number of intersections (i.e., 4) is found between Job and Economy keywords, which means

the resulting topics of the Job and Economy keyword searches share the same four topics

(i.e., Topic 2, 3, 9, 16).

After introducing the resulting topic of the keywords searches, the next Section turns to

the temporal analysis for each set of resulting topics. For each set of resulting topics, the

same analysis is conducted to explore how the resulting topics’ frequency change over time

and how the words under each resulting topic change over time. By showing the frequency

changes through multiple line graphs, it allows us to identify the most discussed topic in a
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specific year and link the most discussed topic with certain national and city-level historical

events. In the following section, each set of results topics is discussed individually.

9.4.1 Urban Keywords Resulting Topics

Table 9.2 shows four topics that are captured for urban keywords, which are Topics 0, 6, 22

and 31. Figure 9.4 shows each topic’s frequency change over time. The peak of Topic 0 is

detected in the year 2013, which is the year that the city of Detroit went into bankruptcy

(as discussed in Section 2.1). In Topic 0, other cities such as Buffalo are detected, which is

another shrinking city located in the Great Lake Area. Similarly, Topic 31 also detects some

cities’ names. For example, Liverpool is a city that has automobile manufacturers in Britain.

However, the peak detected for Topic 31 is in the year 2012. Several events can be linked

to this peak, which is the 2012 London Olympics, increasing productivity of Liverpool’s car

manufacturing and the UK’s GDP shrank in the year 2012 [121,122]. Topic 6 contains terms

such as automaker and Chrysler, and its peak is captured in 2008, which is during the 2007-

2009 recession. In addition, Chrysler’s bankruptcy in 2008 and the 2008-2010 automotive

manufacturing crisis can also be linked to this peak.

No peak is detected for Topic 22, but this topic is related to urban housing status and it

fluctuates starting from 1989. Within this topic, hud (i.e., Housing and Urban Development)

created the Consolidated Plan to support the local urban and community planning in 1995

and a large number of programs had been applied for the urban housing development [123].

In addition, 1995 is the first high point of the Topic 22 discussion. Starting from 2007, Topic

22 is discussed due to the city’s 2007-2009 recessions, 2013 bankruptcy, and the Covid-19

pandemic in 2020. These events also change the housing market and communities of Detroit.

For example, hud has made efforts to deal with the increasing number of low-price and long-

term abandoned houses, including the house demolitions and renovations [124].
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Figure 9.4: Urban Topic Over Time

9.4.2 Shrinkage Keywords Resulting Topics

Within the resulting topics of shrinkage keywords, five topics are captured: Topics 2, 9, 14,

25 and 28 (as shown in Table 9.2). Figure 9.5 shows how the results topics’ frequencies

change over time. Topic 2 is related to business and the peak measured in 2008 during

the recession. By that time, all types of businesses and companies shrank, including the

automobile industry and finance market [125]. As a result, the tax revenue also shrank.

Topic 9 is captured to support the shrinkage of the finance market during the 2007-2009

recession. However, the peak of Topic 9 is measured in the year 2020. The reason behind this
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Figure 9.5: Shrinkage Topic Over time
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is that due to the global pandemic, the stock market witnessed some turbulence [126]. In

addition, people’s income was impacted and the federal government distributed the stimulus.

Within Topic 25, terms like "sale", "profits", "loss", "fell", indicate the shrinkage of business

along with its peak measured in 2009. Due to the shrinkage of different types of business,

especially, the automobile industry during the recession, terms within Topic 14 such as,

board, nlrb (i.e., National Labor Relations Board), employer, employee, union indicate that

the federal agency and union stepped into the role of solving the relations between the

employer and employee [127].

Other than business shrinkage, health care service’s shrinkage is also captured by Topic

28, and the discussion peak is measured at 2014 [128]. In addition, several discussions related

to health care (i.e., Obamacare) are detected in 2008 and 2010. With respect to these two

years, 2008’s discussion is related to presidential candidates’ health reform proposals, while

Obamacare was effective in 2010 [129].

9.4.3 Population Keywords Resulting Topics

Resulting topics of population keywords contains five topics (i.e., Topics 0, 3, 22, 28, 30),

which is shown by Table 9.2. Topic 0 and 22 are two intersection topics with urban keywords

resulting topics. Details related to these two topics were discussed in Section 9.4.1. The

urban area is made of population and houses. Thus these two topics are intersected with

urban topics. Health care is also connected to the population. As a result, Topic 28 is

captured within the population resulting topics, which is discussed in Section 9.4.2.

Topic 3 is firstly captured, which is related to job and employment status. For example,

two low points in the American employment rate during the two recessions (i.e., 1981-1981

and 2007-2009) [130], where two discussions of Topic 3 are measured by Figure 9.6. This topic

is under population keyword resulting topics because Topic 3 reveals the overall American

employment status, including employment growth and decline. As a result, few discussions

revealing the employment growth status are captured, such as the discussion in 2017 when

unemployment reached a 17-year low [131]. Topic 30 is another topic captured for the first
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Figure 9.6: Population Topic Over time

time and this topic is related to immigration, which is an essential branch of the population.

The peak is measured in 2017 because several immigration programs from the Obama era

were terminated by the Trump administration [132].

9.4.4 House Keywords Resulting Topics

Four resulting topics are captured by using the house keywords, which are Topics 4, 8, 22

and 39, shown in Table 9.2. Topic 22 is intersected with urban and population keywords

resulting topics. Details related to Topic 22 is discussed in Section 9.4.1. As for the rest of

the resulting topics, Topic 4 is related to the housing market, especially the housing price.
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Figure 9.7: House Topic Over time

Topic 8 and 39 are related to bank, loan and financial organizations. Two peaks are measured

for Topic 4; one is captured during the 2008-2009 recession, and the other is captured in

2013 (i.e., Detroit bankruptcy). By that time, the housing prices had reached a low point

at both national and city levels [124]. With respect to Topic 8, the peak discussion of Topic

8 is measured in 2008 during the recession, which was led by the subprime mortgage crisis

related to housing trades[133]. Thus, the discussion related to the mortgage and financial

organizations (i.e., Topic 8, 39) comes along with the housing market prices discussions (i.e.,

Topic 4).

9.4.5 Job Keywords Resulting Topics

With respect to job keywords resetting topics, seven topics are captured, which are Topics

2, 3, 4, 9, 14, 16 and 31. Topics 2, 9 and 14 are intersected with shrinkage resulting topics.

To summarize, the shrinkage of different businesses during the 2007-2009 rescission led to

the job market shrinkage and specific organizations managed to solve issues brought by

that, which are discussed in Section 9.4.2. Topic 3’s detail is presented in Section 9.4.3,

which indicates the discussion of the overall American employment status. As discussed in

Section 9.4.1, Topic 31 refers to the increasing productivity of Liverpool’s car manufacturers,
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Figure 9.8: Job Topic Over time

which indicates the increase in job demands [121]. Although Topic 4 is related to the

housing market, it’s rational to infer that people cannot afford houses due to the change in

unemployment status. By the names of Topic 16, it’s hard to find the connections between

Topic 16 to the job keywords. However, this topic can be connected to Topic 9, which refers

to how stock market changes impact the job markets.

9.4.6 Economy Keywords Resulting Topics

As for the seven resulting topics extracted by economy keywords, most of them have already

captured by other keywords, for example, Topic 2, 9 discussed in shrinkage (Section 9.4.2),
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Figure 9.9: Economy Topic Over time

Topic 3 in population (Section 9.4.3), Topic 6, 22 in urban (Section 9.4.1), Topic 16 in

job (Section 9.4.5). Only Topic 19 is the newly captured topic using economic keywords,

which are also related to the stock market. Topics 2, 3, 9, 16 and 19 represent the nation-

level economic status, including the stock market turbulence and stimulus to both the stock

market and the public during the recession and pandemic [125,126]. While Topic 6 indicates

how Detroit’s local economy is impacted by the nation-level economy status, for instance,

the recession’s impact on the automobile industry (i.e., automotive manufacturing crisis)

[134]. The discussion related to housing (i.e., Topic 22) is due to the Consolidated Plan

created by hud (i.e., Housing and Urban Development) has the potential to boost an urban
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area’s economy through urban developments [123].

9.5 Summary

By analyzing the newspaper articles by applying yearly statistics (i.e., Section 9.2) and

topic modeling techniques (i.e., Section 9.3), several national and city level historical events

related to urban shrinkage (e.g., 2007-2009 recession and Chrysler bankruptcy) are identified

by the number of news published each year and the keywords search results. With respect

to the insights of Detroit’s shrinkage, it can be summarized by the combined impacts of

economic environment change, decline of the automobile industry, employment status change

and housing market crash. Specifically, Detroit’s economy is bonded with the automobile

industry. Through the discussions in Section 9.4.1 and 9.5, it’s clear that national-level

economy recessions impacted the automobile industry (i.e., 2007 -2009), which led to the

automotive manufacturing crisis. As a result, the shrinkage of the automotive industry

leads to an increase in the unemployment rate, as discussed in Section 9.4.2 and 9.4.5. The

housing market collapse is also captured by the resulting topic discussed in Section 9.4.4.
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Chapter 10: Discussion and Conclusion

In this Chapter, each model’s findings and contributions are presented in Section 10.1. Then,

the limitations and potential future works for both agent-based modeling and topic modeling

are identified and discussed in Section 10.2. Section 10.3 addresses the overall conclusion of

this work.

10.1 Discussion

While we are witnessing a global growth of the urban population which raises concerns about

urban sustainability (e.g., [8, 135, 136]), not all cities are growing (Section 1). Some, like

Detroit are actually shrinking, which has drawn a lot of discussion from the research and

practice communities globally as it causes population loss, economic decline and a growth in

crime due to vacant properties and housing market contraction (e.g., [6,12,13,38]). However,

few efforts have been made to explore this phenomenon from the CSS domains of the social

simulation modeling and social information extraction.

With respect to the field of social simulation modeling, two agent-based models sig-

nificantly add to this nascent field of inquiry by specifically capturing how the buying and

selling of houses can lead to urban shrinkage from the bottom-up through a case study of the

cit of Detroit. Results from the two models (i.e., Chapter 8) have implications concerning

urban shrinkage. For example, both of the agent-based models built in this work show how

household decline in an area which potentially could lead to less tax revenue and therefore

limits a city’s ability to provide services which in turn can lead to more urban decline as

discussed in Section 1.1. The extended model results show an upward trend for median and

average house prices, which seems inconsistent with the intuitive results of the contracting

housing market (i.e., the decreasing of house prices). This was due to the inflation over the
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simulated years (see Chapter 6.4.3 and 8.3).

As for the social information extraction, the topic modeling from this work has extended

the field of text-contents analysis by identifying the insights related to the urban shrinkage

phenomenon from a large number of newspapers. The results from the topic modeling (i.e.,

Chapter 9) have disclosed insights related to the shrinkage of the city of Detroit. The topic

model results capture the economic environment change (i.e., 2007- 2009 recession), which

led to the decline of the automobile industry, employment status change and housing market

crash as discussed in Section 1.1.

10.2 Limitations & Future Works

10.2.1 Agent-Based Modeling

While our agent-based models can capture urban shrinkage, like all models there are lim-

itations and there is always room for improvement. One area of improvement could be to

extend the model to represent more types of housing stock (e.g., apartments, single family

homes, etc.) which could be sourced from the American Community Survey or local gov-

ernment property records along with home sales data. This work did not choose to go this

route here as the purpose of the model was to act as a prototype to explore how urban

shrinkage might emerge from the bottom-up through the interactions of buying and selling

houses. Another area of further work could be to characterize new incoming populations

better. In the current models, new households are not introduced based on their heteroge-

neous financial and demographic backgrounds due to data limitations (i.e., the census data

is not continuous between 2000 and 2010). In addition, instead of letting the two model gen-

erate all households within the study area, two model use the 1 agent to 100 households to

scale the model, which may lead to the scaling issues during initialization (e.g., insufficient

number of households, reductions of agents’ heterogeneities on house value). The reason

of selecting one agent to represent 100 households is due to it would be computationally

intensive and time-consuming if running a one-to-one model on NetLogo and details are
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provided in Section 8.3.3. As a result, the final simulated household numbers and house

values may be lower than the empirical data. With this being said, the declining trend in

the number of households for the whole study area is captured successfully by the model,

which aligns to the empirical data. One way to better capture new households entering the

study area and mitigate the scaling issues during the model initialization is to use tech-

niques from synthetic population generation such as those seen in micro-simulation models

and geographically-explicit agent-based models (e.g., [137,138]). This would potentially al-

low us to better capture how changes in demographics impact on residents’ ability to stay in

an area and their preferences for certain types of neighborhoods but that beyond the scope

of this current paper as this would be a large undertaking and most agent-based models like

the ones cited in Section 3.2.2 only look at one aspect (i.e., subsystem) such as the land

market rather than the entire urban system itself [92].

Building upon this idea, the models presented in this word only explored the buying

and selling of properties; however, as we noted in the introduction (Section 1.1), urban

shrinkage is a complex issue and we don’t specifically model the economic environment

comprehensively (rather we simply consider inflation as an only aspect of the economic

environment). This simulation could be improved by incorporating time series data with

respect to the economy, such as unemployment rates or economic growth. Alternatively,

one could couple this model with a more macro economic model to account for such factors

(e.g., [139, 140]). Other than incorporating more data into the simulation, the model could

capture more nuanced residential dynamics if the time step was deceased from a year to

say monthly. This would allow for a slower incremental price dropping of house values if

they remained unsold. It would also be interesting to experiment with multiple space-time

scales in order to explore the equifinality of the urban shrinkage from different temporal

and spatial scales (e.g., [141]). Another area of work, especially with respect to urban

sustainability, would be to explore what would it take to stop urban shrinkage, or how do

neighborhoods go from declining to growing such as through gentrification. Gentrification

in Detroit has been discussed is the literature (e.g., [142–145]). Hence, another direction
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to extend the model would be to explore gentrification and segregation in Detroit through

modeling and simulation. Similar to urban shrinkage, there is a growing body of models

exploring gentrification (e.g., [86,87,146]) which show promise in capture such phenomena.

For segregation status, previous works (e.g., [92, 147, 148]) provide potentials to integrate

agent-based model with real census data to further study the segregation within the city of

Detroit.

10.2.2 Topic Modeling

With topic modeling results revealing the insights of Detroit’s shrinkage, similar to all mod-

eling works, limitations can be founded, and there is always room to improve current topic

modeling. One direction to improve it would be introducing the news earlier than 1975.

Due to the constrain of the current platform used to collect newspaper articles, this work

does not include historic newspapers before 1975. Even though some resources or platforms

offer such newspaper articles, the copyrights and usage regulations of the newspapers col-

lected from such platform emerges as another issue. As a result, current topic model results

capture more insights related 2007-2009 recession other than insights related to the 1968

Detroit riots [149]. To further capture more insights related to urban shrinkage in Detroit,

one way would be searching news articles from various sources to collect newspapers before

1975. Another way to improve is from the visualization perspective, which is considered a

challenging part of topic modeling due to the constraints of visualization tools [114]. This

work also ran into this challenging scenario, in which the evolution of the topics (i.e., changes

of words within each topic) are not presented to disclose each topic’s insights that can be

possibly liked to the shrinkage of Detroit.

As for the topic modeling utilized in this work, the social information or insight related

to Detroit’s shrinkage is extracted from newspaper articles. Moving from urban shrinkage

to other urban or social phenomena, with a substantial of works analyzing newspapers using

topic modeling techniques (e.g., public health and urban study [49,150]), news articles shows

promise to act as a data source for topic modeling techniques to disclose insights related to
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various social phenomena. At the same time, social media text-data is another source to

extract social information within today’s urban study. Thus, one direction of future work

would be to collect social media and newspaper articles within the same time frame for topic

modeling to detect the variations of discussions related to urban shrinkage from different

data sources.

10.3 Conclusion

Moving the focus point from Detroit to other urban areas, the agent-based models presented

in this work could be generalized across different urban areas by integrating more data and

adding new types of agents (e.g., investors whose behaviors are different from households

and banks). This is one reason we provide the code and the data to the model (see Chapter

5 and 6), to allow other researchers to extend and explore the model as they see fit. The

topic modeling research framework introduced in ?? could be utilized to conduct such anal-

ysis on a large number of newspapers to study urban shrinkage across different urban areas.

This research framework also provides the potential to explore other social phenomena by

conducting such an analysis on newspapers. Even with these limitations and areas of fur-

ther work discussed in Section ??, this work has demonstrated how agent-based modeling

integrated with geo-spatial data provides a promising method to explore urban shrinkage

and the contribution to the CSS fields of the social simulation modeling. In addition, the

text content analysis on a large number of newspaper through topic modeling techniques has

shown that newspaper text-data is an alternative data source to gain insights related to ur-

ban shrinkage. If further developments and adaptions could be added to both agent-based

models and topic models, this work would offer the potential to test policies to mitigate

issues brought by urban shrinkage.
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