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ABSTRACT 

A HYBRID COMPUTING INFRASTRUCTURE FOR CLIMATE SIMULATION 

Kai Liu, Ph.D. 

George Mason University, 2017 

Dissertation Director: Dr. Chaowei Yang 

 

The climatological community relies increasingly on computing intensive models and 

applications to study atmospheric chemistry, aerosols, carbon cycle and other tracer 

gases. These models and applications are becoming increasingly complex and bring 

computing challenges including: 1) the enormous computational power required for 

running these models and applications to produce results in a reasonable timeframe; 2) 

the challenging in providing convenient and fast solutions distributing and storing the 

massive climate model outputs; 3) the lack of methods for visualizing the climate 

simulation results efficiently and reliably. Volunteer computing provides a potential 

solution for tackling the computational power problem by obtaining large amounts of 

computational resources from global volunteers. Meanwhile, virtualization technology 

allows researchers to run climate models in a predefined virtual machine. Cloud 

computing storage provides advantages for distributing and storing climate data and 

outputs with low-cost. The Load Balancer and Auto Scaling in cloud computing provides 
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a good solution to visualize the climate simulation results. This dissertation reports our 

research on integrating and optimizing volunteer computing, virtualization technology 

and cloud computing for climate simulation by: 1) using volunteer computing resources 

to leverage large number of home computers to support climate simulations; using 

virtualization technology to enable the climate models run on heterogeneous computers 

while providing bit-level homogeneous computing environment; optimizing the output 

collection mechanism to periodically upload climate model output; and optimizing the 

credit system to grant credits periodically to volunteers for volunteer retention to support 

long time climate simulation tasks. 2) Using cloud Simple Storage Service provided by 

leading cloud providers to develop a global replication storage to distribute cloud models 

and data to global volunteers. 3) Using Load Balancing to distribute incoming WMS 

requests across multiple cloud instances to improve the performance; Using Auto Scaling 

to help to maintain climate visualization availability and allows climate scientists to 

dynamically scale the cloud capacity. A prototype is developed to demonstrate the 

feasibility and efficiency of proposed techniques. The prototype is further tested in the 

Climate@Home project, a hybrid computing project using volunteer computing and 

cloud computing. Result shows that this research provides a computationally efficient and 

usable approach to accelerate climate simulation.   
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CHAPTER ONE: INTRODUCTION 

Climate has changed during earth’s history over millions of years and the change 

of climate has been one of the biggest threats for our earth. It is very important for 

humans to study and analyze climate change since it has significant impacts on 

ecosystems, agriculture and economic sectors. Global warming is one of the biggest 

climate change issues. Since the early 20th century, there is increasing mean temperature 

in various regions. Researchers analyze the Monthly mean maximum and minimum 

temperatures for over 50% of the Northern and 10% of the Southern Hemisphere 

landmass which is about 37% of the global landmass. It indicates that the rise of the 

minimum temperature has occurred at a rate three times that of the maximum temperature 

in that landmass during the period 1951–90 (0.84°C versus 0.28°C) (Karl et al. 1993). To 

analyze the climate change, engineers and climatologists have been working together to 

collect massive climate data. Particularly, climate data sets began growing rapidly after 

the first weather satellite TIROS-1 has been launched. Scientists use climate models to 

analyze these data and simulate the interactions of the atmosphere, oceans, land surface, 

and ice. Since NOAA’s Geophysical Fluid Dynamics Laboratory in Princeton developed 

the first general circulation climate model which combined both oceanic and atmospheric 

processes in the late 1960s1, a variety of models have been created and improved in the 

                                                
1 https://celebrating200years.noaa.gov/breakthroughs/climate_model/ 
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recent 50 years. For example, Energy Balance Models (EBMs) calculate a balance 

between the radiation arriving at the Earth and the energy leaving the Earth. Radiative 

Convective Models (RCMs) are based on the radiative and convective energy transport 

up to the atmosphere. General Circulation Models (GCMs) include the physics of the 

atmosphere, land, see and ice (Sellers et al. 1986, Liang et al. 1994). These models vary 

in complexity to answer the questions like: how the hurricanes interact with oceans?  

How the global warming change the polar glaciers? What are the future sea level changes 

in 100 years? 

In recognition of the problem of global warming and other climate change issues, 

the Intergovernmental Panel on Climate Change (IPCC) has established in 1988 by the 

World Meteorological Organization (WMO) and United Nations Environment 

Programme (UNEP) to review and assess these climate models and related reports, 

papers and other literatures 1. It has published five comprehensive assessment reports and 

the latest assessment report Assessment Report5 (AR5) is based on the fifth phase of the 

Coupled Model Intercomparison Project5 (CMIP5), which incorporates the latest 

versions of climate models for long-term simulations (Taylor et al., 2012). Compared to 

the previous assessment reports, the models and scenarios have been changed to make a 

comparison with earlier literature challenging (Rogelj et al., 2012). 

NASA	GISS	ModleE	
National Aeronautics and Space Administration (NASA) Goddard Institute for 

Space Studies (GISS) has developed a series of General Circulation Models (GCMs) to 

simulate global climate (Hansen et al. 1983, DelGenio and Yao 1993). The GISS climate 
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model development process has been documented in papers stretching over 30 years 

(Schmidt et al., 2006). During these years, various models have been deployed to track 

climate change.  

ModelE version is the latest GISS model incorporating numerous improvements 

in basic physics, the stratospheric circulation, and forcing fields (Schmidt et al. 2006). 

The main objective of ModelE is to simulate many different configurations of Earth 

System Models, including interactive atmospheric chemistry, aerosols, carbon cycle and 

other tracers, as well as the standard atmosphere, ocean, sea ice and land surface 

components . Numerous projects have been conducted using the GISS ModelE (Hansen 

et al. 2007, Koch and Hansen 2005, Shindell el al. 2006). Among these projects, 

Climate@Home (CH) is a volunteer project computer using ModelE (Sun et al. 2012) 

and is used as the experimental project in this dissertation.  

Climate models may contain different parameters, which are sensitive to the 

models. If some parameters are changed, the model may get significantly different 

results. For example, there are seven parameters in modelE used in Climate@Home 

project (Table 1). 

 

 

 

 

 



4 
 

Table 1 Seven tested atmospheric parameters in the Climate@Home project 
Parameter Definition	 Range	

funio_denominator	 Affects	fraction	of	time	that	clouds	in	a	mixed-

phase	regime	over	ocean	are	ice	or	water	

5-25	

autoconv_multiplier	 Multiplies	rate	of	auto	conversion	of	cloud	

condensate	

0.5–2	

radius_multiplier	 Multiples	effective	radius	of	cloud	droplets	 0.5-2	

entrainment_cont1	 Entrainment	coefficient	for	convective	plume	 0.1-0.9	

entrainment_cont2	 Entrainment	coefficient	for	secondary	convective	

plume	

0.1-0.9	

U00a	 Relative	humidity	threshold	for	stratus	cloud	

formation	

0.4-0.8	

U00b	 Relative	humidity	multiplier	for	low	clouds	 0.9-2.5	

  

 

GISS ModelE uses rundecks (E001*.R) to set the running configurations. These 

rundeckes represent runs with the standard fixed SST atmosphere only run (E001.R), a 

Qflux run (E001q.R), a coupled ocean-atmosphere run (E001o.R), a varying SST (AMIP 

style) run (E001a.R), a Qflux with deep diffusion (E001qd.R), a stratospheric model 

(E001M23.R), a tracer model (E001tr.R) etc1. The Climate@Home project runs 300 

                                                
1 https://www.giss.nasa.gov/tools/modelE/HOWTO.html 
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experiments to test seven atmospheric parameters (Li, Z. et al. 2015).  Table 2 shows 

some of the example task configurations. The differences of parameter values in these 

configurations will get different climate simulation results. Table 3 shows the differences 

in computing, programming and price of the three computing types. 

 

Table 2 ModelE sample configurations 
E4M20a_000001.R 

funio_denominator=17.9737 
autoconv_multiplier=0.7379 
radius_multiplier=1.5081 
entrainment_cont1=0.5915 
entrainment_cont2=0.5336 
U00a=0.4313 
U00b=1.8472 

E4M20a_000002.R 
funio_denominator=24.0795 
autoconv_multiplier=0.7502 
radius_multiplier=1.7480 
entrainment_cont1=0.7495 
entrainment_cont2=0.4054 
U00a=0.7810 
U00b=1.6530 

E4M20a_000003.R 
funio_denominator=20.6640 
autoconv_multiplier=0.7485 
radius_multiplier=0.9256 
entrainment_cont1=0.2560 
entrainment_cont2=0.4723 
U00a=0.6409 
U00b=1.6727 

E4M20a_000004.R 
funio_denominator=6.6350 
autoconv_multiplier=1.1759 
radius_multiplier=1.9318 
entrainment_cont1=0.3056 
entrainment_cont2=0.4527 
U00a=0.4710 
U00b=1.3763 

E4M20a_000005.R 
funio_denominator=5.8805 
autoconv_multiplier=1.4649 
radius_multiplier=1.7026 
entrainment_cont1=0.1514 
entrainment_cont2=0.1257 
U00a=0.7009 
U00b=1.8787 

E4M20a_000006.R 
funio_denominator=16.1758 
autoconv_multiplier=0.5874 
radius_multiplier=1.1231 
entrainment_cont1=0.4154 
entrainment_cont2=0.3816 
U00a=0.6191 
U00b=1.6897 
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Using the GISS models, climate scientists can get the monthly values of about 

300 variables such as: evaporation, land coverage, latent heat flux, precipitation, sea 

surface temperature. 

Challenges	to	Run	Climate	Models	
Although climate models could help scientists to better understand, simulate the 

climate change, they also bring many unique challenges that need to be carefully 

addressed.  

Climate	Model	Processing	Challenge	
Climate modeling is a compute-intensive application, demanding a lot of 

computations (Allcock et al. 2002). Climate modeling varies in complexity and some 

models may be very complex and need massive computing resources to run. Using 

NASA GISS ModleE as example, a standard fixed SST atmosphere only run (E001.R) 

requires 3 days to finish a 10-year simulation task on a regular 2 GHz, 1G memory 

desktop. If scientists use 8 core servers to run 1000 models, it may take more than one 

year. In addition, the computing time increases when the resolution scale gets higher and 

time scale gets longer. Khaleel et al. (2009) reported one study of throughput rates (with 

a simulation time one thousand times wall clock) and computer capability requirements 

matches a 30-km global resolution with a 1 petaflop sustained computational speed. A 

10-km grid resolution requires 5 petaflops, while a 1-km grid resolution requires 20 

petaflops sustained and 100 terabytes of main memory. 

In addition, scientists need to a model run many times to determine its accuracy 

before public release. Thousands of configurations need to be processed to determine 
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which configuration is ideal specific cases. Thus, scientists typically require enormous 

computing resources to develop, test, run and fine-tune climate models. However, after 

testing and finishing the climate simulation, scientists may not need same enormous 

computing power. 

Climate models normally require specific computational environments and it 

takes a lot time to configure the model. Most of the models are UNIX based and cannot 

run on other platforms directly because various libraries, programming language, and 

compilers are required. For example, Network Common Data Form (NetCDF) 4 libraries 

(Rew and Davis 1990), Fortran 95 (Metcalf et al. 2004) and GNU Compiler Collection 

(GCC) 4.4 (Griffith 2002) compilers are required to compile and run ModelE.  

Yang et al. (2010) described performance pattern as one of the major research 

pursuits for a Geospatial Cyberinfrastructure (GCI) system. Climate simulation requires 

dedicated computing resources. Traditionally, scientists solve by increasing speed and 

number of CPUs by improving the network and Disk I/O. Some distributed architectures, 

e.g., Message Passing Interface (MPI) have also been created to support data processing. 

However, the traditional way to use physical computing resources may have 

disadvantages for processing climate data since it needs to be handled by the increasing 

speed of CPU, network and storage (Bertino et al. 2011). Hence, enormous computing 

resources are needed to run climate models in an efficient way: 1) the computing 

resources need to be easily scaled up or down, which means more computing resources 

could be acquired if there are many simulation tasks and idle computing resources could 

be released if there are less simulation tasks; 2) an effective way is needed to help to 
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package climate models and run these models in different machines; 3) these computing 

resources should be acquired with low-cost if economic impact is important in climate 

simulation tasks. 

Climate	Data	Storage	Challenge	
Climate modeling is a data-intensive application, creating big simulation outputs 

(Allcock et al. 2002). Taking ModelE as an example, the outputs of a 10-year monthly 

simulation task would be 10 Gigabytes of which 9 Gigabytes are temporary and 1 

Gigabytes is monthly simulation results to be uploaded or returned for the further 

analysis. If scientists run 300 ModelE tasks, 300 Gigabytes results are collected. With the 

big climate modelE outputs. The evolution of technologies and human understanding of 

the data have shifted data handling from the more traditional static mode to an 

accelerating data arena characterized by volume, velocity, variety, veracity and value 

(Marr 2015). Data storage challenges are posed by the volume, velocity and variety of big 

data. It is essential to transfer and host big volume of data efficiently with low cost. In 

addition, the velocity of Big Data requires the storage systems to be able to scale up 

quickly which is difficult to achieve with traditional storage systems.  

Internet software providers may provide multiple locations for users to download 

software, e.g., CentOS provides 34 locations for users to download CentOS installation 

package1. Scientists and users of climate projects may distribute around the world as 

well. A reliable global replication storage system is needed for users to download climate 

                                                
1 http://isoredirect.centos.org/centos/7/isos/x86_64/CentOS-7-x86_64-DVD-1611.iso 
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models and applications and to upload simulation results, or it will be difficult for users 

to transfer climate packages.  

In addition, the storage traffic management is also a challenge if many users 

access the climate data storage. With the increase of climate simulation tasks and 

simulation timeframe, it is a challenge for the storage system to provide reliable storage 

with high scalability. 

Climate	Data	Visualization	Challenge	
Data analysis is an important phase in the value chain of Climate Data for 

information extraction and predictions (Fan and Liu 2013; Chen et al. 2014b). However, 

analyzing Climate Data challenges the complexity and scalability of the underlying 

algorithms (Khan et al. 2014).  

Geovisual analytical tools have the potential to provide an intuitive and 

convenient method for scientists to access climate data, discover the relationships 

between various climate parameters, and communicate the results across different 

research communities (Sun et al. 2012). However, implementing a geovisual analytical 

tool for complex climate data in a distributed environment poses a challenge to visualize 

the climate data with scalability. Various paradigms have been proposed for the 

computing vision (Buyya et al. 2009). These paradigms either build a super-fast computer 

or use distributed computing (Anderson 2010). Many have been done to evaluate and 

compare these computing paradigms (Kondo et al 2009, Foster et al 2008). Some tools 

have been developed to help users to better select cloud services for scientific computing 

(Gui et al. 2014).  
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Objective	and	Summary	of	Contribution	
Toward tackling the aforementioned challenges, we use Volunteer Computing 

(VC) , virtualization technology and cloud computing for climate simulation by: 1) Using 

volunteer computing resources to leverage large number of home computers to support 

climate simulations; using virtualization technology to enable the climate models run on 

heterogeneous computers while providing a bit-level homogeneous computing 

environment; optimizing the output collection mechanism to periodically upload climate 

model output; and optimizing the credit system to grant credits periodically to volunteers 

for volunteer retention to support long time climate simulation tasks. 2) Using cloud 

Simple Storage Service provided by leading cloud providers to develop a global 

replication storage to distribute cloud models and data to global volunteers. 3) Using 

Load Balancing to distribute incoming WMS requests across multiple cloud instances to 

improve the performance; Using Auto Scaling to help to maintain climate visualization 

availability and allows climate scientists to dynamically scale the cloud capacity.        

The dissertation is organized into several sections. Section 2 reviews related literature 

including three computing paradigms (supercomputer, cloud computing and volunteer 

computing), virtualization technology, container technology, cloud storage, auto scaling 

and load balancing in cloud. Section 3 analyzes the lifecycle of climate simulation tasks 

and present the hybrid computing infrastructure used in our approach. Section 4 

introduces Volunteer Computing as a Service (VCaaS) to solve the climate model 

processing challenge and demonstrate the results in CH project. Section 5 states the 
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methodology two which is a cloud based storage system to solve climate data storage 

challenge. Section 6 introduces auto scaling and load balancing which are used to tackle 

the climate data visualization challenges. Section 7 introduces the Climate@Home 

prototype and Section 8 draws the conclusion and discuss the future work. 
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CHAPTER TWO: LITERATURE REVIEW 

Computing	Framework	

Supercomputer	
A supercomputer (Hayes et al. 1986) is a computer that has highest processing 

capacity, which is far higher than a normal one. Supercomputers were first introduced in 

the 1960’s primarily by Seymour Cray at Control Data Corporation (CDC). The first 

generation of supercomputers used only a few processors. Since then, more and more 

supercomputers have been created with increasing computing power. In 2013, the 

world’s fastest supercomputer, Tianhe-2, was deployed at the National Supercomputer 

Center in Guangzhou, China. It provided a performance of 33.86 petaFLOPS (Floating-

point Operations Per Second) on the Linpack benchmark. 

In 2004 NASA built the Columbia supercomputer to increase NASA's high-end 

computing capability ten-fold for missions in aeronautics, space exploration, and earth 

and space sciences. Columbia is a constellation comprised of 20 nodes, each containing 

512 Intel Itanium2 processors and running on the Linux operating system (Brooks et al. 

2005). Scientists have used Columbia to solve many problems across climatological 

disciplines. For example, Menemenlis et al. (2005) used Columbia to estimate ocean 

circulation constrained by in situ and remotely sensed observations; and Mavriplis et al. 

(2007) investigated the high-resolution aerospace applications. 
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The supercomputer provides fast computing for complex applications and 

simulations. However, supercomputers have the disadvantages of being extremely 

expensive to develop and use. With thousands of processors, they consume large amounts 

of electrical power and generate lots of heat. The cost to power and cool the 

supercomputer is significant. Moreover, supercomputers require special programming 

and hardware skills to write the code for applications.  

Cloud	Computing	
Cloud computing enables end users to access pool of computing resources (e.g., 

networks, servers, storage, applications, and services) via network. The resources can be 

rapidly provisioned and released with minimal management effort or service provider 

interaction (Mell and Grance 2009). Cloud computing provides ‘Infrastructure as a 

Service’ (IaaS), ‘Platform as a Service’ (PaaS), ‘Software as a Service’ (SaaS), and ‘Data 

as a Service’ (DaaS) for end users in a ‘pay-as-you-go’ mode. Yang et al. (2011) coined 

“Spatial Cloud Computing” to refer to the cloud computing paradigm driven by the 

geospatial sciences and optimized by spatiotemporal principles.  

Cloud Computing provides an alternative way for scientific applications (Keahey 

et al. 2008, Vecchiola el al. 2009). Scientists can easily access the various cloud 

resources by purchasing computing resources, storage resources and network resources. 

Furthermore, scientists can scale up or down the resources based on the application 

requirements. Cloud computing is cheaper than supercomputers (Losup et al. 2011). 

Huang et al. (2010) used Amazon AWS cloud to support Global Earth Observation 

System of Systems (GEOSS) Clearinghouse (Liu et al. 2011) deployment. Li et al. (2014) 



14 
 

proposed Model as a Service (MaaS) to use cloud computing to enable geoscience 

models.  

However, cloud computing is still expensive for climate simulations. Given cloud 

computing ‘pay as you go’ mode, the more computing resources consumed, the more one 

needs to pay. The scales of climate simulations may vary from days to hundreds of years, 

the time needs for the simulations may be very long. With hundreds or thousands of 

simulation tasks, the cost to buy cloud computing resources may be out of the budget.  

Volunteer	Computing	
Volunteer Computing (VC) uses internet-connected computers volunteered by 

their owners, as a source of computing power and storage (Anderson and Fedak 2006). 

Kondo et al. (2009) determined the cost-benefits of cloud computing versus VC 

applications and concluded the VC overheads for platform construction, application 

deployment, compute rates, and completion times. Interest in volunteer computing (VC) 

reflects general interest in end-user participation in scientific activities.  In the geospatial 

domain, this interest is referred to as Volunteered Geographic Information (VGI, 

Goodchild 2005, 2007), or geocrowdsourcing, a significant research trend reviewed by 

Rice et al. (2012, 2013). 

Since 1996 in which the first VC project "Great Internet Mersenne Prime Search" 

was launched, VC has been used in a wide range of scientific projects such as 

SETI@Home (Anderson et al. 2002) and Folding@Home (Larson et al. 2002). 

Climateprediction.net is a successful VC project in climate research using BOINC 

(Stainforth et al. 2002).  
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In these VC projects, most volunteers’ computers run Microsoft Windows 

operational system, however, most climate models are UNIX based. Efforts are needed to 

modify the models to different systems. Stainforth et al. (2002) transferred the 

Climateprediction.net code to windows and found the main difficulties were the 

identification of suitable compiler options and changes in the way environment variables 

are used.  

Comparing the three computing type: supercomputer, VC and cloud computing. 

Table 3 shows the differences in computing, programming and price of the three 

computing types. 

 

Table 3 Comparison of super computer, cloud computing and VC 
Computing type Computing 

Efficiency 
Programming Price 

Supercomputing Data moved between 
processors rapidly 

Difficult to 
write programs 

More expensive than 
other two 

Cloud Computing Less efficiency Standalone 
programming 

Cheaper than 
supercomputing 

VC Less efficiency Standalone 
programming 

Cheaper than cloud 
computing 

 

 

In light of the advantages and disadvantages, VC is the most cost-efficient 

paradigm to run the climate simulations so we selected VC as the computing type for the 

CH project. This paper extends the VC and virtualization technology by minimizing the 
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size of Virtual Disk Image (VDI), uploading results periodically and new credit system 

for the climate simulation applications. 

Virtualization	Technology	
Thanks in part to the facilities provided by virtualization technologies, VC now 

can melt with Virtual Machine Monitor (VMM) to provide an easy way for scientists to 

publish their applications to different operations platforms. Numerous systems have been 

designed to subdivide the ample resources of a modern computer (Barham2003, Liu and 

Abali 2009). Using virtualization technologies, Virtual Machine (VM) could be created 

from the underlying hardware resources and act like a real computer with an Operating 

System (OS). Despites the underlying OS, VMs could be launched with different OS. For 

example, a computer that is running Microsoft Windows may host a VM that looks like a 

computer with the Ubuntu Linux operating system; Ubuntu-based software can be run on 

the VM (Turban et al. 2008).  

There are advantages for VC to use virtualization technology. First, it packages 

libraries, programming language, compilers and operating systems to a blackbox and 

makes it easier for scientists to develop applications. Second, it provides increased 

security for volunteers since VMs are a very strong security barrier. VM blocks the 

program running in it to access to the files on the volunteer’s machine. Third, VM apps 

are automatically "restartable". The contents of the VM are written to disk every few 

minutes, and if your computer is turned off the application can restart close to where it 

left off. Recognizing the extreme benefits of using VMs, Several VC projects have been 

using VMs, including Test4Theory (Lombraña, 2012), Beauty@LHC and RNAworld. 
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These applications are different from climate simulation tasks since they don’t create 

large outputs like the climate simulations tasks. For example, Test4Theory create 3-4 

Megabytes per 24 hours. Compared to these projects, climate models and applications 

require a convenient and fast way to upload big outputs.  

Docker	Container	
Recently container technology grows rapidly and becomes an important 

virtualization solution. Where the traditional virtual machine utilizes the virtualization at 

machine level, container implements virtualization at the operational system level, so 

many containers share the same kernel instance (Fink, J. 2014). Docker container is one 

of the most popular container solutions, since it provides the ability to package 

applications and their dependencies into lightweight containers that move easily between 

different distros, start up quickly and are isolated from each other (Merkel, D. 2014). 

Compared to the traditional virtual machine, container technology has the 

advantages to provide lightweight virtualization so container can be built, modified, 

rebuilt and shared far more rapidly (Stubbs el al. 2015). Felter e al. (2015) explore the 

performance of traditional virtual machine deployments and contrast them with the use of 

Linux containers and their results show that containers result in equal or better 

performance than VMs in almost all cases. 

Auto	Scaling	and	Load	Balancing	
Cloud computing can provide two significant advantages: auto scaling and load 

balancing. Auto scaling is a method used in cloud computing to automatically scale up or 

down computing resources based on the measurement of metrics (CPU, network etc). 
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Load Balancing automatically distributes incoming application traffic across multiple 

cloud instances1. 

The auto scaling and load balancing are widely used since they can provide 

advantages to: 1) save the cost to use the cloud computing by scale up more machines for 

the computing tasks if needed and scale down machines to save cost if tasks have 

finished or only a few machines are needed; 2) improve the performance by distributing 

traffic to two or many machines. With the advantages provided by auto scaling and load 

balancing, Huang et al. (2010) deployed Global Earth Observation System of Systems 

(GEOSS) Clearinghouse (Liu et al., 2011) to Amazon AWS cloud. Mao et al. (2011) 

presented an approach to use auto scaling to minimize cost and meet application 

deadlines in cloud workflows and specify performance requirements by assigning (soft) 

deadlines to jobs. Dougherty et al. 2012 presented a model-driven engineering approach 

to optimizing the configuration, energy consumption, and operating cost of cloud auto-

scaling infrastructure to create greener computing environments that reduce emissions 

resulting from superfluous idle resources. Kolb et al. (2012) proposed and evaluated two 

approaches for such skew handling and load balancing to support blocking techniques to 

reduce the search space of entity resolution, utilize a preprocessing MapReduce job to 

analyze the data distribution, and distribute the entities of large blocks among multiple 

reduce tasks. 

                                                
1 https://aws.amazon.com/elasticloadbalancing/ 
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CHAPTER THREE: A HYBRID COMPUTING INFRASTRUCTURE 

Climate	Simulation	Lifecycle	
Climate models are developed using different languages and based on various 

libraries. Figure 1 shows the lifecycle for a typical climate simulation task. Scientists 

need to preprocess the climate models, i.e., select a specific operation system with 

specific version then install and configure models on the specific machine. Then 

scientists can use scripts (some command lines tools, e.g., “runE_new” command is used 

in NASA GISS ModelE) to process the climate models to start simulation. In the process 

of simulation tasks, climate models will generate results (e.g., hourly, daily or monthly 

results) continuously. Then scientists to store these results to a stable storage system 

which could be disks or network storage such as NAS (Network-Attached Storage), SAN 

(Storage Area Network). Finally, scientists need to analyze and visualize the simulation 

results. and pedestrians cross eight lanes of traffic to walk from a new metro stop to 

nearby workplaces (Error! Reference source not found.). 

 

 
Figure 1 Lifecycle of climate simulation project 

 



20 
 

During the lifecycle, scientists may face the challenge discussed in chapter 1. 

Hence, a hybrid infrastructure is proposed and implemented in this dissertation to 

improve the climate simulation based on the lifecycle. 

Hybrid	Computing	Infrastructure	
The hybrid computing infrastructure uses cloud computing and volunteer 

computing to provide a low-cost, scalable, reliable and distributed environment for 

processing, storing, analyzing and visualizing climate simulations. Figure 2 shows the 

different components in hybrid computing infrastructure.  

 

 
Figure 2 Hybrid computing infrastructure for climate simulation 

 

Volunteer computing provides massive computing resources with low-cost or no-

cost. The prepressing and processing may take long time form climate simulation tasks 

using traditional infrastucture.  Li et al. (2016) analyzed climate models and stated that it 

needs 12 days to set up ModelE environments and 38 days to run ModelE for a Ph.D. 
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student from GMU collaborated with a NASA scientist. With the advantages of 

Volunteer Computing as a Service (VCaaS), volunteer computing can provide a 

significant improve to preprocess and process climate models.   

Cloud computing offers the ability to store data in its various storage systems 

such as Simple Storage Service (S3), Glacier, Elastic Block Storage (EBS). These options 

could provide reliable storages with low-cost. In addition, there are storages cloud be 

easily scale up or down and charge the cost based on “pay-as-you-go” mode. 

Auto scaling and load balancing are used in the hybrid computing infrastructure to 

help to visualize and analyze climate simulation results. First, two or more instances with 

visualization tools can be registered in load balancer to distribute the incoming and 

outcoming traffics. Second, an auto scaling group could be created to scale up or down 

instances based on the requirements.  
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CHAPTER FOUR: VOLUNTEER COMPUTING AS A SERVICE 

Introduction	
Although volunteer computing has many advantages for providing scalable and 

free computing resources for scientific applications, significant efforts are needed to set-

up a volunteer computing project. In particular, climate simulation projects need specific 

environments to run and it needs professional knowledge to convert the climate models to 

different OS versions.  

A Volunteer Computing as a Service (VCaaS) is proposed in the dissertation to 

help climate scientists to use volunteer computing.  

Definition: VCaaS is a service that provides volunteer computing resources 

allowing consumers to run and manage applications on volunteers’ computers. 

VCaaS	Architecture	
The infrastructure used in the dissertation has a four-layer structure (Figure 3).  
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Figure 3 Volunteer computing infrastructure for climate simulation 

 

The first layer comprises the computing layer. In this layer, volunteer computing 

client middleware and virtualization software are installed on volunteer’s machine. In 

Cliamte@Home project, Berkeyley Open Infrastructure for Network Computing 

(BOINC) is used as volunteer computing client middleware, and The BOINC client is 

responsible for communication with the BOINC server, science application and data 

downloading, and configuration of donated computational resources such as (e.g., how 

much CPU, RAM and hard disk to be donated). The climate model runs in the virtual 

machine launched by the virtualization software. In Climate@Home project, VirtualBox 

is used as virtualization software to host a CentOS 7 virtual machine on volunteer’s 

computer. A Docker CE (Community Edition) is running in the virtual machine. With the 

Docker service, different climate models could be running as container.  
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The second tier is the server, containing volunteer computing server middleware. 

The BOINC server middleware is installed in Climate@Home project and (i.e., 

geosciences models, applications and necessary environments), assigns climate 

simulation tasks, gets feedback from the volunteer’s hosts, and grants credits to the 

volunteers who have already run the climate simulation.  

The third tier is the VCaaS layer. It is a web portal used to upload, manage, delete 

the climate model container images and related data. After uploading, the model and data 

could be replicated to different cloud storage endpoints.  

The top tier is client, which presents the project status for scientists. Meanwhile, 

A Graphic User Interface (GUI) is deployed to visualize the climate simulation results.  

VCaaS	Workflow	
A typical workflow for volunteer computing and virtualization for 

Climate@Home (Figure 4) highlights several features of the research. There are six steps 

in the workflow to preprocess, run climate models and store results. In this workflow, 

scientists don’t need to know how to do parallel programing to write their code and don’t 

need to understand how to distribute their applications onto a volunteer computing 

platform. 
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Figure 4 Volunteer computing workflow for climate simulation 

 

Step 1: Build image: a lightweight Docker image is built to run climate models in 

this step. The Docker image includes everything needed to run climate model, including 

related libraries, model code, a runtime, environment variables and config files. With the 

Docker image, a Docker container could be created. 

Step 2: Register image: scientists need to upload and register the container image 

in Step 1 to VCaaS portal. 

Step 3: Ship image and data: this step is automatically implemented by VCaaS 

portal. Container images and climate data are replicated to multiple copies and shipped to 

different web locations for download. In this dissertation, Amazon Simple Storage 

Service (S3) which provides object storage with a simple web service interface to store 

and retrieve any amount of data from anywhere on the web is used save and distribute 

and image and data. Amazon S3 is designed to deliver 99.999999999% durability, and 

scale past trillions of objects worldwide . 

Step 4: Assign tasks: the volunteer computing server assigns tasks to global 

volunteers in this step.  
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Step 5: Run models: volunteers’ computers automatically run climate models in 

this step.  

Step 6: Submit results: After finish, submit the result to cloud storages. 

Shrink	Volunteer	Computing	data	
The Virtual Disk Image (VDI) file of VirtualBox is used in the Climate@Home 

project to store ModelE and data. In addition, the VDI file also contains an operation 

system and required libraries and tools. Climate@Home version 1 which was terminated 

before 2015 uses Ubuntu 12.04 as the basic operation system in the project. After the 

Ubuntu 12.04 has been installed in the VDI, GCC 4.4, GFortran, OpenJDK 1.7 and 

NetCDF are installed before ModelE’s installation. Finally, ModelE is installed and 

model data are transferred to the VDI. In addition, a periodically upload application is 

also installed in the VDI.  

The VDI file is uploaded to BOINC server middleware, and Volunteers download 

it automatically to run ModelE after they added Climate@Home project in their BOINC 

client. To save download time for the virtual image and volunteers’ network cost, the 

following steps minimize the size of the VDI file:  

1. Compress the virtual image before sending to the volunteers. GZIP 

(Deutsch 1996) is used, which reduces the size of the VDI file by about 50%. 

2. Shrink the virtual image. The VDI file uses “Dynamically Expanding 

Storage” option to allocate disk storage and save the ModelE outputs. The option expands 

the VDI size on preparation of the original VDI by expanding the disk when install new 

applications (GCC 4.4, GFortran, OpenJDK 1.7) in the VM. However, the VDI size does 
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not shrink or return to its previous size when the installation is finished. In this project, 

zerofree patch (Boutcher and Chandra, 2008) frees the expanded spaces. Then, clonehd 

(Dash 2013) creates a small copy of the VDI file. The small copy operates same as the 

original VDI file and is uploaded to the BOINC middleware.  

3. In the installation of GCC, GFortran, and OpenJDK, it will create the 

cache of package files. By default, the Ubuntu keeps all the packages it has downloaded 

in case they are needed in the future. This makes the Virtual Image larger than necessary. 

Since the virtual machine is only used to run ModelE and volunteers don’t need to 

modify or upload it, the cache of packages files are cleaned to make the virtual machine 

image smaller.  

Since the first version of Climate@Home released in November 2012, 16 versions 

have been released through April 23, 2014 in Climate Version 1. The first version of VDI 

(Figure 5) was about 2.4 Gigabytes, and declined to 1.2 Gigabytes using GZIP to 

compress in version 2.0. Subsequently, the size dropped to about 850 Megabytes after 

shrinking in version 4.0. The current size is less than 700 Megabytes after all the cache of 

package files are cleaned.  
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Figure 5 Size history of virtual image history in Climate@Home Version 1 

 

Periodically	Upload	Mechanism	
In BOINC’s traditional upload mechanism, the output from volunteers machine 

are uploaded after application finishes. This presents two problems for climate simulation 

tasks. First, the climate simulation task always creates large output files which are 

difficult to upload incrementally. Second, the output for climate simulation tasks is 

always organized in time series with uniform time intervals (e.g., hourly, daily, monthly, 

yearly). To recognize the specialty of the climate simulation outputs, a Periodically 

Upload Mechanism (PUM) has been used in the Climate@Home project (Figure 6).  
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Figure 6 Periodically Upload Mechanism 

 

Two checkers are added in the PUM. The first checker determines if a new result 

is created. The second checker determines if the task is completed. The PUM starts to run 

once the VM is launched. The two checkers run in set time intervals (25 minutes is used 

in Climate@Home project). If the results checker finds that a new new result is created, 

the result is uploaded to FTPS server. If the task checker finds that the simulation task is 

finished, the VM is shutdown.   

Credits are used to present how much work a computer, a user, or a team has 

contributed to the Volunteer Computing project. It is very critical for volunteer retention 

since increasing credit gives individual volunteers confirmation that their continuing 

contribution and credit provide a basis for competition among users and teams (Anderson 

and Koren 2004). Coleman et al. (2009, 2010) Paez (2014), and Rice et al. (2014, 2015) 

discuss the motivations and complexities of volunteer-centered data production, and the 
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difficulty of recruiting and retaining volunteers. Thus, it is one of the most important 

incentives for participation in the Volunteer Computing project. The BOINC provides 

two credit systems: 1) the first credit system which grants the credits based on the CPU 

runtime; 2) the second credit system which grants the credits based on the FLOPS 

performed by the application. They are awarded in small increments, according to the 

type and length of time to run a climate model. 

However, these are not suitable for Climate Simulation projects since they only 

grant credits for completed tasks and climate projects are always take a long time to run. 

Thus, it is not acceptable for some users to wait a long time to accumulate the credits. A 

New Credit System (NCS) was created to address these problems and increase users’ 

incentives.  

In the NCS, credits are granted in the two steps: check at intervals the FTPS 

server to get the number of monthly results and granting the host based on the hourly, 

daily, monthly or yearly results. The NCS grants credits to those successful tasks using 

Equation 1,  

 

Equation 1 New Credit System 
𝐶 = 𝑛 ∗ 𝐶𝑀 

 

C is the granted credits, n is the number of finished sub results (e.g., hourly, daily, 

montly or yearly) and CM is granted credits for every month. The value for CM in the 

Climate@Home Version 1 is 30.  
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Climate simulation visualization is critical for both scientists and volunteers. 

However, interactive geovisual analytics over the Internet to facilitate collaborative 

climate research are immature (Sun et al. 2012). In order to analyze the ModelE output, a 

web-based climate visualization system in the Climate@Home project was developed.  

Validate	Climate	Computing	Results	
Volunteer computing is a public computing ecosystem which means anyone (i.e., 

academic researchers, students, hobbyists, malicious hackers) can participate and donate 

their computing resources to run climate models. It brings several security problems: 1) 

some hackers may use their computer to provide incorrect results; 2) some computer may 

lack of security protections and provide incorrect results as well. Hence, scientists face a 

critical problem to distinguish correct results and incorrect results.  

VCaaS assigns same computing job to different hosts with different users and 

then compare the results. Suppose there are one hundred hosts and five of them are 

hacked to provide incorrect results. Table 4 shows the trust percentage is growing when 

the replications increase. When there is only one replication, the trust percentage is 95% 

since 5 of 100 volunteers’ hosts are hacked. When there are two replications increate to 2, 

the chance to get two incorrect results for a job is 0.25% and the trust percentage is 

0.25%. The trust percentage for is 99.994% for 3 replications and 99.99988% for 4 

replications.  
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Table 4 Trust percentages for different replications when 5 of 100 volunteer hosts are hacked 
Replication Trust Percentage 
1 95% 
2 99.8% 
3 99.994% 
4 99.99988% 

  

Climate@Home project uses 3 replications to improve the trust percentage. In 

Climate@Home project, volunteer server assigns a modleE job to 3 different hosts. In 

addition, Climate@Home project adds a constraint that the 3 hosts must belong to 3 

different users since hackers may have multiple hosts and may result some error results if 

the job assign to one user. Figure 7 shows the example replication to assign 32 tasks to 24 

hosts. Each host can run up to 4 tasks in this case, and Climat@Home assign tasks to 

different hosts. For example: task 1 is assigned to host 1, host 15 and host 16 while task 2 

is assigned to host 1, host 12 and host 17.  
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Figure 7 Climate task replication 

 

A validator is used in VCaaS to decide whether results submitted by volunteers 

are correct and which completed jobs are "valid". Figure 8 is the pseudocode to validate 

results in Climate@Home project. The validator queries and reads all results for a 

specific task first. Then the first result is supposed to be correct and is used to compare to 

reset results byte by byte. If there are some difference, then the simulation task failed and 

Volunteer Computing server will create a new job. If all three results are same, the 

validator will mark the simulation task is valid and keep one result to reduce redundancy.  
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Figure 8 Validator used in Climate@Home project 
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CHAPTER FIVE: METHODOLOGY II: CLOUD STORAGE FOR VCAAS 

Introduction	
After registering in the volunteer computing project and adding the project to 

volunteer client, volunteers need to download project applications and data from 

locations provided in the project. However, the download may be terminated because of 

the network situations. Anyone around world could register in volunteer computing to 

provide computing hosts, hence, the hosts may distribute world around.  

To support a continuously increasing demand for internet data traffic, the Global 

Submarine Cable Infrastructure is made up of fiber optic cables that lie on the ocean floor 

(Omer et al. 2009). Figure 9 shows the Global Submarine Cable map of 20161. The 

reliability of submarine cables is high and speed is fast. However, the different countries 

may have different network speed to connect to volunteer computing project website. It 

causes many volunteers can not download climate applications and data fluently, some 

volunteers can not upload outputs as well. 

 

                                                
1 http://submarine-cable-map-2016.telegeography.com/ 
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Figure 9 Submarine Cable Map 2016 

 

Volunteer	Global	Distribution	Pattern	
Since the BOINC does not provide the location information about the hosts. That 

information is derived from external IP of hosts from the BOINC database (Figure 10 

shows the algorithm used to get the location and add to google map). For each host, 

BOINC saves is Internet Protocol (IP) address (both external IP address and private IP 

address) in host table. Then use the following Structured Query Language (SQL) 

language to get all the external IP addresses and linking that to the web IP locater API to 

get the location of the host’s location. 
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Figure 10 Algorithm used in Climate@Home to map hosts 

 

From the hosts map (Figure 11), the volunteers are from 40 different countries 

with most located in United States and Europe. The different locations connect to the 

Climate@Home using the submarine cables and they have different network traffics. The 

various network traffics cause a problem for volunteers to download climate models and 

data, e.g., in the Climate@Home project almost all hosts in China can not download the 

ModelE virtual machine and data successfully. 
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Figure 11 Hosts location in Climate@Home project 

 

Hence, it requires an efficient and reliable way to transfer a big virtual image, a 

docker image and climate data to volunteers’ hosts. Yang et al. (2015) described 

spatiotemporal computing which the computing paradigm that utilizes spatiotemporal 

principles to devise cutting-edge computing technologies and solutions to tackle this. 

Cloud	Global	Resources	
Fortunately, leading public commercial cloud providers have built many 

datacenters to compete in the global markets. For example, the AWS Cloud operates 43 

Availability Zones within 16 geographic Regions around the world, with announced 

plans for 11 more Availability Zones and four more Regions1. Aliyun cloud has 14 global 

                                                
1 https://aws.amazon.com/about-aws/global-infrastructure/ 
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data centers including 8 outside of China1. The global distribution of cloud computing 

datacenters provides an advantage for volunteer computing to host their data and 

application world-wide. Figure 12 shows the 16 data centers of Amazon AWS and 

Aliyun cloud used in Climate@Home project. 

 

 
Figure 12 Cloud datacenters used in Climate@Home: blue icons are AWS datacenter while the red icon is 
Aliyun datacenter. 

 

With the 16 datacenters, Climate@Home create 16 buckets which is the storage 

location in Amazon S3 and Aliyun S3. A bucket is a logical unit of storage (folder) in 

                                                
1 https://techcrunch.com/2017/02/27/alibaba-aliyun-cloud-computing/ 
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cloud object storage service S31. By default, customers can provision up to 100 buckets 

per AWS account2 and 10 buckets per Aliyun account3. Buckets can be used to store 

objects which consist of data and metadata that describes the data. The maximum size of 

a single object could be up to 5 Gigabytes.  

Cloud consumers can create S3 buckets in different datacenter, i.e, different 

regions. However, the bucket names are globally unique for one cloud provider, i.e., 

AWS bucket names are globally unique regardless of the AWS Region in which 

customers create the bucket. Aliyun bucket names are globally unique as well. For 

different cloud providers, the bucket names could be same. For example, a user create a 

climate” bucket in AWS US-EAST-1 region, other users can not create bucket with same 

name in any region in AWS. However, Aliyun could create a “climate” bucket if the 

name is not used by anyone in Aliyun cloud. Combine the bucket name and cloud region 

domain, S3 can provide a unique endpoint to upload and download data. Table 5 lists the 

bucket name, location and endpoint used in Climate@Home project.  

 

 

 

 

                                                
1 http://searchaws.techtarget.com/definition/AWS-bucket 
2 https://aws.amazon.com/s3/faqs/ 
3 https://bbs.aliyun.com/simple/t112349.html 
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Table 5 Name, location and endpoint of 16 buckets used in Climate@Home project 
Bucket Name Location Endpoint 
climateinfooregon US West 

(Oregon) 

s3-us-west-2.amazonaws.com 

climateinfoohio US East (Ohio) s3.us-east-2.amazonaws.com 

climateinfoireland EU (Ireland) s3-eu-west-1.amazonaws.com 

climateinfocentral Canada (Central) s3.ca-central-1.amazonaws.com 

climateinfosydney Asia Pacific 

(Syndney) 

s3-ap-southeast-2.amazonaws.com 

climateinfoseoul Asia Pacific 

(Seoul) 

s3.ap-northeast-2.amazonaws.com 

climateinfovirginia US East (N. 

Virginia) 

s3.amazonaws.com 

climateinfofrankfurt EU (Frankfurt) s3.eu-central-1.amazonaws.com 

climateinfosaopaulo South America 

(Sao Paulo) 

s3-sa-east-1.amazonaws.com 

 

climateinfosingapore Asia Pacific 

(Singapore) 

s3-ap-southeast-1.amazonaws.com 

 

climateinfocalifornia US West (N. 

California) 

s3-us-west-1.amazonaws.com 

 

climateinfomumbai Asia Pacific 

(Mumbai) 

s3.ap-south-1.amazonaws.com 

 

climateinfotokyo Asia Pacific 

(Tokyo) 

s3-ap-northeast-1.amazonaws.com 

 

climateinfolondon EU (London) s3.eu-west-2.amazonaws.com 

climateinfooregon China (Beijing) oss-cn-beijing.aliyuncs.com 
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Data	Download/Upload	Matrix	
When users download or upload data, they may have different network speed to 

access these different buckets. “ping” is a network software used to test the reachability 

of a host and it is widely used in different OS (Linux, Windows and Max OSX). “ping” is 

used to measure the round-trip time for messages sent from the volunteer’s host to S3 

region endpoint in Climate@Home project.  

Table 6 shows ping results from volunteer’s host in different country to S3 

endpoint.  The lower number means the host has better network speed to access that 

specific S3 region. For example, for ping results of the host in united states to in this 

table, the result to Virginia region is minimum as 3 and the result to Beijing is maximum 

as 277, the Virginia S3 endpoint is the best choice for this host to upload and download 

data and Beijing S3 endpoint is the worst choice. Another example is the host in China 

which has minimum ping result (5) to Beijing. The ping results for this host to any other 

region is bigger than 100 except Tokyo. Climate@Home version one hosts the download 

website in George Mason University and almost no Chinese hosts can download the 

virtual image and climate model data successfully.  
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Table 6 “ping” results from volunteers’ host to S3 region. 
        Host  
 
S3 Region 

United 
States 
(Virginia) 

Czech 
Republic 
(Prague) 

Australia	
(Sydney)	

Poland 
(Katowice) 

Italia 
(Corato) 

China 
(Beijing) 

Virginia 3 116 228 137 175 289 

Ohio 14 125 235 160 174 297 

California 69 192 165 205 190 291 

Oregon 68 204 190 220 219 230 

Central 17 125 231 146 135 283 

Mumbai 251 290 342 478 308 195 

Seoul 194 306 259 368 333 150 

Singapore 247 285 110 390 295 138 

Sydney 207 339 11 391 345 231 

Tokyo 185 284 210 313 305 84 

Frankfurt 88 17 325 58 64 407 

Ireland 88 39 310 67 64 389 

London 78 31 303 58 78 350 

São Paulo 128 256 352 253 428 402 

Beijing 277 257 259 227 532 5 

  

With the advantages of the global distribution of cloud storage, Climate@Home 

version uses the VCaaS infrastructure and replicate data to 16 S3 regions. After receiving 
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the climate simulation tasks, each host will run an application to select the best endpoint 

and download data from that host. Figure 13 is the pseudocode to implement the steps.  

 

 
Figure 13 Pseudocode used in Climate@Home project to select best cloud storage bucket and download data 

 

The same function to get best region and bucket can be used to upload outputs. 

Figure 14 shows the pseudocode used in Cliamte@Home to select best cloud storage 

bucket and upload outputs. Using PUM, hosts can upload outputs to that best hosts. With 

the naïve cloud storage command line, VCaaS can upload data to buckets easily. 

Following is the psedocode to upload results: 
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Figure 14 Pseudocode used in Climate@Home project to select best cloud storage bucket and upload data 

 

The	Data	Download/Upload	Matrix	
S3 storage could provide efficient and reliable storage. However, it is more 

expensive than another storage type: glacier. Amazon Glacier is an extremely low-cost 

storage service that provides highly secure, durable, and flexible storage for data backup 

and archival (Baron and Kotecha, 2013). Cloud consumers can reliably store their data 

for as little as $0.004 per gigabyte per month with Amazon Glacier. Figure 15 lists and 
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compares the AWS S3 storage, Glacier Storage in North Virginia region1 and Aliyun S3 

storage2. It shows the price of AWS glacier storage price is 20-25% of S3 storage.  

 

 
Figure 15 Comparison of storage price: (a) AWS S3 price and Glacier price in North Virginia Region; (b) 
Aliyun S3 price in Beijing Region. 
 
 

 

                                                
1 https://aws.amazon.com/s3/pricing/ 
2 https://www.alibabacloud.com/product/oss#OssStorageTableTrans_HZ 
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CHAPTER SIX: METHODOLOGY III: AUTO SCALING AND LOAD 
BALANCING FOR CLIMATE VISUALIZATION 

Introduction	
After processing the climate models, it is important to visualize the climate data. 

Climate visualization have the potential to provide such an intuitive and convenient 

method for scientists to access climate data, discover the relationships between various 

climate parameters, and communicate the results across different research communities 

(Sun et al. 2012). 

Climate@Home uses netcdf1 as the output format for climate simulations. Various 

software could be used to visualize netcdf outputs. For example, MATLAB2 and 

Panpoly3 desktop version could be used to visualize netcdf locally. Geoserver4 and 

ncWMS5 could be used to publish netcdf online. Figure 16 shows precipitation monthly 

visualization map of E4M20a_000006 from December 1949 to November 1950 using 

Panpoly. Scientists can analyze the precipitation changes from the visualization results. 

Figure 17 shows the visualization results for 6 different configurations in Cliamte@Home 

Project (from E4M20a_000001.R to E4M20a_000006.R). Since the 7 parameters used in 

                                                
1 https://www.unidata.ucar.edu/software/netcdf/ 
2 https://www.mathworks.com/products/matlab.html 
3 https://www.giss.nasa.gov/tools/panoply/ 
4 http://geoserver.org/ 
5 https://reading-escience-centre.github.io/ncwms/ 
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the R file have different values, the visualization shows the output differences between 

them. 

 

 
Figure 16 Precipitation monthly visualization map of E4M20a_000006 
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Figure 17 Precipitation monthly visualization map of Decebmer, 1949 of E4M20a_000001 to E4M20a_000006 

 

Netcdf files could be published online to share to other scientists and users. Figure 

18 shows the precipitation WMS layer of E4M20a_000006 published using ncWMS. 

Web Map Service (WMS) provides a GetCapbilities function to describe the capabilities 

including the layers, the description, the coordinates in the WMS. WMS includes a 

GetMap function as well to get the map based on requirements (such as bounding box, 

output format like png, tiff etc.). In addition, WMS could have a GetFeatureInfo option to 

query the information about specific point, line or polygon in the Web Map. 
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Figure 18 Using ncWMS to publish netcdf file 

 

To use WMS, users always need to send a HTTP Get requests to get the 

capabilities first. Then analyze the capabilities and to send GetMap request to get online 

map. At last, users could send GetFeatureInfo request to get the attributes of Point Of 

Interect (POI). Figure 19 shows the GetCapabilities response of a WMS published by 

ncWMS.  

When many concurrent requests are sending to the ncWMS server, it may cause 

some traffic and then the server will response slowly. 
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Figure 19 GeCapabilities response for WMS in ncMWS 

 

Load	Balancing	and	Auto	Scaling	for	Visualization	
Using Load Balancing to distribute incoming WMS requests across multiple 

cloud instances to improve the performance; Using Auto Scaling to help to maintain 

climate visualization availability and allows climate scientists to dynamically scale the 
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cloud capacity. Figure 20 shows the architecture used in Climate@Home to utilize auto 

scaling and load balancing.  

 

 
Figure 20 Architecture to use load balancing and auto scaling for visualization 

 

In this architecture, climate outputs may be saved in S3 storage. Then scientists 

launch an instance to install ncWMS. In the installation, apache tomcat and java need to 

be installed for the ncWMS. In addition, the firewall needs to be configured to allow 

incoming traffic (Climate@Home Version 2 uses port 8080). At last, an automatically 

running script needs to be added in the instance to startup tomcat when the instance is 

rebooted. Then using the “building image” function provided by cloud computing, 

scientists could build an image for the server. Then Scientists could start to build load 

balancer and auto scaling group.  
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Figure 21 Load Balancer used in Climate@Home for two instances 

 

Figure 21 shows load balancer in AWS cloud which has two visualization 

instances for Climate@Home project. The load balancer has a listener to listen the load 

balancer port 8080 and the instance port 8080. When multiple users request the WMS 

resources through HTTP 8080 port, the load balancer can distribute the requests to two 

instances (figure 22).  

 

 
Figure 22 Load Balancer distributes WMS GetCapabilities requests to two instances. 
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Since load balancer can distribute the traffic to two instances, load balancer can 

significantly improve the performance of the WMS server since two instances are 

combined to support the WMS functions. Figure 23 shows the comparison of response 

time of concurrent GeCapabilities requests using one instance and two instances. With 

the load balancer of two instances, the response time decrease to almost half of the 

response time of one machine. It means the load balancer improve the WMS service 

about 1 time. 

 

 
Figure 23 Load Balancer distributes WMS GetCapabilities requests to two instances. 

 

Auto scaling is another way cloud computing provides to improve the WMS 

service performance and save the cost. Figure 24 shows the auto scaling group used in 

Climate@Home project. The Climate@Home WMS servicer image is used in this auto 

scaling group. The group has an auto scaling policy which monitor the incoming 
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network. If the average incoming network is larger than 5000, the group will 

automatically scale up machines to support the traffic. The group can support 4 virtual 

machines at most. If the average incoming is less than 5000, the group will automatically 

terminate machines to save cost. 

 

 
Figure 24 Auto scaling group used in Climate@Home project 
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CHAPTER SEVEN: EXPERIMENT & RESULT 

Using volunteer computing and virtualization technology, the first version of 

Climate@Home Version 1 was launched on the website 

http://climateathome.org/climateathome in November 2012 and was terminated in 

September 2014. Climate@Home Version 2 was launched on the website 

https://climateathome.info/climateathome using hybrid computing infrastructure in April 

2017.  

	Running	Status	
Of the activated hosts in Climate@Home project, Windows machines account for 

92%, Linux machines for 3.7% and Apple machines for 4.3%. Windows machines have a 

total of 3399 cores, which account for 92.1% FLOPS. Linux machines have a total of 218 

cores, which account for 3.3% FLOPS. And Apple machines have 137 core, which 

account for 4.6% FLOPS (Table 7).  

 

Table 7 Statistics of volunteer hosts 
OS Number CPU Core GFLOPS 
Windows 544 3399 1543.5 
Linux 22 218 56  
Apple 25 137 76.4  
Total 591 3754 1675.9 
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Credits	
Using validator, the Climeate@Home validate simulation tasks based on three 

results. Then using the New Create System, Cliatme@Home can grant credits to results. 

Figure 25 shows the 14 results submitted by different hosts, each result is granted 4000 

credits. 

 

 
Figure 25 Results and granted credits in Climate@Home 

 

Climate@Home can compare credits based on hosts and users. Figure 26 shows 

the top 10 users with high credits in Climate@Home Version 2. 
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Figure 26 Top top 10 participants in Climate@Home Project 

 

Budget	Cost	Comparison	
Figure 27 compared the budget cost comparison using cloud computing and 

volunteer computing. The blue bar is to run 300 5-year simulation tasks and the red bar is 

to run 300 10-year simulation tasks. With different instance types, the cost may be 

different. However, volunteer computing can save significantly to for both 5-year and 10-

year simulations. 

 

 
Figure 27 Budget cost comparison for model processing (exclude cloud storage and visualization) 
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CHAPTER EIGHT: CONCLUSIONS AND FUTURE RESEARCH 

Summary	and	Concluding	Remarks	
Climate@Home is the first volunteer computing project using virtualization 

technology in climate domain. This thesis reports the research to integrate and optimize 

volunteer computing and virtualization technology for climate simulation. The most 

salient finding from this research are as follows:  

• Compared to expensive supercomputer and cloud computing, the 

volunteer computing could provide enormous computational resources with essentially 

no cost. In addition, more volunteers and hosts are registered in the Climate@Home 

project, and consequentially computational resources are getting more powerful.  

• Virtualization technology could improve the development of climate 

application in volunteer computing project. Generally, 32 bit virtual machines can run on 

both 32 bit and 64 bit machines. By packaging climate models, data, operation system, 

libraries and tools into a 32 bit virtual image, scientists only need to develop one version 

of their model rather than transferring their code to different platforms. In addition, 

deployers only need to update one virtual image if there is new version of model and then 

use the new virtual image to upload for different platforms. Comparing the traditional 

method which needs to update codes for different platforms, it saves a significant amount 

of time for the new version release. In addition, the virtual image saves the running status 

to a snapshot and it enables climate models to run again from the breakpoint once they 
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have crashed. These advantages of virtual technologies bring significant convenience to 

develop and test climate models. 

• PUM can upload the climate model outputs periodically. On one hand, it 

saves time to upload outputs since uploading occurs when models are running rather than 

uploading them after the model finishes. Conversely, it reduces the network stress by 

uploading small monthly outputs incrementally.  

• NCS improves the volunteers’ incentives to participate. By using the new 

credit system, it is fairer to grant credits based on number of completed monthly tasks 

and the faster machine will get more credits as they complete more tasks.  

•  Using cloud Simple Storage Service provided by leading cloud providers 

to develop a global replication storage to distribute cloud models and data to global 

volunteers.  

•  Using Load Balancing to distribute incoming WMS requests across 

multiple cloud instances to improve the performance; Using Auto Scaling to help to 

maintain climate visualization availability and allows climate scientists to dynamically 

scale the cloud capacity. 

Future	Research	
In spite of these advantages, this infrastructure has some shortcomings and is not 

suitable for all the climate applications. The principal shortcomings are as follows: 

• There is no guarantee that all simulation tasks will be finished on time 

since volunteers may have a variety of site-specific issues such as hardware error, 

download error or abortion of the tasks. Although the virtualization technology enable a 
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user to run climate models on virtual hardware, the models still can not continue once 

physical hardware problem occurs. Most download errors occur because of network 

problems. Due to the long running time of the climate simulation tasks, volunteers may 

abort some tasks to release computing resources for other projects. Although volunteer 

computing could provide a replication to assign each job to some different hosts to 

increase the reliability to run climate projects, it may waste volunteers’ computing 

resources since only those unsuccessful tasks need to be assigned again.  

• The infrastructure can not support real-time climate tasks. These tasks 

need that the computers can get the real-time data rapidly and execute the climate tasks as 

fast as possible. However, the virtual image and data transfer in the volunteer computing 

relies on network and volunteer’s machine. The network speed is far lower than transfer 

data in the supercomputer. In addition, the machine hardware differs widely between 

different hosts and it causes those hosts finish tasks in different time. 

• The infrastructure can not support applications which need parallel 

processing, such as Message Passing Interface (MPI) applications. Parallel processing 

emphasizes the feasible exploitation of available concurrency in a computational process. 

By the decomposition, parallel processing partitions the large-scale computational 

problems to small sub-domains. Parallel processing requires frequently and rapidly 

exchanging data between sub-domains.  

More research and advancements in relevant fields could optimize the volunteer 

computing and virtualization for climate domain and these are listed below. 
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• A better task scheduler to improve the reliability of the climate simulation 

tasks from volunteers. The scheduler should be able to get the success rate of each host to 

run the simulation tasks and should use some optimization algorithm to assign the tasks 

to different hosts based on the success rate to improve the reliability. It will assign the 

unsuccessful tasks to different hosts rather than assign each task to different hosts.   
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