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Abstract

FORTIFYING MULTI-TENANT CLOUD ENVIRONMENTS VIA IMPROVED CPU
MANAGEMENT

Li Liu, PhD

George Mason University, 2020

Dissertation Director: Dr. Songqing Chen

Cloud computing technology has significantly changed the computing diagram. Ever

since Amazon Web Service (AWS) began offering IT infrastructure services in 2006, cloud

computing technology keeps maturing, developing, and offering more benefits. A cloud

computing environment allows multiple cloud tenants to share the same physical or virtual

host, thus called a multi-tenant environment. A cloud tenant can be an individual user or

a group of users sharing cloud resources. A multi-tenant cloud environment is supposed to

be secure and fair. However, due to the inevitable resource sharing among multiple tenants,

one tenant’s behavior may impact the other tenants running simultaneously. It often leads

to performance anomalies and security concerns.

In this dissertation, I investigate these security and performance problems in the multi-

tenant cloud environment and propose novel solutions to address these issues. Given that

the root causes of these issues are due to resource sharing (i.e., CPU) among multiple

tenants, our solutions are always centered around CPU management, as discussed below.

First, I demonstrate a virtual machine (VM) is vulnerable to side-channel attacks when a

malicious neighboring VM runs on the same host. To secure the host against such attacks,

I design new schemes via a different CPU scheduling strategy for VMs. It can effectively



defeat such side-channel attacks with a negligible performance overhead.

Second, cloud computing often employs a pay-as-you-go pricing model, which relies on

precise resource accounting to allocate the configured amount of resources to VMs. However,

I reveal that the existing hypervisors often fail to do an accurate resource accounting, leading

to allocate the incorrect amount of CPU resources to VMs. To address this issue, I propose

to redefine the resource scope of VMs using its virtual CPU (vCPU). Through experiments,

I show that the CPU consumption can now be correctly accounted for and managed.

Third, the cloud increasingly adopts container technology these days, and the cloud

sees more and more containerized applications deployed. This trend requires even stronger

isolation between applications. However, I show that containerized applications’ expected

performance isolation is not yet achieved. The primary reason is that the containers are

inadequately managed due to complex interactions between various scheduling mechanisms

in the current OS scheduler design. I propose to augment the underlying host’s scheduling

mechanism to support the container orchestration system to address this problem. Exten-

sive evaluations show that our new scheme can bring significant improvement in resource

management and performance.



Chapter 1: Introduction

Cloud computing has significantly changed the computing arena in the past decade. Driven

by the significant benefits of scalability, elasticity, and automatic control of large-scale

operations, both companies and individuals have widely adopted the cloud. The cloud

computing market is still rapidly growing. Gartner predicts the cloud infrastructure as

a service (IaaS) market revenue to increase to 81.5 billion by 2022, up from 41.4 billion

in 2019 [2]. According to Amazon Web Services (AWS), by moving IT infrastructure to

the cloud, its user gains an average of 31% cost saving while achieving 62% management

efficiency improvement [3]. Underpinning such transitions is the common belief that today

the cloud infrastructure can promise security and performance that are important for more

services to migrate to the cloud [4].

A cloud tenant can be an individual user or a group of users, such as an organization

that shares cloud resources. The cloud service enables a tenant to lease computing resources

on-demand. It offers a pay-as-you-go [5] approach for payment. The cloud infrastructure

relies on resource sharing among multiple tenants to achieve high resource utilization and

economies of scale. Most cloud services, almost everything except dedicated hosting services,

are based on multi-tenant hosting or shared hosting, allowing multiple tenants to share

the same host. For a host machine in the cloud, either a physical machine or a virtual

machine, virtualization technologies provides a logical abstraction for multiple tenants to

share resources properly. Ideally, each tenant’s data is isolated from other neighboring

tenants sharing the same host. So is their computing performance. However, in reality, this

is often not the case yet.

1



1.1 Problems and challenges in the multi-tenant environ-

ment

A cloud user often leases computing resources in the form of a virtual machine (VM). In a

multi-tenant host, different VMs are regulated by the hypervisors, or virtual machine man-

agers, such as Xen and KVM. The underlying virtualization technologies provide an isolated

protection mechanism for the states and executions of each VM. However, such isolation

is not well-conceived in the current multi-tenant environment. It introduces challenges in

such a sharing environment, as I discuss below. For example, sophisticated attacks could

exploit the underlying shared resources to extract sensitive information from neighboring

VMs, resulting in security and privacy breaches.

Cache-based side-channel attacks, among others, represent the primary and most threat-

ening concerns of cloud security in previous studies [6]. Many solutions are proposed. One

category of solutions [7, 8] is to harden the targeted operations being attacked so that the

victim is no longer vulnerable to attacks in the insecure cloud environment. However,

hardened programs may still be vulnerable to other side-channel attacks [9]. Compared to

hardening vulnerable programs individually, a more general solution is to secure the cloud

environment. For example, dedicated host services offered by the cloud provider [10] phys-

ically isolates a user’s VMs from all other VMs, thus preventing those VMs from being

attacked. An alternative is to dedicate a portion of CPU caches to each VM [11,12]. While

effectively shutting down the cache side-channel at the cost of resource sharing, these so-

lutions are not favorable for the cloud paradigm considering the performance. There are

solutions employing the moving target defense philosophy by frequently migrating VMs [13]

to other hosts. Nevertheless, live migration will introduce unaffordable overhead. Also, Liu

et al. [14] reported that it was still possible to complete the attacks in minutes.

Another challenge in the multi-tenant host is resource accounting. Among various types

of computing resources, the CPU is the most important one. Its accurate allocation and

management directly affect the operations and the revenue of the cloud providers. According

2



to [15], each physical CPU core sells for a maximum potential annual revenue of $900.

However, as previous works [16,17] have observed, and I will also demonstrate in Chapter 3,

a guest domain (or VM) can consume up to 70% more of its allocated CPU time. It

prevents the cloud providers from selling that overused CPU to other clients and resulting

in a substantial monetary loss. The resource overuse issue may also potentially degrade the

performance of neighbor domains [18–25] and increase the energy consumption of the host

machines [26,27].

Solving the resource overuse problem relies on an accurate accounting of the offloaded

processing, which is a challenging task, especially in a virtualized environment. The seman-

tic gap between the hypervisor and domains and the offloaded processing’s asynchronous

nature pose significant challenges to measure the offloaded CPU usage. Previous works at-

tempted to overcome such a semantic gap using VM-introspection techniques [28–30] at the

cost of complicated kernel tracing and heavy runtime overhead, limiting its usage in modern

cloud systems. Others [31, 32] attempted to circumvent these challenges by estimating the

offloaded CPU time instead of accurately measuring. Such estimation is based on the as-

sumption that the offloaded CPU usage for the same workload is always the same. However,

as I will show in Chapter 3, this is not necessarily true. Therefore the estimation-based

approach also fails to produce accurate accounting results.

The increasingly popular microservices bring a third challenge to cloud computing.

The microservice-based architecture decomposes the traditional monolithic applications into

multiple loosely-coupled, single-purpose service modules. The transformation into microser-

vices improves service scalability and reliability. It has been widely adopted into the modern

software DevOps workflow. Microservices are typically deployed as containers on top of the

multi-tenant cloud infrastructure. They are managed by container orchestration systems

such as Google Kubernetes Engine [33] and Amazon Elastic Kubernetes Service [34]. Cloud

tenants lease a certain amount of computing resources for the containers based on their

estimations of workload demand and performance expectations.

However, it has been observed that the performance of containers running in the cloud

3



can vary significantly and is difficult to predict [35–42]. For example, it is reported in [36]

that container co-location can lead to more than 66× tail latency increasing. Such significant

performance variations make it difficult for developers to estimate the container’s perfor-

mance accurately and how much resources one should request. Therefore, this will cause

severe performance bottlenecks such as stragglers for batch workloads [43] and violation of

end-to-end QoS guarantee for latency-sensitive, interactive applications [44].

1.2 Dissertation contributions

This dissertation proposes three novel schemes to solve these security and performance

problems in the multi-tenant cloud environment. As cloud computing’s underlying key

is the sharing of computing resources among multiple tenants, our research and solutions

mainly focus on proper CPU scheduling and management.

First, to cost-effectively secure the cloud against side-channel attacks without sacrificing

resource sharing, I investigate the factors that can impact such attacks’ success. Our study

reveals that the root cause of such attacks is the constant sharing patterns of hardware

resources between VMs. Based on these findings, I quantify the negative impacts that

a VM can have on another VM on the same machine using the vulnerable probability.

Then I propose lightweight and generic scheduler-based defense mechanisms called Shuffler

Schedulers, limiting the vulnerable probability of all VMs. The key is that distributing

CPU time to vCPUs with equal probability would reduce the system’s overall vulnerable

probability. The analyses and experimental results show that the Shuffler Schedulers can

effectively reduce information leakage, mitigating cross-VM side-channel attacks, with little

performance penalty while preserving high resource utilization.

Second, in a multi-tenant environment, some VM may consume significantly more re-

sources than allocated. In this study, I find that this problem’s root cause lies in the

design of virtualization systems: the protection scope of a domain is erroneously used as

its resource scope during resource accounting and management. The protection scope of

a domain isolates its states and executions from other domains. In contrast, a domain’s
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resource scope should contain all the resource consumption incurred by this domain. For

instance, in the I/O offloading, these two scopes are not aligned. Such mismatch in the

current design prevents the hypervisor from correctly allocating resources to each domain.

To tackle the problem in the virtualized multi-tenant cloud environment, I set to re-

align the CPU resource scope of a domain with its actually-incurred CPU usage to enforce

accurate resource allocation for all guest domains. Specifically, I redefine the resource scope

for a domain so that all the offloaded CPU consumption is included within its resource scope.

The new resource scope for a guest domain is comprised of a combination of virtual CPUs

from not only that domain but also the driver domain. In the driver domain, all the offloaded

processing from a source domain is contained and encapsulated in the corresponding vCPUs,

which is contained in that source domain’s resource scope. Therefore, the resulting resource

scope of a domain contains all the incurred CPU consumption and can be used by the

hypervisor to manage the CPU resource per domain accurately.

Third, I demonstrate the performance variation in the containerized cloud environment.

I find that this results from the complex interactions between various scheduling mechanisms

and considerations in the current OS scheduler design (e.g., CFS in Linux). To make it

worse, the increasing number of CPU cores and the co-located containers in modern host

systems exacerbate the problems. I systematically analyze the performance degradation in

a multi-tenant environment. The key findings are: (1) User-requested CPU resources at the

container level (via cgroups) are not honored by the host OS. (2) The root cause lies in the

mismatch of the container’ design goals and Linux’s default one-size-fits-all CPU scheduler

CFS.

Motivated by these findings, I propose to augment the scheduling mechanism in the host

OS for the container orchestration system. It bridges the gap between one’s expectation

when they request the resource and the actual utilization and performance they can get out

of such reservations. I implement this approach called rKubernetes or, rKube for short, on

top of Kubernetes. It correctly enforces the requested amount of CPUs on host systems by

isolating the container workload to designated physical cores.
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1.3 Dissertation organization

The rest of this dissertation is organized as follows: in Chapter 2, I study the side-channel

attacks in the multi-tenant hosts and propose the mitigation scheme based on CPU schedul-

ing. Then I examine the CPU resource accounting in Chapter 3 and present the improve-

ment for the scheduler. Chapter 4 discusses our investigation of performance isolation and

augments to the scheduler in the containerized environment. I conclude this dissertation in

Chapter 5.
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Chapter 2: Shuffler: mitigate cross-VM side-channel attacks

via hypervisor scheduling

The work presented in this chapter has been published in [45].

2.1 Introduction

Cloud has become an extremely successful paradigm for conveniently storing, accessing,

processing, and sharing information. One of the building blocks of the cloud computing

economy is its resource sharing empowered by virtualization techniques. Virtualization

provides a logical abstraction for multiple VMs to share the same hardware resources. The

hypervisor regulates VM isolation and resource sharing.

However, such sharing among VMs may cause potential vulnerabilities. For example,

sophisticated attacks could exploit the underlying shared resources to extract sensitive infor-

mation from neighboring VMs, resulting in security and privacy breaches. Studies showed

that normal cloud users could achieve co-location with little cost [46–48] in the public

clouds. As a result, side-channel attacks are demonstrated to be a real threat to cloud

tenants [46,49].

Cache-based side-channel attacks, among others, represent the primary and most threat-

ening concerns of cloud security in previous studies [6]. Many solutions are proposed. One

category of solutions [7, 8] is to harden the targeted operations being attacked so that the

victim is no longer vulnerable to attacks in the insecure cloud environment. However,

hardened programs may still be vulnerable to other side-channel attacks [9]. Compared to

hardening vulnerable programs individually, a more general solution is to secure the cloud

environment. For example, dedicated host service provided by the cloud provider [10] phys-

ically isolates a user’s VMs from all other VMs, thus preventing those VMs being attacked.
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An alternative is to dedicate a portion of CPU caches to each VM [11, 12]. Both solutions

close the cache side channel at the cost of resource sharing, which is not favorable for the

cloud paradigm. There are solutions employing the moving target defense philosophy by

frequently migrating VMs [13] to other hosts. However, Liu et al. [14] reported completing

the attacks in minutes. Moreover, live migration will introduce unaffordable overhead.

Therefore, to mitigate this continuous threat, it is imperative to have a solution that

can (1) effectively mitigate cache-based side-channel attacks without sacrificing resource

sharing, and (2) incur as little overhead as possible without significant performance or

monetary cost. These objectives become even more challenging to achieve, given that one

cannot tell in advance which VM(s) is (are) the attacker(s) in a cloud environment. That

is, I should assume that any VM could be an attacker.

In this chapter, I set to find such a solution. For this purpose, the critical question

is, “what makes the victim vulnerable to side-channel attacks?” I reveal that it is the

runtime sharing patterns that enable the attacker to spy on the victim via shared resources.

Furthermore, I quantify the time such patterns last by the vulnerable probability. By

reproducing the Prime+Probe attack [14,49], I confirm that the vulnerable probability limits

the attack results. Therefore, the attacks could be mitigated by reducing the vulnerable

probability.

Motivated by my previous work [50], I find that distributing CPU time to candidate

vCPUs with equal probability would effectively reduce the overall vulnerable probability.

Thus, I propose my shuffling scheduling scheme based on a random virtual CPU (vCPU)

selection mechanism. The Local Shuffler (LS) scheduler and the Global Shuffler (GS) sched-

uler are designed and implemented. My experimental results show that Shuffler schedulers

can significantly reduce the vulnerable probability without sacrificing performance. When

repeating the side-channel attack on a 4096 bits RSA key, the Shuffler schedulers reduce

the (key bits) recovery rate from 100% to below 72%. Note that this is for the worst-case

scenario, which favors the attacker as much as possible. Furthermore, I show that this

recovery rate reduction can effectively mitigate such attacks.
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Compared to other solutions, my scheme has several advantages: (1) it preserves high re-

source utilization, (2) it is lightweight in terms of overhead, (3) the implementation requires

only minor revisions to the current hypervisor scheduler, thus making it easy to deploy, and

(4) it is effective not only to cache-based side-channel attacks, but also to attacks exploiting

other shared resources in runtime, such as DRAM [51] and processor interconnect [52].

The remainder of this chapter is organized as follows: Section 2.2 introduces related

background information. Section 2.3 describes my motivation examples along with the

identification of the vulnerable probability. Section 2.4 discusses the detailed design and

implementation of my defense mechanism. Section 2.5 demonstrates the evaluation results

of the Shuffler schedulers. Some closely related issues are further discussed in Section 2.6.

Related work is summarized in Section 2.7. Finally, Section 2.8 concludes this chapter.

2.2 Background

2.2.1 Cross-VM side-channel attacks

In cross-VM side-channel attacks, the attacker VM resides in the same physical host as the

victim VM, and spies the victim VM’s memory accesses by frequently interleaving with the

victim VMs on the shared resources. In such a spying process, the victim VM’s memory

accesses are only exposed to the attacker during runtime.

As exposed by Zhang et al. [53], an attacker could spy on the victim’s memory accesses

by frequently preempting the victim. However, this is no longer possible in recent versions

of Xen [54]. Cross-core shared resources such as CPU last level cache (LLC) [14, 49, 55],

processor interconnect [52], DRAM [51], etc., can still be utilized to launch cross-VM side-

channel attacks in the cloud. In such attacks, the victim’s memory accesses are only exposed

to the attacker when the attacker VM and the victim VM run concurrently on different cores.

In Section 2.3.1, I will introduce the vulnerable probability to quantify such a vulnerability

of a victim during this process, and demonstrate that this value limits the side-channel

leakage.
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2.2.2 Hypervisor scheduling mechanisms

As each memory access usually takes tens of nanoseconds, a fine-grained view of how the

attacker VM and the victim VM run in time is needed to analyze the spying process of

cache-based side-channel attacks. To understand the vCPU scheduling trace made by the

hypervisor scheduler, I take the hypervisor schedulers of Xen as an example.

Virtualization enables multiple (guest) VMs to run on the same host. The hypervisor

mediates the requests for shared CPU resources by multiple VMs through built-in sched-

ulers. To facilitate the scheduling of CPU, the concept of vCPU is introduced, which refers

to the virtual processor of a VM. Each VM can have one or more vCPUs. Upon this, the

hypervisor schedules physical CPUs (cores) for vCPUs using different schemes. Addition-

ally, Xen provides a flexible scheduler interface, via which customized scheduling algorithms

can be implemented.

For recent versions of the Xen hypervisor, there are four different schedulers, namely

the Credit scheduler, the Credit2 scheduler, the Real-Time Deferrable Server scheduler

(RTDS), and the ARINC653 scheduler. By default, the Credit scheduler [56] is utilized.

It is a general-purpose scheduler that aims to provide a proportional fair share of CPU

resources to different VMs. I built my prototype based on this scheduler.

2.3 Motivation

As introduced in Section 2.2.1, in cross-VM side-channel attacks, the victim is vulnerable

to attacks when the victim and the attacker run concurrently on different cores. Such a

runtime pattern enables the attacker to effectively spy on the victim via shared resources. To

precisely capture this vulnerability, I define a new measurement metric called the vulnerable

probability, which is the normalized time during which the victim runs concurrently with

the attacker using the victim’s accumulative running time as a measure of scale.

To verify the impact of the vulnerable probability on the attack results, I reproduce

cross-VM side-channel attacks and demonstrate through experiments my key observations
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along with their insights. These insights further motivate us to study how the victim can

avoid being attacked, and to design my solution in the next section.

2.3.1 Vulnerable probabilities in attacks

Prime+Probe via LLC has been thoroughly studied [6] and demonstrated in the public

cloud [46,49]. This attack is used in my discussion, but my discussion is effective for other

attacks such as Flush+Reload [55] as well.

I use HP ProLiant DL380 G6 equipped with two Xeon E5540 CPUs. All 4 cores in

each CPU package share the same LLC. Xen hypervisor version 4.6.0 with the Credit

scheduler is used to manage VMs running on the host. The victim VM repeats signing a

file with 4096 bits RSA key using GnuPG-1.4.13. The attacker VM spies the square-and-

multiply implementation of modular exponentiation used by GnuPG-1.4.13 via shared LLC

as described in [14, 49]. I also run additional background VMs (2-10) during the attacks.

To reduce the noise introduced by Dom0, I pin Dom0 to one CPU package and all DomUs

(guest VMs, including the attacker and the victim) to the other CPU package. Each DomU

is configured to have one vCPU.

In each attack, the attacker can collect a portion of the secret key bits as a partial key.

I define this rate as the (key bits) recovery rate, which is used to quantify the attack results.

To verify the impact of the vulnerable probabilities on the attack results, I the repeat attack

30, 60, 90, ...240 times when running 5-12 VMs, including the attacker VM and the victim

VM, respectively.

Figure 2.1 demonstrates how the attacker (VM-1) and the victim (VM-2) were scheduled

to run in two independent attacks. In the first attack (Figure 2.1a), 100% of the victim’s

crypto execution on core-1 is spied on by the attacker running on core-0, while in the other

attack (Figure 2.1b), only 49% of the victim’s crypto execution is exposed to the attacker.

Meanwhile, the attacker collects 99.5% and 48.5% key bits separately in these two attacks.

The vulnerable probabilities (100% and 49%) and the recovery rates (99.5% and 48.5%) are

closely correlated.
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(a) An attack case in which the attacker collects 99.5% key bits. 100%
of the victim’s crypto execution is under the attacker’s spy.
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(b) An attack case in which the attacker collects 48.5% key bits. 49%
of the victim’s crypto execution is under the attacker’s spy.

Figure 2.1: Vulnerable probabilities in the two attacks

Intuitively, the vulnerable probabilities determine the attack results. To verify this

hypothesis, I compare the vulnerable probabilities and the recovery rates of all 1080 attacks,

as shown in Figure 2.2. I calculate the Pearson correlation coefficient (PCC) that quantifies

12



0% 20% 40% 60% 80% 100%
Vulnerable Probability

0%

20%

40%

60%

80%

100%

Re
co
ve

ry
 R
at
e

1080 attack cases
PCC= 1.0

Figure 2.2: Recovery rates versus vulnerable probabilities in 1080 attacks

dependencies and correlations. The PCC value is 1.0, suggesting that the attack result

is largely determined by the vulnerable probability. Therefore, if I manage to reduce the

vulnerable probabilities, I could reduce the side-channel leakage.

2.3.2 Effects of hypervisor scheduler

Based on the previous discussions, I aim to minimize the vulnerable probability. Clearly,

this value is determined by how VMs are scheduled to run. There are many factors that

affect the vCPU scheduling process, including the vCPUs/cores ratio, the time slice length,

the time slice arrangement, etc. In the previous work [50], I revealed that slice arrangement

affected side-channel leakage more significantly than other factors. Below I demonstrate

the effects of the slice arrangement on the vulnerable probability.

The scheduling trace t1 in Figure 2.3a shows the original slice arrangement in an attack

collected in Section 2.3.1, while t2 in Figure 2.3b shows another slice arrangement in the

same attack. Compared to t1, t2 assigns the vCPUs more evenly to all the available cores.

Correspondingly, how the victim (VM-2) is spied on by the attacker (VM-1) is shown in

Figure 2.3c and Figure 2.3d. The vulnerable probability is reduced from 100% to 68%. Thus,

the proper arrangement of time slices can effectively reduce the vulnerable probability.
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(a) Scheduling trace t1, original slice arrange-
ment.
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(b) Scheduling trace t2, another slice arrange-
ment.
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(c) VM-2’s vulnerable probability is 100%,
when spied on by VM-1 in t1.
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(d) VM-2’s vulnerable probability is 68%,
when spied on by VM-1 in t2.

Figure 2.3: Vulnerable probability of the same attack with different slice arrangements. In
both scheduling traces, the victim (VM-2) completes the same crypto operation.

Motivated by this result, I move on to design and implement a scheduler-based mecha-

nism that can significantly reduce the vulnerable probability.

2.4 Solution

As shown in the last section, the slice arrangement largely determines the vulnerable prob-

ability. In this section, I will revisit the design of the hypervisor scheduler, particularly

focusing on the slice arrangement in the vCPU scheduling process. From the scheduler’s

perspective, I begin by scoping the attacker’s goals and capabilities.

14



2.4.1 Threat model

I assume that in each attack, the goal of an attacker is to extract as much information as

possible. Under this condition, I consider a threat model meeting the common requirements

in published the attacks [14,49,55], with the following characteristics:

• Co-location: the attacker VM runs in the same physical host with the victim VM.

• Unknown attacker: from the perspective of the hypervisor scheduler, attacker is un-

known in advance, meaning that any VM could be the attacker.

• Single attacker: I assume the state-of-the-art setting in which each attacker vCPU

spies the victim individually. I discuss colluding attacks involving multiple vCPUs in

Section 2.6.1. Below I use attacker, attacker vCPU and attacker VM interchangeably.

• CPU overcommitment: I assume that there are more vCPUs than cores in the host.

I discuss this assumption in Section 2.6.2.

• Effective spy during runtime: I assume that the attacker can effectively spy on the

victim’s memory access via shared resources during runtime, and that the third party

VMs introduce minimum noise to the side channels.

• Persistent attacks: I assume the attacker can repeat the same attack for a reasonable

large number of times. For example, Liu et al. [14] repeated the same attack for more

than 20, 000 times to recover the secret key.

2.4.2 Problem statement

I aim to reduce the vulnerable probability by scheduling. In a given attack with scheduling

trace t, the victim (vCPU or VM) v and the attacker a, the vulnerable probability is rep-

resented as P (t, v, a), which is defined by the time of the victim runs concurrently with the

attacker on the scale of the victim’s accumulative running time. For example, in Figure 2.3,

P (t1, V M2, V M1) = 100% and P (t2, V M2, V M1) = 68%.

15



Since it is not possible to pinpoint the specific attacker, the goal for the hypervisor is

to mitigate the overall vulnerability of the system, which is bound by the most vulnerable

vCPU pairs quantified as:

P (t) = max
∀v,a
{P (t, v, a)} (2.1)

Therefore, an effective defense mechanism can be mathematically captured by the solution

to min
t

P(t). To this end, I conduct a mathematical analysis on the problem and propose a

scheduler-based scheme to achieve the optimization accordingly.

2.4.3 Problem analysis and solution

In the discussion below, I assume that there are m available cores and n (n > m) active

vCPUs in a host. For a given scheduling trace t and victim vCPU v, there are m−1 vCPUs

run concurrently whenever v runs. Thus, its vulnerable probabilities against to all potential

attackers are subject to:

∑
∀a

P (t, v, a) = m− 1

Then the largest vulnerable probability an attacker can obtain can be calculated by

Eq. 2.2. Here I assume the worst-case that any of the n− 1 vCPUs may be the attacker.

max
∀a
{P (t, v, a)} ≥

∑
∀a P (t, v, a)

n− 1
=
m− 1

n− 1
(2.2)

The intuitive interpretation of Eq. 2.2 suggests that the balanced allocation of the CPU

time would guarantee the minimal vulnerable probability for a specific victim vCPU. Take

the scheduling traces t1 and t2 in Figure 2.3 as an example.
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subject to
∑
∀a

P (t1, V M2, a) =
∑
∀a

P (t2, V M2, a) = 2

max
∀a

P (t1, V M2, a) = max
∀a∈{VM1,V M3,V M4}

P (t1, V M2, a)

= max{1, 0.52, 0.48} = 1

max
∀a

P (t2, V M2, a) = max
∀a∈{VM1,V M3,V M4}

P (t2, V M2, a)

= max{0.68, 0.60, 0.72} = 0.72

From the results, we can infer that the victim in t2 has a smaller worst-case vulner-

able probability. This advantage stems from a more balanced distribution of CPU time.

Combining Eq. 2.1 and Eq. 2.2 we can obtain that:

P (t) = max
∀a,v
{P (t, v, a)} = max

∀v
{max

∀a
{P (t, v, a)}} ≥ m− 1

n− 1

Thus,

min
t

P(t) ≥ m− 1

n− 1
(2.3)

Based on the above discussions, distributing CPU time to vCPUs with equal probability

would reduce the overall vulnerable probability of the system. Thus, I propose to select

all candidate vCPUs with equal probability when making scheduling decisions. Later I will

demonstrate that such a scheme effectively reduces the overall vulnerable probability to the

near optimal value through experiments.
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2.4.4 Implementation of the shuffler schedulers

To demonstrate the effectiveness of my solution, I use Xens Credit scheduler as an example,

and the scheme could be applied to other schedulers as well. Revisiting the example shown

in Figure 2.3, we can observe that the vulnerable probability could reach as high as 100% due

to the constant runtime patterns of vCPUs, which originate from two scheduling schemes.

• The tendency of vCPUs to be scheduled to the same core. In the credit scheduler,

each core maintains a local run queue (runq) of the active vCPUs. Each time the

scheduling routine is triggered, the vCPU currently running on this core is returned

to its runq, and the next vCPU to run is selected from this runq.

• VCPU’s scheduling in round-robin order. Each runq is managed in a round-robin

fashion in the runq. The returned vCPU is appended to the end of the runq of the

same priority and the next vCPU to run is selected from the head of the runq.

Intuitively, we can design a deterministic scheduler, which records the vulnerable prob-

ability of all vCPU pairs, and each time greedily selects a vCPU that minimizes P (t) in

Section 2.4.3. However, the scheduling decision of a deterministic scheduler is predictable.

Zhang et al. [53] abused the open source Xen hypervisor to trick the Credit scheduler to

behave in the attacker’s favor. Gullasch et al. [57] utilized similar feature in the Linux

process scheduler to launch attacks as well.

Thus, I propose to integrate the uniform and random selections in the design of the Xen’s

Credit scheduler. Following this scheme, I implement the Local Shuffler (LS) scheduler. I

minimize the modifications to make the implementation lightweight. Specifically, I have the

following changes:

1. Runq selection: during the scheduling, a runq is uniformly and randomly selected

from all available runqs.

2. VCPU selection: within the selected runq, the next vCPU to run is uniformly and

randomly selected from all candidate vCPUs with the highest priority, and the current
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running vCPU is returned to the same runq.

In the LS scheduler, a runq is still maintained for each core. In addition, I further

propose and implement the Global Shuffler (GS) scheduler, where only one global runq

is maintained for all cores. In the GC scheduler, the scheduling scheme is modified as

following:

1. Runq selection: during the scheduling, all candidate vCPUs are kept in a globally

shared runq.

2. VCPU selection: the same with that of the LS scheduler within the selected runq.

I limit the above changes to relevant functions in the source code of the Credit scheduler

(sched credit.c). In the following section, I will evaluate and compare the schedulers LS and

GS with Credit from multiple perspectives.

2.5 Performance evaluation

In this section, I evaluate the effectiveness of my proposed schedulers from different perspec-

tives. I use the same hardware and configurations as used in Section 2.3.1. The hypervisor

utilized for my evaluations is the Xen hypervisor version 4.6.0.

2.5.1 Vulnerable probability

To evaluate the vulnerable probabilities when different schedulers are used, I repeated the

experiment 30 times when running 9 VMs and collected 2160 (30 ·
(
9
2

)
) potential attacker

and victim pairs for each scheduler. Figure 2.4 shows the cumulative distribution function

(CDF) of the vulnerable probabilities for all possible attacks.

In this figure, the x-axis represents the vulnerable probabilities while the y-axis shows

the CDF values. The distributions of the vulnerable probabilities for each scheduler are

distinguished by different markers. “Credit”, “LS” and “GS” represents the default Credit
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Figure 2.4: Vulnerable probabilities distributions

scheduler, the Local Shuffler scheduler and the Global Shuffler scheduler separately. Fur-

thermore, the maximum vulnerable probability illustrates the worst-case scenario when the

potential attackers could obtain the most information from the victim.

In this figure, we can clearly observe that Credit leads to the most widely distributed

values, with the worst-case value being 100%. This suggests that an attacker could obtain an

almost complete data set of the victim’s memory accesses in persistent attacks. In contrast,

LS and GS can limit this worst-case value to 49%. Since the attacker can repeatedly launch

the same attack in my threat model, the worst-case value indicates the effectiveness of the

attacks. I use it in the following evaluations. Another observation is that the vulnerable

probabilities of LS and GS is more evenly distributed within a smaller range of 25% - 49%

than that of Credit.

There are many factors that may affect the scheduling trace in attacks, including the

running time, the vCPUs/cores ratio, the workloads, and the time slice length. Next, I

compare the worst-case vulnerable probabilities using different schedulers under various

settings (among 2160 possible attacks if not otherwise specified).

I first varied the running time from 1 second to 16 seconds and the results are shown in

Figure 2.5. In this figure, the x-axis represents the running time and the y-axis represents

20



1 2 4 8 16
Time (s)

0.0

0.2

0.4

0.6

0.8

1.0

V
u
ln
e
ra
b
le
 P
ro
b
a
b
ili
ty

Credit LS GS

Figure 2.5: The worst-case vulnerable probabilities with different running time

the worst-case vulnerable probabilities. Furthermore, each group of data represents the

results of the three schedulers.

We can observe from the figure that for Credit, the worst-case vulnerable probabilities

can always reach 100% despite the variation of the running time. While for other schedulers,

the worst-case vulnerable probabilities can be effectively reduced by 20%−50%. In addition,

the worst-case vulnerable probability continuously decrease as the running time increases

for my proposed schedulers. This suggests that the effectiveness of my schemes is more

remarkable for long-term executions due to the more even distribution of time slices to

vCPUs.

I further evaluate the worst-case vulnerable probabilities with different vCPUs/cores

ratios as shown in Figure 2.6. By increasing the number of VMs, I changed the number of

vCPUs from 5 to 12 running on 4 cores as represented on the x-axis in the figure. From this

figure, we can see that my solution can also achieve 20%− 50% reductions. Furthermore, I

also observe that the result approximates the optimal value calculated by Equation 2.3.

For different workloads, using sysbench [58], I generated CPU intensive workloads, mem-

ory intensive workloads and I/O intensive workloads to evaluate different schedulers. The

configuration is shown in Table 2.1. The results are displayed in Figure 2.7. With the
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Figure 2.6: The worst-case vulnerable probabilities with different vCPUs/cores

Table 2.1: Sysbench workloads

Workloads Description Parameters

CPU
intensive

verify prime numbers by doing standard di-
vision of the number starting from 1

--test=cpu --max-time=10

Memory
intensive

allocate a memory buffer and then write
from it randomly

--test=memory --max-
time=10

I/O
intensive

randomly read/write previously created
files

--test=fileio --max-
time=10 --file-test-
mode=rndrw

Shuffler schedulers, the worst-case vulnerable probabilities can be reduced to below 60%.

Finally, I changed the time slice length configured with parameter tslice ms (default

30) in Xen, from 1 ms to 16 ms for all schedulers. The result is shown in Figure 2.8. My

schedulers can effectively reduce the worst-case vulnerability by more than 50%.

To sum up, for the worst-case vulnerable probability in various settings:

1. It can reach almost 100% in most settings when the default Credit scheduler is used.

2. My proposed Shuffler schedulers can reduce it to below 80%.

3. The GS scheduler is slightly more effective than the LS scheduler, suggesting a global

queue implementation is preferable for evenly distributing CPU time.
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Figure 2.7: The worst-case vulnerable probabilities with different workloads
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Figure 2.8: The worst-case vulnerable probabilities with different time slice lengths

2.5.2 Recovery rate

In this section, I reproduce the same Prime+Probe attack used in Section 2.3.1, and evaluate

how the Shuffler schedulers reduce the (key bits) recovery rate compared to the Credit

scheduler.

Figure 2.9 shows the CDF of the recovery rates for repeated attacks. From the figure,
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Figure 2.9: Recovery rates distributions

we can clearly observe that Credit leads to the most widely distributed values, with the

worst-case recovery rate being 99%. In contrast, LS and GS limit the worst-case recovery

rate to 66% and 78%, respectively. The worst-case recovery rate indicates the effectiveness

of persistent attacks. I use it in the following evaluations.

I further evaluate the worst-case recovery rates with different vCPUs/cores ratios as

shown in Figure 2.10. I also changed the number of vCPUs from 5 to 12 running on 4 cores

as represented on the x-axis in the figure, and present the highest recovery rates on the

y-axis. The number of attacks repeated for different vCPUs number is 30, 60, 90, ..., 240,

respectively.

From the figure, we can see that my solution can limit the recovery rates to below 85%.

In my experiment, all background VMs run CPU intensive workloads that introduce little

noise to the attacks. In the cloud environment, the existence of error bits will further reduce

the worst-case recovery rates.

Furthermore, the worst-case recovery rates can be further reduced to the near optimized

value shown in Eq. 2.3. This can be confirmed by repeating the same attack while setting

smaller tslice ms value, as shown in Figure 2.11. I configured vCPUs/cores to 5/4, and

changed the tslice ms from 1 ms to 16 ms for all schedulers. The worst-case recovery rates
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Figure 2.10: The worst-case recovery rates with different vCPUs/cores
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Figure 2.11: The worst-case recovery rates with different time slice lengths

are reduced to below 72% for the Shuffler schedulers, from 99% for the Credit scheduler,

when tslice ms is set to 1 ms. The worst-case recovery rate of 72% makes reconstructing

the full key infeasible, as I will discuss in Section 2.6.3.
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(a) Overall number of events executed in all VMs.
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Figure 2.12: Overhead of different schedulers

2.5.3 Scheduling overhead

Besides security, I also evaluate the performance overhead of the Shuffler schedulers. The

overhead incurred by the schedulers mainly comes from the CPU time consumed for schedul-

ing operations and performance penalty due to extra context switches. I will evaluate them

separately.
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For the CPU time consumption, I measure the system-wide performance when execut-

ing CPU intensive workloads in all VMs. The performance of each VM is reported by

sysbench [58]. During a given period, the more CPU time consumed by the scheduling

operations, the less number of events can be executed in the VMs. For the performance

penalty, I count the total number of vCPU context switches during the same period. I

use these two metrics together to profile the overhead for each scheduler, as shown in Fig-

ure 2.12. Intuitively, the smaller the time slice length, the higher frequency the scheduler is

triggered, thus the higher overhead. So I used different tslice ms values in this experiment

as shown in the x-axis.

In Figure 2.12a, the y-axis represents the system-wide performance during 10 seconds.

The higher the better. Each bar shows the average value among 150 repetitions. We can

observe that decreasing the tslice ms values always imposes extra overhead, which can reach

up to 2%. However, the extra overhead introduced by the Shuffler schedulers using the same

tslice ms values is less than 0.5% compared to the Credit scheduler.

In Figure 2.12b, the y-axis represents the total number of vCPU context switches during

the same period. The lower the better. As expected, the number of vCPU context switches

decreased by half as I doubled the tslice ms value. Furthermore, I also find that GS caused

similar number of vCPU context switches compared to Credit, while LS reduced this number

by 13%− 20%. It is because the current running vCPU has higher probability to continue

running when the LS scheduler is used.

To sum up, the Shuffler schedulers introduce negligible overhead compared to the Credit

scheduler, since they neither consumed more CPU time in scheduling operations, nor gen-

erated more vCPU context switches.
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2.6 Discussion

2.6.1 Colluding attacks

In my threat model, I assumed the state-of-the-art attacking scenarios in which a single

attacker vCPU was used [14, 49, 55]. I argue that colluding attacker vCPUs could hardly

gain more advantages over single attacker vCPU, based on two observations: (1) To avoid

the mutual pollution of the monitored cache sets, no overlapping executions of the attacker

vCPUs are desired, since they spy the shared resources by “writing”. This requires the

cooperation of the hypervisor, which is not possible without compromising the hypervisor.

(2) To stitch the collected information together, the attacker vCPUs need to synchronize

at overly high frequency, which is not readily available. Thus, the capability of colluding

attacks is limited by my proposed solution as well.

2.6.2 CPU overcommitment

In my thread model, I assumed CPU is overcommitted in the physical hosts. CPU over-

commitment is commonly used to consolidate the VMs to save power consumption and

to improve resource utilization [59–61]. For example, the default vCPUs/cores ratio is 16

in OpenStack [62]. Though for public clouds, the vCPUs/cores ratio is not disclosed by

the cloud providers, there are some clues to overcommitment. For example, for the lat-

est general purpose T2 instances in Amazon EC2, the vCPUs/cores ratio may be 5 (12

credits/hour), 10 or 20, etc.[63]

If CPU is not overcommitted, the idle cores can be used to inject noise to the side

channels to mitigate attacks. Zhang et al. [64] had discussions in this direction. Such a

mechanism can be a good complement to my solution.

2.6.3 Key reconstruction

The evaluation shows that when my proposed Shuffler schedulers were used, the attacker

could only collect less than 72% key bits in a single attack. As a result, the side-channel
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attacks fail since it is infeasible to guess the missing 28% key bits.

One may wonder if advanced crypto key analysis techniques enable the attacker to

reconstruct the full key string from such partial keys. For example, when there was bits

corruption in the partial keys, Heninger and Shacham [65] managed to reconstruct the

full key string by utilizing the redundant information in the key string. However, such

key reconstruction methods cannot directly apply to my case, since the partial keys have

missing bits at random, and key bits positions are incorrect.

Alternatively, the attacker could accumulate collected information across multiple par-

tial keys to reconstruct the complete key. Similar problem was discussed in the context of

deletion channel [66–68]. In this model, a transmitter sends a bit and the receiver either

receives the bit (with probability 1−P ) or does not receive anything without being notified

(with probability P ). Similarly, I state the key reconstruction problem when the Shuffler

schedulers are used:

For a victim’s key bits sequence X = x1x2...xl of length l. In each attack, the attacker

can collect a subsequence, Y1, Y2, ..., Yn, where each Yi is obtained independently by deleting

each of X’s element with probability P . Under these conditions, what is the number of

subsequences (n) needed to reconstruct X with high probability?

I model the attacker’s data collection in this way, since the hypervisor scheduling is

transparent to the attacker, and the Shuffler schedulers promised vulnerable probabilities

to be smaller than 72%. Then bits deletion is inevitable with P ≥ 28%.

The state-of-the-art result of this problem to the best of my knowledge is [66]:


n = O(l · poly(logl)), P ≤ (1/

√
l)

n = exp(
√
l · poly(logl)), any P

Considering P = 28% and l = 4096, only the second result applies to my key reconstruc-

tion problem. In this case, the number of repeated attacks required to reconstruct the full

key increases exponentially with
√
l =
√

4096 = 64, making the attacking time unaffordable
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when my proposed Shuffler schedulers are used.

To sum up, my scheduling-based scheme effectively mitigates cross-VM side-channel

attacks.

2.7 Related work

Side-channel attacks have attracted a lot of attention during the past and many schemes

have been proposed to mitigate such attacks. For many attacks, visible timing difference

for different hardware events is required. Askarov et al. [69] provided a timing mitigator to

bound the information leaked through the timing channel. To eliminate the timing channel,

Stefan et al. [70] proposed an instruction-based scheduling, Vattikonda et al. [71] suggested

to remove the fine grained timer in Xen. However, obfuscating timing information negatively

affects benign cloud tenants as well, and the attacker may obtain precise timing information

using other methods [72]. Zhang et al. [64] introduced bystander VMs running configurable

workloads to inject noise to covert channels, which could be a good complement to my

solution.

Crypto operations are often the target of side-channel attacks. Gueron [7] proposed a

new modular exponentiation implementation to secure RSA against side-channel attacks.

Raccoon [8] was also proposed to harden programs against side-channel attacks by obfus-

cating the program at the source code level. However, the modified programs may still be

vulnerable to new side-channel attacks [9].

Compared to harden individual program, a more general solution is to secure the cloud

environment against side-channel attacks. Dedicated host service provided by the cloud

providers [10] can be used to physically isolate VMs from all other VMs, thus preventing

them being attacked. However, dedicated hosts come at the cost of higher price for the cloud

user and lower resource utilization for the cloud provider. Alternatively, certain degree of

VM isolation could be achieved by carefully placing and frequently migrating VMs in its

life-cycle [13, 47, 48]. Based on prior studies [13, 73] and confirmed by my measurements,
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it took about 1.47 seconds to live migrate an instance with 2048MB RAM and 7GB hard

drive via 1Gbps network. Furthermore, the latency of such migrations could be translated

into monetary cost of the providers ranging from $1 to $100.

Once the attacker and the victim run their cloud tenants in the same host, different

shared resources may be exploited to launch side-channel attacks. Various prior efforts

focused on mitigating known attacks via different shared resources, such as networks-on-

chip [74], memory controller [75], memory pages [76], CPU caches [11,12,77,78], etc. Specif-

ically, to mitigate cache side-channel attacks, Godfrey and Zulkernine [77] proposed to flush

caches during context switches, Wang and Lee [78] suggested a new cache design, Liu et

al. [11] proposed to partition the LLC for each cloud tenant using Intels Cache Alloca-

tion Technology, Kim et al. [12] designed a memory page coloring scheme to prevent usage

patterns of sensitive data being leaked. These defenses are often effective to a specific

group of attacks. However, they usually introduced significant overhead, reduced resource

utilization, and even required far-reaching changes to the hardware.

A finer-grained isolation via scheduling is more economically desirable for both the cloud

user and the cloud provider. Hu [79] discussed the impact of scheduling policy on hardware

timing covert-channel and proposed a lattice scheduler for process scheduling. In virtualized

environment, the impact of various scheduling factors, including load balancing, weight, cap,

time slice and (context-switch) rate limiting, on covert-channel attacks were studied [80].

Varadarajan et al. [54] found that the attacker needed to measure the cache state frequently

in side-channel attacks, and that the efficacy of such attacks can be dramatically reduced by

enabling the minimum runtime guarantee feature in Xen. They both targeted side-channel

attacks via core-shared resources such as L1 cache. In comparison, my previous work [50]

studied how different factors affected the more advanced side-channel attacks via cross-core

shared resources such as LLC. In this work, I revealed that the root cause of the side-

channel leakage is the runtime resources sharing patterns between cloud tenants. I had an

in-depth discussion of it, defined the vulnerable probability to quantify it, and proposed a

scheduling-based mechanism to reduce it. In addition, the extra overhead is less than 0.5%
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in my evaluation.

2.8 Summary

The multi-tenancy in the cloud infrastructure enables side-channel attacks to be launched

by co-locating VMs. In this chapter, I revisit the cache-based side-channel attacks where

the attackers exploit the shared hardware resources such as CPU cache. Unfortunately,

existing solutions either fail to provide sufficient protections at economic costs or limit their

scope to specific attacks. In this chapter, I propose a lightweight and generic solution to

eliminate a wide range of cross-VM and possibly unknown attacks. My thorough analy-

ses have demonstrated that the efficacy of such attacks could be dramatically reduced by

distributing CPU resource as evenly as possible to all candidate vCPUs. Accordingly, I

have designed and implemented the Shuffler schedulers by incorporating this strategy and

randomization into Xen’s Credit scheduler. The evaluation results show that the Shuf-

fler schedulers significantly reduce the vulnerable probabilities of all VMs, thus mitigating

attacks without sacrificing the original resource sharing or performance.
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Chapter 3: vCPU as a container: towards accurate CPU

allocation for VMs

The work presented in this chapter has been published in [81].

3.1 Introduction

The adoption of cloud computing has become increasingly popular among various Inter-

net services. Cloud computing enables the flexible provisioning and sharing of computing

resources between multiple tenants. The underlying virtualization technologies provide an

isolated protection mechanism for the states and executions of each virtual machine (VM,

or domain). However, such isolation is not currently well-considered when it comes to the

guest domains’ resource usage. Consequently, some guest domains may consume signifi-

cantly more resources than allocated, or resource overuse, as I refer to in this chapter.

Among various types of resources, the CPU is the most important one. Its accurate

allocation and management directly affect the operations and the revenue of the cloud

providers like Amazon and Google. According to [15], each physical CPU core sells for

a maximum potential annual revenue of $900. However, as previous works [16, 17] have

observed, and I will further demonstrate in Section 3.3.1, a guest domain can consume up

to 70% more of its allocated CPU time, preventing cloud providers from selling those 70%

overused CPUs to other clients and resulting in a noteworthy monetary loss. The resource

overuse issue may also potentially degrade the performance of neighbor domains [18–25]

and increase the energy consumption of the host machines [26,27].

Similar concerns over the resource overuse issue have been raised previously in non-

virtualized environments for processes [82] and containers [83]. In this work, I investigate

the problem in the virtualized environment, which both imposes unique challenges compared
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Figure 3.1: Illustration of software-based I/O virtualization: much of I/O processing is
offloaded to the driver domain, which is not accounted to its source domain (domain-
1/domain-2). Such offloading processing: 1) is asynchronous with processing in the source
domain; and 2) interleaves with each other in the driver domain.

to previous works and provides new opportunities to enable a more accurate and lightweight

solution than existing ones in non-virtualized environments.

In the virtualized environment, one major contributing factor to the resource overuse

problem offloading in software-based I/O virtualizations. An illustrative example is shown

in Figure 3.1. With the software-based I/O virtualization, I/O devices are managed by

the driver domain (or the hypervisor). Guest domains share those I/O devices through

the driver domain. When guest domains perform I/O operations, a significant portion of

the I/O processing workload is offloaded to the driver domain. However, with the current

CPU resource accounting scope, the CPU usage incurred by those offloaded processing in

the driver domain is not correctly accounted to its source domain. As a result, the guest

domains may effectively consume more CPU resources by burdening the driver domain.

The case also applies to the shared intrusion detection system [28] between VMs, where a

similar offloading mechanism is used.

Solving the resource overuse problem relies on an accurate accounting of the offloaded

processing, which is a challenging task, especially in the virtualized environment. The
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semantic gap between the hypervisor and domains and the offloaded processing’s asyn-

chronous nature pose significant challenges to measure the offloaded CPU usage accurately.

Previous works attempted to overcome such a semantic gap using VM-introspection tech-

niques [28–30], at the cost of complicated kernel tracing and heavy runtime overhead, lim-

iting its usage in modern cloud systems. Others [31, 32] attempted to circumvent these

challenges by estimating the offloaded CPU time instead of accurately measuring. Such

estimation is based on the assumption that offloaded CPU usage for the same workload is

always the same. As I will show in Section 3.3.2, this is not necessarily true. Therefore, the

estimation-based approach also fails to produce accurate accounting results.

In this chapter, I claim that this problem’s root cause lies in the design of virtualization

systems: the protection scope of a domain is erroneously used as its resource scope during

resource accounting and management. The protection scope of a domain isolates its states

and executions from other domains, while the resource scope of a domain should contain

all the resource consumption incurred by this domain. In many cases, for instance, the

I/O offloading, these two scopes are not aligned with each other. Such a coincidence in the

current design prevents the hypervisor from correctly allocating resources to each domain.

In this work, I aim to tackle the problem by re-aligning the CPU resource scope of a

domain with its actually-incurred CPU usage, so that accurate resource allocation can be

enforced for all guest domains. Specifically, I redefine the resource scope for a domain so

that all the offloaded CPU consumption is included within its resource scope. The new

resource scope for a guest domain comprises a combination of virtual CPUs from not only

that domain but also the driver domain. In the driver domain, all the offloaded processing

from a source domain is contained and encapsulated in the corresponding vCPUs, which

are contained in the resource scope of that source domain. Therefore, the resulting resource

scope of a domain contains all the incurred CPU consumption and can be used by the

hypervisor to manage the CPU resource per domain accurately.

To demonstrate my proposed approach, I implement VASE System, a novel and

lightweight solution built on top of the Xen hypervisor. The evaluations in various settings
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show that my approach effectively manages the system-wide CPU consumption incurred by

the guest domains with virtually no overhead.

To summarize, the contribution of this chapter is three-fold:

• I distinguish the resource scope from the protection scope in virtualized systems and

redefine the resource scope using existing vCPU abstraction, enabling accurate re-

source management per domain.

• My solution encapsulates all the CPU consumption incurred by a domain to desig-

nated vCPUs contained inside its resource scope. The asynchronous and interleaved

offloaded processing in the driver domain can be accurately measured and debited to

its source.

• By exploiting existing vCPU abstraction, my approach eliminates explicit communi-

cations between the hypervisor and domains, hence its associated overhead compared

to approaches like kernel tracing or VM-introspection. The hypervisor scheduler can

effectively control the system-wide CPU consumption incurred by a domain with vir-

tually no overhead.

The rest of this chapter is organized as follows: In Section 3.2, I will provide the back-

ground on I/O virtualization and CPU management in Xen. This work’s motivation will be

presented in Section 3.3, with experiments showing the drawbacks of state-of-art, followed

by the problem statement, challenges, and solution in Section3.4. The design of my VASE

System will be presented in Section 3.5, followed by evaluations in Section 3.6. Discussions

and related work will be provided in Section 3.7 and 3.8. I will conclude this chapter in

Section 3.9.

3.2 Background

3.2.1 I/O virtualization

In virtualized environments, the hypervisor is responsible for managing and allocating hard-

ware resources to VMs running on top of it. To provide guest VMs access to I/O devices
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Figure 3.2: The path of sending a packet in Xen [1]. In the split driver model, a large
portion of I/O processing happens in the driver domain, consuming a significant amount of
CPU resource on behalf of the DomUs.

like network and disk, three approaches are commonly available: 1) software-based virtu-

alization approach where the hypervisor and guest VM cooperate to handle I/O requests;

2) full emulation approach; and 3) IOMMU-assisted pass-through approach. The software-

based virtualization approach has gained popularity in practice since on the one hand, it

has significant performance advantage compared to the full emulation approach; on the

other hand, it also has better management flexibility with minimum additional overhead

compared to hardware-assisted approach [84,85].

In the Xen virtualized environment, VMs are known as domains. During booting,

the first domain loaded by the Xen hypervisor is referred to as Domain 0, or Dom0 for

short, which has elevated privileges to manage resources and other guest domains. Those

unprivileged guest domains are called domain U, or DomU. The Xen hypervisor itself does

not include device drivers. Instead, it delegates hardware support to a special driver domain
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(usually Dom0) by exposing hardware access to that domain. Xen has implemented the

split driver model for network and block device I/Os. Figure 3.2 illustrates the process of

a DomU sending packets. During such I/O process, most of the CPU time is consumed by

those components: physical device driver, backend and frontend of the split driver, TCP/IP

stack, and event channel.

With Xen’s split driver model, clearly the I/O requests initiated by or destined for one

DomU will also consume CPU resources in Dom0. I denote this amount of CPU time

consumed by Dom0 for serving the I/O workloads in DomUs as the offloaded CPU time. In

the next section I will briefly summarize how CPU resources are managed and how software-

based virtualized I/O design may potentially result in inaccurate resource management.

3.2.2 CPU management in Xen

In the Xen virtualized environment, CPU resources are managed through Xen schedulers.

The default Credit scheduler in Xen allocates CPU resources in terms of credit. Each domain

has its own amount of credit and a domain with positive remaining credit will be prioritized

to run its vCPUs on the physical CPUs (pCPUs). There are two parameters: weight and

cap set for each domain that determine its allocation of credit. The weight determines the

allocation ratio between each domain when the system is oversubscribed, e.g., a domain

with a weight of 512 may receive twice as much as credit of a domain with a weight of 256.

The cap is used to limit the absolute amount of CPU time a domain may consume. For

example, a domain with cap 250 may receive at most 2.5 pCPUs. The default cap value

for domains is 0, which means its CPU usage is not capped, indicating a work-conserving

mode. Cap is an important parameter for cloud providers to control resource allocation

to domains. For example, Varadarajan et al. [19] reported that Amazon EC2 instances

are capped. Based on the two parameters, the scheduler periodically allocates the credit

to each domain. When a vCPU runs, it consumes the credit of its domain. As shown in

previous section, the executions of I/O workload in DomUs require service from Dom0,

which the hypervisor scheduler is totally unaware of. As a result, the DomU may effectively
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Table 3.1: Workload configurations using sysbench and iperf3

Workload Description Parameters

CPU Primality test using trial division –test=cpu –num-threads=1

sy
sb

en
ch MEM Allocate & randomly write to

memory buffer
–test=memory –num-threads=1

SEQ (Disk) Sequentially read pre-allocated
files

–test=fileio –file-test-mode=seqrd –num-
threads=1

RND (Disk) Randomly read/write pre-
allocated files

–test=fileio –file-test-mode=rndrw –
num-threads=1

ip
er

f3

TCP
(Network)

Generate random TCP traffic to a
remote host

-l 128 -P 1 -b 96M

UDP
(Network)

Generate random UDP traffic to a
remote host

-l 128 -P 1 -b 96M -u

MIX Read data from disk and send it via
network

-l 128 -P 1 -b 96M -u -F ∼/test file.0

incur more CPU usage than allocated, causing performance degradations and variations

[16,31,32].

3.3 Motivation

Suppose I have a Xen virtualized environment where only one DomU is running I/O work-

load with its cap set to 100. Intuitively, I would expect the total system-wide CPU utilization

to be no more than 100% (of one CPU core). However, as suggested in previous sections,

due to I/O offloading, the current Xen scheduler is unable to constrain the real CPU usage

incurred by each domain. In this section, I will investigate how significant such excessive

usage is and show the drawbacks of the estimation-based approaches [16,31,32].

For all the experiments in this chapter, I use an HP ProLiant DL380 G6 server as my

testbed, which is equipped with two Intel Xeon E5540 CPUs. To minimize the dynamics

within the system, features including hyperthreading, turbo boost, and dynamic power

management are all disabled. The second CPU socket is also left idle at all times to eliminate

the Non-uniform memory access (NUMA) effect between sockets. Unless explicitly stated,

Dom0 is configured to have eight vCPUs while each DomU is configured to have one vCPU.

The CPU consumption of vCPUs is obtained using the Xen toolstack. Dom0 runs Ubuntu
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Figure 3.3: System-wide CPU usage with one DomU running various workloads. The total
CPU usage reaches more than 170% (of a CPU core) in case of I/O intensive workloads,
exceeding the amount of 100% that is allocated to the DomU. The exceeding part is “stolen”
from other domains.

16.04 and Xen 4.9.0 is used as the hypervisor. On each DomU, iperf3 [86] and sysbench [87]

are used to generate synthetic workloads listed in Table 3.1. I use these workloads here and

also in Section 3.6. CPU utilization is measured by running the workload and collecting

the active vCPU time over a ten-second period.

3.3.1 Offloaded CPU time is significant

First, I verify that the offloaded CPU time is non-negligible. To this end, I generate four

types of workload in one DomU: CPU, MEM, SEQ, and UDP, as listed in Table 3.1. The

result is shown in Figure 3.3, where the y-axis represents the total system CPU usage

incurred by the workload in DomU. We can see from the figure that for Idle, CPU, and

MEM workload in DomU, the total system CPU usage is within the allocated resource limit

(100%). However, for I/O-intensive workloads − Network (UDP) and Disk (SEQ), the CPU

usage in Dom0 becomes significant, especially for Network workload where Dom0’s CPU

usage surged to 90%, and total system CPU usage incurred by DomU’s workload reaches

more than 170%. Although it is well expected that the paravirtualized I/O will incur some

overhead in Dom0, it is not expected that such excessive CPU usage can be as much as
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90% of the allocated amount. Hence, the implication from this experiment is that, such

a significant offloaded CPU usage in Dom0 must be properly accounted for, or a large

amount of CPU time may be “stolen” from Dom0, resulting in significant monetary loss

and performance degradation for other domains, and extra energy consumption for the

physical host.

Since my experiment is conducted in a controlled environment where Dom0 does nothing

but processing offloaded work from a single DomU, we can therefore use Dom0’s total CPU

usage as the offloaded CPU usage. However, obtaining the offloaded usage for a specific

DomU is challenging in reality. The state-of-the-art [16, 31, 32] addresses this issue based

on estimations and I will show its drawbacks next.

3.3.2 The estimation approach is inaccurate

To study the accuracy of the estimation approach in determining offloaded CPU consump-

tion, I have replicated the profiling and estimation technique proposed in [16, 31, 32]. This

approach is built on the assumption that the same workload always incurs the same amount

of offloaded CPU consumption. So, by profiling the offloaded CPU consumption for a certain

workload once, the offloaded CPU consumption incurred by this workload in the future can

be estimated based on the amount of data transmitted. However, I claim this assumption

is not true in a multi-tenant cloud environment, as activities from co-located DomUs pose

significant interferences. The following experiments demonstrate the extent of estimation

inaccuracy and prove my proposition.

To start with, I show that profiling, as a key step in the estimation-based approach,

cannot generate stable results in the multi-tenant cloud environment. I profile the same

TCP workload while running various combinations of DomUs in the same host. I repeat

the profiling 100 times and the result is shown in Figure 3.4, where the x-axis represents

different DomUs configuration, e.g., N1C2 means one DomU running Network workload

and the other two running CPU workloads, and the y-axis represents the profiling result

for each combination. The result clearly shows that the profiling varies largely between
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Figure 3.4: The profiling result of the estimation approaches, which proves it is false to
assume the same workload always incurs the same amount of offloaded CPU consumption
to the driver domain, especially with neighbors.

different combinations, e.g., 4 times between N1C2 and N1C3.

Next, I demonstrate the estimation error by selecting one of the profiling results in

the previous step to estimate the offloaded CPU usage and compare it with the measured

value. The experiments are conducted by varying the number of co-located DomUs, the

DomUs configuration and its execution time. The result for TCP, UDP, SEQ and RND

workload are shown in Figure 3.5a, 3.5b, 3.5c, and 3.5d, respectively. The x-axis represents

the estimated CPU time and the y-axis represents the measured CPU time. The diagonal

line indicates an accurate estimation. We can see the estimation errors are significant —

up to 79% in the case of TCP.

As we can conclude from the result above, the estimation-based approach cannot produce

accurate accounting for offloaded CPU usage in multi-tenant settings and therefore cannot

enforce resource allocation in the cloud. The dynamic neighbor interferences in multi-tenant

systems are volatile and difficult to accurately predict, which motivates us to develop a direct
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Figure 3.5: The true and estimated CPU time of the driver domain when running I/O
intensive workloads. The diagonal line represents an accurate estimation. The estimation
approach yields up to 79% errors for the network and 50% for the disk.

and accurate approach to solve this issue.

3.4 Problem, challenges and solution

I have shown that, for the I/O-intensive workload, the offloaded CPU usage is significant

and dynamically changing, while the estimation-based approaches cannot address the ac-

counting issue. In general, an accurate CPU allocation relies on an accurate accounting

of the offloaded CPU consumption, referred in this chapter as debt. Hence, the first ques-

tion we want to answer in this chapter is that, can I directly and accurately measure the

debt (offloaded CPU time) and use such accounting information to enforce CPU resource
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allocation with minimum overhead?

Accurately measuring each domain’s debts is a challenging task. As shown in Figure 3.1,

it is non-trivial to separate the offloaded I/O processing of each guest apart because their

executions are all asynchronous and interleaved in the driver domain. In addition, even

though such processing could be traced and measured through extensive and costly kernel

tracing, the driver-domain-reported duration is nonetheless inaccurate. This is because,

in the middle of two timestamps, the underlying hypervisor may perform context switches

that are transparent to the domains. Finally, the hypervisor, which is capable of accurately

and thoroughly measuring the CPU runtime, is helpless in this case as the offloaded pro-

cessing to be measured runs in the driver domain. In summary, the semantic gap between

the hypervisor and domains and the asynchronous nature of the offloaded processing pose

significant challenges for both the hypervisor and the domains to accurately measure the

offloaded CPU usage.

Before diving deep into how to overcome those obstacles and measure all the debts,

I wonder what the fundamental cause behind the existence of the debt is. In the example

of Figure 3.1, a part of I/O processing is offloaded to the driver domain, since the I/O

devices is in protection scope of the driver domain. Unfortunately, in the current design

of the virtualization systems, the same protection scope is used as the resource scope of a

domain. Any processing executed within the its protection domain is accounted as its CPU

consumption. As a consequence, the debt is not accounted correctly to its source domain,

but incorrectly to the driver domain. In general, debt exists whenever some processing is

offloaded outside the protection scope of the source domain.

Hence, to fundamentally address the issue, I need to re-define the resource scope of a

domain in the virtualization systems so that all the processing incurred by a guest domain

will be contained and managed within its new resource scope. Now the next question

is: what the resource scope should be comprised of. I note that physical CPU resource is

consumed by vCPUs on behalf of domains, since vCPU is the abstraction of execution

state of processing in domains. Thus, I seek to redefine the resource scope of a domain
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using the existing vCPU abstraction, and distinguish it from its protection scope. All the

offloaded processing from different source domains is distinguished and pinned to dedicated

vCPUs in the driver domain. Then I define the new resource scope of a domain by: (1)

all the vCPUs in the domain, and (2) all dedicated vCPUs serving offloaded processing in

the driver domain. With this new resource scope, the hypervisor can effectively limit the

system-wide CPU usage of each domain. In the next section, I implement VASE System to

demonstrate my solution.

3.5 VASE system

In this section, I present VASE System which consists of two components: the Moderator

in the Xen hypervisor and the Accountant that cooperates in the driver domain. Without

loss of generality, my approach is based on Xen 4.9.0 and Ubuntu 16.04. Recent Xen and

Linux versions also feature the same mechanisms used in this chapter.

The overall design of VASE System is shown in Figure 3.6. As aforementioned, the

resource allocation problem is caused by the ill-defined resource scope of the domains in

the current virtualization design. My approach is therefore designed to create the cor-

rect resource scope in the hypervisor and let the hypervisor perform per-domain resource

accounting and management based such resource scopes.

In a nutshell, the correct resource scope is established as follows: in the driver domain,

the Accountant exploits the Linux kernel and device driver design to encapsulate and iso-

late the offloaded workload from each DomU into designated vCPUs. Subsequently, the

Moderator in the Xen hypervisor is able to accurately learn the exact offloaded CPU usage

of each DomU with negligible overhead, compared with kernel tracing or estimation-based

techniques used in previous approaches. With the offloaded usage from each DomU accu-

rately obtained, the Moderator then enforces resource allocation by adjusting the credits in

the Xen scheduler.
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Figure 3.6: The overall design of VASE System. The resource scope of each domain is
defined by the actual resource consumption of that domain as opposed to falsely defined
by the protection scope. The existing vCPU abstraction is used as resource container to
isolate and encapsulate the offloaded workload. VASE System enables such resource scope
using two major components: 1) An Accountant component in the driver domain; and 2) A
Moderator component in the Xen hypervisor.

3.5.1 The Accountant component

The Accountant runs in the driver domain and facilitates the Moderator for accurate runtime

measurements. The Accountant is responsible for encapsulating and isolating the offloaded

workload from each DomU into designated vCPUs in the driver domain. Before I explain

how this is achieved, I first briefly introduce how Linux kernel and its device drivers handle

I/O processing.

Device Driver Handling in Linux Device drivers generally follow the top-half + bottom-

half scheme, which is designed to minimize the time spent in the interrupt handler and pro-

cess longish tasks asynchronously. The top-half is a piece of concise code called the Interrupt

Service Routine (ISR) which is triggered when the system receives hardware interrupts. It

executes only the minimum necessary operations to schedule the corresponding bottom-half,

and returns as soon as possible. The bottom-half performs the concrete I/O work and can
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be implemented in Linux with mechanisms including softirq, tasklet, and workqueue. In the

meantime, helper threads spawned by device drivers may also be signaled to facilitate the

bottom-half processing concurrently.

Based on such a design principle, we can see that all the I/O-related processing including

the offloaded ones is handled by entities including ISRs, softirq handlers, tasklets, kworkers

and other driver-specific kernel threads in Linux. In other words, the granularity of the I/O-

related processing is at the thread/IRQ handler level. I will refer to these kernel threads and

IRQ handlers as workers hereinafter. This indicates, instead of tracing through the entire

I/O processing at the function level, I have the opportunity to distinguish the offloaded

workload by isolating the few workers used by each DomU to separate vCPUs in the driver

domain. Also, using vCPUs as the means of encapsulation provides additional advantages —

now that the Moderator in the hypervisor can directly measure the usage of the offloaded

workload by looking at the runtime of each vCPU, which means: 1) negligible overhead

compared to explicit communication between the driver domain and the hypervisor; and 2)

highest possible accuracy since the measurement is done in the hypervisor.

For the rest of Section 5.1, I demonstrate how the I/O-related processing workers in the

driver domain can be identified and isolated to designated vCPUs according to the DomUs

they are serving. As a proof of concept, I run two DomUs (DomU-1 and DomU-2), both

are configured to have a network device and a block device. All information used below is

stored in the driver domain and the Xen hypervisor, and is accessible from Dom0. Dom0

is also the driver domain in this example, and the workflow is the same when a dedicated

driver domain is used.

Identify the Workers

With careful examinations of the design and code path of Linux kernel and Xen split-

driver, I have implemented the Accountant to identify all offloaded I/O processing workers

in my test environment. Figure 3.7 shows these IRQs and kernel threads for block and

network backend device drivers. Each device type (network or block) has two components
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Figure 3.7: Identification of related workers in the driver domain for each domain. In this
example, a network device and a block device are allocated to both DomU-1 and DomU-2.
Thread “vif1.0-q0-guest”, with PID = 2783, serves the virtual network device in DomU-
1. IRQ “enp2s0f0-0”, with IRQ ID = 118, serves the physical network device in the driver
domain. Those workers can be grouped by the domains they serve: 1) serving only DomU-1;
2) serving only DomU-2; and 3) serving both.

— backend driver and real device driver (per paravirtualized I/O design). Each driver

component has workers including IRQ handlers and/or kernel threads to carry its workload

(per Linux driver design). With these workers identified, the next step is to group them

by their corresponding source DomU. This can be done by hooking into the Xen tool stack

at domain creation. The dotted box in Figure 3.7 shows how the workers are grouped into

three categories: 1) workers serving DomU-1 only; 2) workers serving DomU-2 only; and 3)

workers serving both DomU-1 and DomU-2.
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Table 3.2: Processes and IRQs affinity setting in the driver domain. As shown in Figure 3.7,
related processes and IRQs are identified to serve DomU-1, DomU-2 or DomUs. In VASE
System, they are pinned to designated Dom0 vCPUs accordingly.

Source Type PID IRQ ID vCPU # (mask)

Dom0 all other - - 0-1 (0x03)
DomU-* physical disk - 110-117 2 (0x04)
DomU-* physical network - 118-125 3 (0x08)
DomU-1 backend disk 2623,2781 131 4 (0x10)
DomU-1 backend network 2783-2784 132-133 5 (0x20)
DomU-2 backend disk 2977,3130 138 6 (0x40)
DomU-2 backend network 3132-3133 139-140 7 (0x80)

Isolate Workers to vCPUs

With all the related workers grouped by their source domains, the next step is to have

the CPU time consumed collectively by those groups accurately measured in the hypervi-

sor. As aforementioned, vCPU runtime can be utilized to overcome the semantic gap and

establish an implicit communication between the driver domain and hypervisor. If I can

have the driver domain bind the execution of the identified workers on designated vCPUs,

accurate offloaded CPU consumption can be immediately obtained by the hypervisor. The

Accountant achieves such a goal by manipulating scheduling and IRQ affinities in the driver

domain OS.

The workers in the driver domain consist of kernel threads and IRQ handlers. For kernel

threads, the Accountant modifies the CPU affinity settings in the scheduler to pin the kernel

threads in the driver domain to designated vCPUs. For I/O-related IRQs, similarly, the

Accountant sets their affinity to selected vCPU by changing interrupt handling settings in

Linux. Note that here I only need to set the affinity of the hardware IRQs (hence the

top-half), without touching any bottom-half mechanisms. The reason is that bottom-half

scheduled by the top-half will always be executed on the same CPU where the task is

originally scheduled [88]. Hence, once I have pinned the hardware IRQs, the rest of the

processing will be executed on the same vCPU. Table 3.2 shows an example configuration
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for two DomUs with network and disk devices. In this example, all the network processing

offloaded by DomU-1 can be measured by reading the runtime of vCPU-3 and 5. Similarly,

I can also get the offloaded CPU consumption for DomU-2 disk processing by checking the

runtime of vCPU-2 and 6.

Tweak Load Balancing

A potential issue with affinity is that the setting is not mandatory. The driver domain OS

may, for load balancing or other purposes, migrate the pinned workers to another CPU

through the scheduler or utilities like irqbalance. Hence, for a persistent pinning configura-

tion, I need to prevent the load balancing facilities in the driver domain from dismantling

my affinity settings. Meanwhile, I cannot simply disable load balancing facilities completely

as I want them to continue balancing other irrelevant workloads in the driver domain. To

this end, for schedulers, I utilize the isolcpus option in Linux kernel, which isolates given

vCPUs from the driver domain scheduler so that the scheduler will not schedule any pro-

cesses on the isolated vCPUs unless explicitly being asked by users. Similarly, for IRQs, we

isolate vCPUs through the IRQBALANCE BANNED CPUS variable that irqbalance uses to decide

which vCPUs receive interrupts.

3.5.2 The Moderator component

So far, the Accountant has enabled the hypervisor to measure the offloaded CPU usage

for I/O workloads. I call this offloaded CPU usage as the debt of DomUs. Here I present

the Moderator in the hypervisor that enforces proper resource allocation. The Moderator

is implemented inside the Xen hypervisor’s Credit scheduler. It calculates and collects the

debt from each DomU every time the scheduler executes.

At each scheduling tick, the Moderator calculates the debt of each DomU by checking

the amount of credits burned by that DomU’s designated vCPUs in the driver domain.

Among those debts, some of them are dedicated debt which can be attributed to a specific

DomU (i.e., CPU usage of its corresponding backend drivers), while the rest are shared
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debt among all DomUs who have work offloaded (i.e., CPU usage of the physical device

drivers and TCP/IP stack). The dedicated portion can be directly accounted to its source

DomU. While, for the shared portion, I divide the debt to each DomU in the proportion

to their own dedicated debt accumulated during the past scheduling epoch. A scheduling

epoch is the short time window between two consecutive scheduler ticks. For example, with

the same setup in Table 3.2, for the past 30ms, vCPU-5 (DomU-1) and vCPU-7 (DomU-2)

have burned 4 and 6 credits respectively, while vCPU-3 (shared) has burned 5 credits. The

total debts for DomU-1 and DomU-2 are therefore (4+2)=6 and (6+3)=9 credits.

With the debt for each DomU accurately accounted, the Moderator then collects the

debt for every scheduling epoch — it deducts all the debt accumulated so far from each

DomU’s credit when the credit is refilled in csched acct(). After the debt is paid off, the

remaining credit of each DomU will be allocated to its vCPUs as in the original Credit

scheduler.

3.6 Evaluation

I have implemented the VASE System in Xen 4.9.0. The roadmap for evaluating my pro-

totype is as follows. I first verify the workload encapsulation and pinning scheme in the

Accountant component, and then we show the effectiveness of the Moderator component

by comparing the CPU usage of each domain with and without my approach against the

given CPU caps. Finally I show that my approach introduces negligible overhead to both

the scheduling process and the execution of the workload.

Here I use Vase to represent my solution and Credit for the default Xen settings — the

I/O workloads in the driver domain are load-balanced across all available vCPUs whenever

appropriate and the Credit scheduler is used. Previous solutions [16, 31, 32] have been

evaluated in Section 3.3.2, and therefore will not be repeated for comparisons here. In my

experiments, Dom0 is used as the driver domain. All the data points in the result were

obtained through 100 repetitions and 95% confidence intervals are provided in all applicable
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Table 3.3: vCPU utilization when running different workloads in DomU-1 and DomU-2 after
VASE System being implemented. The offloaded I/O processing is precisely encapsulated
and correctly pinned to designated vCPUs as shown in Table 3.2. Each vCPU only consumes
CPU time if and only if corresponding I/O workload runs in corresponding DomUs.

Case #
Workloads Dom0 vCPU

DomU-1 DomU-2 0 1 2 3 4 5 6 7

1 Idle Idle - - - - - - - -
2 CPU MEM - - - - - - - -
3 UDP Idle - - - 12% - 76% - -
4 Idle UDP - - - 9% - - - 76%
5 SEQ Idle - - 4% - 21% - - -
6 Idle SEQ - - 4% - - - 20% -
7 UDP UDP - - - 10% - 38% - 48%
8 SEQ SEQ - - 5% - 13% - 11% -
9 UDP SEQ - - 4% 12% - 76% 17% -
10 SEQ UDP - - 4% 11% 18% - - 46%

figures, though most of them are too small to be visible.

3.6.1 Verifying the workload encapsulation

My goal here is to verify that all the offloaded I/O processing in Dom0 has been thoroughly

encapsulated and correctly pinned to designated vCPUs. In other words, with my settings,

a designated vCPU in Dom0 should consume CPU time if and only if its corresponding

DomU runs the corresponding type of I/O workload. To this end, I create two DomUs

using the configuration shown in Table 3.2 and run various combinations of the workload

listed in Table 3.1 on these two DomUs. The vCPU utilization is shown in Table 3.3, where

“−” indicates such utilization is negligible.

As shown in Table 3.3, in cases of 3, 7, and 9 where DomU-1 performs network I/O,

its corresponding vCPU-5 in Dom0 consumes significant CPU time, which concludes the

if part. For the only if part, we can see whenever vCPU-5 consumes CPU time — again

case 3, 7, and 9, DomU-1 is indeed performing network I/O. For other vCPUs and other

type of workload, we can easily get the similar observations as well. Hence, I conclude all
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Figure 3.8: CPU usage and throughput of one DomU with different values for cap. When
VASE System is implemented, the total CPU consumption of DomU is precisely limited by
the given cap values. On the contrary, it can reach up to twice the allocated amount in the
original setting. Thus, VASE System accurately enforce the resource consumption limit of
DomUs.

offloaded I/O processing capsules has been correctly and thoroughly identified and pinned

to designated vCPUs in Dom0 as expected.

3.6.2 Accurate CPU resource allocation

Next, I evaluate the effectiveness of my VASE System to accurately enforce the capacity

limits. In the experiment I let one DomU run MIX workload listed in Table 3.1 with various

intensities and comparing the CPU consumption incurred with and without my approach

against the cap value. The DomU is given 0 and 100 as its cap value in the scheduler and

the result is shown in Figure 3.8a and 3.8b, respectively. The x-axis of each figure represents

the intensity (sending rate) of the workload and the y-axis represents the CPU usage (upper
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figure) and network throughput (lower figure).

I first examine Figure 3.8a where work conserving mode is enabled (cap = 0). In both

upper and lower figures, as the sending rate increases, both CPU time consumption and

the network throughput increase as expected and are not capped in both Credit and Vase.

Next in Figure 3.8b I set the cap to 100, indicating the DomU is expected to incur at

most 100% system-wide CPU usage. We can see in the upper figure, as the sending rate

increases, Credit fails to keep the total CPU usage under the cap, which in this case reaches

200%, significantly breaking the configured limit. In comparison, in Vase, the total CPU

consumption including the offloaded portion is accurately constrained to 100%. A similar

result can be observed in Figure 3.8b (lower), where the network throughput of the DomU

can be limited to 60 Mbps in Vase, while Credit allows DomU to generate excessive traffic to

stress the system and potentially impair the performance of neighbors. In the public cloud

such as Amazon EC2, the instance is sold with pre-configured amount of CPU cores and

its CPU usage should be limited accordingly. VASE System enables the cloud providers to

achieve this exact purpose.

3.6.3 System overhead

In this section I show my approach introduces negligible overhead to the scheduling process

and the workload itself.

I first examine the scheduling overhead. With my approach, when there are n DomUs

with one network and one disk device running in a host, at least 4 + 2× n vCPUs need to

be allocated to Dom0. As the number of vCPUs increases, the runtime for both hypervisor

scheduler and Dom0 scheduler to iterate through all the vCPUs will also increase. Mean-

while, the extra routines in VASE System for calculating the debt will also incur overhead.

To evaluate the scheduling overhead, I let DomU run CPU workload in Table 3.1 for 10

seconds, record the events/sec value reported by sysbench with different number of DomUs,

and compare the result obtained for Credit and Vase. The max number of DomUs is set

to twice the number of pCPUs used in this experiment. As we can see in Figure 3.9, the
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Figure 3.9: Overall throughput with various number of DomUs running CPU intensive
workloads, which shows VASE System introduces negligible overhead to CPU throughput.

overall system CPU performance in both cases is either very close or statistically the same,

indicating negligible overhead is introduced in the CPU scheduling process. Besides, extra

memory space is required to keep the states of extra vCPUs, but it is orders of magnitude

lower compared to the size of Xen and kernel structures and can be ignored.

I create various numbers of concurrently active DomUs running MIX workload with

each DomU’s cap set to 100. The result is shown in Figure 3.10. The x-axis represents

the number of concurrent DomUs and the y-axis represents the total CPU usage in the

Figure 3.10a and overall throughput in Figure 3.10b. In both figures, once the system

become over-committed, the overall CPU usage and total achieved network throughput of

Vase is on par with Credit. Hence, Vase introduces negligible overhead to both scheduling

and the processing of the workload. Therefore, we can conclude that my approach is indeed

lightweight. Beside, when the host is under-committed (DomUs <4), the cloud user may

prefer Credit over Vase due to the seemingly higher overall throughput. However, this is

not an intended/desired feature of the system, since the extra CPU and throughput comes

at the cost of potentially performance variations and degradation of neighbor domains and

extra energy consumptions of the host machine. Moreover, the cloud provider would prefer

to consolidate the host by selling all available cores, preventing host being under-committed.
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Figure 3.10: Overall CPU usage and I/O throughput with various number of DomUs. Vase
incurs negligible I/O overhead when CPU is saturated (DomUs > 4). When it is not, Vase
accurately limits DomU’s CPU usage, and hence their I/O throughput.

Therefore, I believe Vase provides a better solution than Credit for CPU management in

the cloud.

3.7 Discussion

Limitation Though my proposed approach is implemented in Xen-based virtualization

systems with paravirtualized I/O devices (both PV and HVM [89] instances), the idea
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behind my approach is universal and can be extended to other platforms use software-

based I/O virtualization. Admittedly, some technical aspects may be different and due

to space limits I omit the detailed discussions here. However, in the high-level, many

hypervisors share the same design principle. For example, the paravirtualized split driver

model is also supported in type-2 hypervisors like KVM/QEMU [90] via virtio and VMware

Workstation [91] via its guest tools. Besides paravirtualized I/O, my approach applies

to other virtualized I/O implementations as well. For example, for QEMU-based fully

emulated devices in Xen, the QEMU processes that handles I/O workload can be pinned

to given vCPUs in a way similar to my approach.

Hardware-based I/O virtualization solutions [92] have been applied to some AWS in-

stances recently. However, software-based I/O virtualization is still widely used in the cloud

industry, e.g., all the Google Cloud instances and many AWS instances. In addition, unlike

some other works [31, 82, 83], my solution applies to not only network I/O but also disk

I/O, which also represents a huge number of hosts.

Scalability My VASE System requires one designated vCPU in Dom0 for each device in

each DomU. Naturally, the question to ask is that whether this approach will work as the

number of devices and DomUs increases. In theory, Linux kernel v4.4 supports up to 8192

CPUs and Xen hypervisor allows assigning the Dom0 a user-defined number of vCPUs.

Based on my experiments, Xen supports a maximum vCPUs of at least 255 to be allocated

to Dom0. Considering a dual-socket Xeon E5 (up to 44 cores) server with two devices per

DomU, even with a 200% over-commit ratio and all one-core small instances, the required

176 designated vCPUs is well below the vCPU limit. Also, given the fact that Xen can

hot add and remove vCPUs, the number of designated vCPUs in Dom0 can be adjusted as

DomUs are created/destroyed so that the scheduling overhead of maintaining many vCPUs

can be minimized.

Load Balancing Another question is that, with this approach, whether I are limited to

only one vCPU per device. In other words, is this approach elastic and flexible enough so

that the number of vCPUs designated per device can be dynamically adjusted depending on
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the intensity of the workload. The answer is yes - with Vase, I can allocate more than one

vCPU to carry out the work for a single device by changing the IRQ mask. That way the

load is balanced across all the allocated vCPUs, improving the performance. In case of light

workloads, similarly, several devices of the same type and same DomU can be consolidated

to one vCPU.

3.8 Related Work

Accurate resource accounting and allocation is a long-standing research challenge in various

contexts including both non-virtualized and virtualized environments [26, 93–98]. In non-

virtualized environments, when a user process issues intensive network I/Os, a large portion

of CPU time is consumed asynchronously by OS kernel and not correctly accounted to that

user process. LRP [99] and Resource Container [82] aimed to address this issue by account-

ing the network processing in the kernel to corresponding processes. The same case also

applies to the container environment and Iron [83] was proposed to address the same issue

for container-based multi-tenant environments. Ghanei et al. [100] highlighted the chal-

lenge in accounting asynchronous resource usage. They investigated the mobile computing

scenario, where resources such as sensors and network may be consumed asynchronously by

running processes. These three works are generally based on the kernel tracing techniques,

which enable us to track and account kernel usage to the user process/container but also

introduce significant overhead, reducing the overall performance.

Accurate resource accounting is challenging in the virtualized environment where multi-

ple VMs share hardware and software resources, including I/O devices, intrusion detection

systems (IDS), etc. For the case of the shared IDS between VMs, Resource Cage [28]

was proposed to accurately bill each VM based on its usage of IDS service. Similarly, the

drawback of this approach is also the high overhead, due to the use of sophisticated VM-

introspection techniques to trace and account the cross-domain offloaded processing. By

comparison, my solution is easy to implement and lightweight by exploiting the existing
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vCPU abstractions. As mentioned previously in this chapter, software-based I/O virtual-

ization is a major source of accounting inaccuracy. Cherkasova and Gardner [16] and Santos

et al. [17] have demonstrated that when serving I/O requests in DomU, Dom0 consumes

a non-negligible amount of CPU time on behalf of that domain. Gupta et al. [31] further

investigated this issue by accounting the offloaded CPU consumption to that DomU in CPU

management. They measured the unit CPU consumption per packet in Dom0 when serving

network I/O in DomU, and estimated future CPU consumption on behalf of DomUs by

the number of packets sent/received per DomU. With this estimation, they modified the

SEDF scheduler to aggregate CPU consumption of domains in CPU allocation. Teabe et

al. [32] tried to improve accuracy of the estimation by profiling I/O workloads with more

features, such as packet sizes and virtualization configuration, for both disk and network

I/O. They modified the Credit scheduler to charge DomUs for offloading. As I have shown

previously, the drawback of such approaches is that, despite it improves estimation accu-

racy, they extract features solely from the workload while the actual offloaded CPU time

may be affected by neighbor activities, compromising its overall estimation accuracy. In

comparison, by direct measuring the usage of the offloaded workload as it happens, my

solution generates much more accurate accounting of the offloaded CPU consumption.

When it comes to hardware-based virtualization techniques, such as SR-IOV [92] and

SmartNIC [15], the offloaded I/O processing will happen in the specially designed hardware,

which no longer consumes CPU usage in Dom0. The resource management can therefore

be greatly simplified. However, it still requires extra investment for dedicated hardware in

the host machines. On the contrary, my work solves same problem at the software level

without specialized hardware and hence its additional cost.

3.9 Summary

Cloud computing relies on accurate resource allocation of domains (VMs) to better serve

the needs for both cloud users and providers. In this chapter, I have shown the current
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approaches fail to correctly account all the CPU usage incurred by domains due to I/O

offloading. I claim the root cause is that the protection scope of a domain is incorrectly

used as its resource scope in the resource management. To address this problem, I redefine

the resource scope of a domain by using vCPU as a container, so that all the processing

incurred by this domain is contained within its new resource scope. To demonstrate my solu-

tion, I have implemented VASE System that directly and accurately measures the offloaded

CPU usage and uses it to strictly enforce the CPU usage limits in Xen. My experiments

have shown that my approach is lightweight and effective in constraining CPU usage with

virtually no overhead.

My future work includes extending the proposed VASE System to other virtualization

platforms, e.g., KVM/QEMU and also the non-virtualized container environments.
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Chapter 4: Bridging the gap between promise and reality:

performance isolation in container-based multi-tenant clouds

4.1 Introduction

The microservice-based architecture decomposes the traditional monolithic applications into

multiple loosely-coupled, single-purpose service modules. The transformation into microser-

vices improves service scalability and reliability. It has been widely adopted into the modern

software DevOps workflow. Microservices are typically deployed as containers on top of the

multi-tenant cloud infrastructure. They are managed by container orchestration systems

such as Google Kubernetes Engine [33] and Amazon Elastic Kubernetes Service [34]. Devel-

opers request a certain amount of resources, such as CPU and memory, for the containers

based on their estimations of workload demand and performance expectations. However,

it has been observed that the performance of containers running in the cloud can vary

significantly and is difficult to predict [35–42]. For example, It is reported in [36] that

container co-location can lead to more than 66× tail latency increasing. Such significant

performance variations cause severe performance bottlenecks such as stragglers for batch

workloads [43] and violation of end-to-end QoS guarantee for latency-sensitive, interactive

applications [44].

It is well-known that such performance variations often come from noisy neighbors in

a multi-tenant cloud environment. However, the specific sources and mechanisms for the

impact of such a magnitude remain unclear. Contentions at the hardware level, such as

CPU cache, bus, I/O devices, are commonly believed causes. However, in this chapter, I

argue that, for the container environment, the primary source of the variation lies in the

operating system (OS) and specifically its scheduling mechanism.
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My investigation started with a series of experiments to reproduce the performance

variations of containers running in a multi-tenant environment. Significant performance

degradation was found despite different levels of hardware contentions. More importantly, I

also discovered that the container’s actual CPU usage is significantly less than its reserved

value, despite there was enough workload to saturate all its requested CPUs. Such counter-

intuitive observation motivated us to continue investigating how the containers are scheduled

on the CPU cores. Through measurement and analysis, I discovered that the CPU request,

as I know it in the current container orchestration systems, is, in fact, a false promise due to

neighbor interference. The impression that a container can always use all the CPU resources

it requested is invalid. It cannot be faithfully enforced in today’s multi-tenant container

clouds, even without over-commitment.

The reason behind this is the complex interactions between various scheduling mecha-

nisms and considerations in the current OS scheduler design (e.g., CFS in Linux). To make

it worse, the increasing number of CPU cores and the co-located containers in modern host

systems exacerbate the problems. I systematically analyze the performance degradation in

a multi-tenant host and summarize my key findings as follows:

• User-requested CPU resources at the container level (via cgroups) are not honored by

the host OS.

• The root cause lies in the mismatch of the container’ design goals and Linux’s default

one-size-fits-all CPU scheduler CFS.

Motivated by these findings, in this chapter, I propose to augment the scheduling mech-

anism in the container orchestration system and its underlying OS. It bridges the gap

between one’s expectation when they request the resource and the actual utilization and

performance they can get out of it. I implement my approach called rKubernetes, or rKube

for short, on top of Kubernetes. It correctly enforces the requested amount of CPUs on

host systems by isolating the container workload to designated physical cores. I evalu-

ate the proposed approach by first comparing the CPU utilization and performance of the
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applications with and without rKube. The results show that the application performance

under rKube is consistent regardless of neighboring containers’ different nature. Compared

to vanilla Kubernetes, the application performance could be improved by a speedup ranging

from 1.2x to 5.6x. I also conduct several case studies to demonstrate the practical value of

rKube: 1) developers trying to deploy their microservices with a) vertical and b) horizontal

scaling, and 2) cloud providers trying to guarantee better QoS of their container services

with redundant resources.

While the details are provided in this chapter, some highlights of my contributions

include:

• I quantitatively verify and confirm the existence of significant performance variations

(e.g., 5x slowdown) in a container-based multi-tenant environment and show the cur-

rent system cannot always deliver on resource promises.

• I investigate the root cause of the performance variations in containers and reveal that

the underlying scheduling mechanism often does not comply with the user’s resource

specifications.

• I augment the existing scheduling mechanism in Kubernetes to bridge the gap between

the resource promise and the user experience. Evaluation results show that compared

to the Kubernetes, rKube can deliver a 2.1x-5.6x speedup for batch applications, and

1.2x-1.7x throughput increase and 12.9x and 13.7x tail latency reduction for interac-

tive applications. Overall, rKube can effectively level off the container performance

variations and make it more predictable.

The rest of this chapter is organized as follows. Section 4.2 presents the background

information on the container orchestration systems and their scheduling approaches within

the cluster. Section 4.3 shows some representative experimental results demonstrating the

significant performance variations/degradation observed, which motivates me to investigate

the underlying reasons in Section 4.4. To deal with the problem, I augment the scheduling

mechanism and present it in Section 4.5, followed by the evaluation in Section 4.6. I discuss
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related work in Section 4.7 and conclude this chapter in Section 4.8.

4.2 Background

4.2.1 Container orchestration systems

Modern container orchestration systems, such as Google’s Borg [101], Kubernetes [102],

and Docker Swarm [103], automate the deployment, management, and scaling of containers.

When deploying a containerized application, users typically submit a specification file to

the orchestration system. It will take care of the administration tasks, including application

placement (on which hosts), resource allocation, and resource scaling.

Take Kubernetes as an example. The basic deployment unit of a Kubernetes applica-

tion is called a pod [104]. A pod can host one or multiple containers. A user can configure

the resource requirements, such as CPU and memory, for a pod’s containers by using Ku-

bernetes’ specification file. When the job is submitted to Kubernetes, it will launch the

application’s pod(s) on one (or multiple) hosts it manages.

4.2.2 CPU specification in Kubernetes

In Kubernetes, the CPU resource of each container inside of a pod is configurable.

The CPU resource is measured in CPU units, equivalent to one vCPU in a VM or

one hyperthread in a bare-metal host. Furthermore, the CPU resource can be rep-

resented as CPU request (spec.containers[].resources.requests.cpu) and CPU limit

(spec.containers[].resources.limitss.cpu). Suppose the host has some idle CPU re-

sources available. In that case, the container is allowed to consume more CPUs than its

specified CPU request, but not more than its CPU limit if specified. Kubernetes uses CPU

request to decide which node to place the container and reserves the requested amount of

CPUs for that container to use [105].
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4.2.3 Container runtime

When a pod’s container starts on a host, the CPU request and CPU limit are passed to

the container runtime (e.g., Docker) and will be enforced by the host OS. The container

runtime is responsible for local container management, including setting up the control

groups (cgroups), namespace isolation, starting the containerized processes. In a multi-

tenant environment, where multiple containers are co-located in the same host, they share

and compete for the same set of resources of the host.

Linux uses cgroups for container resource allocation and isolation. Cgroups limit the

resource consumption of the containers and control how different containers share resources.

Specifically, the CPU request and limit for a container are enforced by the cgroup values of

cpu.shares, cpu.cfs period us and cpu.cfs quota us.

While Kubernetes makes sure the host has enough resources for all the containers de-

ployed in that host, different containers are managed indifferently in the same host. As

I will demonstrate in Section 4.3, containers often receive less-than-requested CPU even

when there is no CPU over-commitment in the host.

4.3 Motivation: container performance variations in multi-

tenant environments

This section demonstrates that significant performance variation exists in a multi-tenant

containerized environment. In a nutshell, my motivational study shows that: 1) the signif-

icant performance degradation is due to neighbor activities, 2) hardware contention may

not be the main contributing factor of the degradation, and 3) a surprisingly low CPU uti-

lization clear symptom of the performance degradation. The motivational study will then

be used as a baseline to investigate the root causes (Section 4.4).
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Table 4.1: Summary of containerized target and neighbor applications. R denotes the value
of CPU request (and CPU limit) for the target applications. Since I allocate 22 CPU cores
to the container applications on the host, the CPU request of the neighboring application is
22−R cores. “-” means the neighboring application’s CPU limit is not set (i.e., burstable).

Target Application Threads CPU CPU Description
Request (R) Limit

bodytrack 6 6 6 Tracks a human body through space
fluidanimate 8 8 8 Physical simulation of a fluid
ocean cp 8 8 8 Computes the cholesky factorization of a sparse matrix
streamcluster 12 12 12 Oonline clustering of an input stream
volrend 4 4 4 Computes the cholesky factorization of a sparse matrix
Memcached 4 4 4 High-performance,

distributed memory object caching system

Neighboring Application

Capped & 32 22-R 22-R CPU-intensive stress-ng w/
CPU-Intensive (C-C) CPU limit set to CPU request (capped)
Burstable & 32 22-R - CPU-intensive stress-ng w/o
CPU-Intensive (B-C) CPU limit set (burstable)
Capped & 32 22-R 22-R Memory-intensive stress-ng w/
Memory-Intensive (C-M) CPU limit set to CPU request (capped)
Burstable & 32 22-R - Memory-intensive stress-ng w/o
Memory-Intensive (B-M) CPU limit set (burstable)

4.3.1 Experiment setup and methodology

Environment

I use Dell PowerEdge R420 as the hosting machines for all my experiments, equipped with

2 x Intel Xeon E5-2420 CPUs (6C12T) and 24GB RAM. The host machine is running

Debian 9.12 with Linux kernel 4.9.0. Docker 18.09.7 is used as the container runtime at

each host machine, and Kubernetes 1.17.3 is used as the container orchestration system.

I reserve 2 CPUs to Kubernetes system and OS system services on each host and leave

22 allocatable (i.e., available) CPUs for hosting containers from users. For simplicity, I

configure one container per pod. Hence, for the rest of this chapter, I will use container

and pod interchangeably.

Once Kubernetes receives a container, it will find the best Kubernetes node, i.e., one of

the hosts, to deploy and launch that container. A container is likely to be co-located with

other containers that share the same host. When container co-location happens, I consider

this host to provide a multi-tenant environment. Otherwise, I consider it to provide a
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single-tenant environment. In a production environment, the hosts are typically multi-

tenant.

Workload

Batch and interactive applications are two major types of data center applications running

in a production containerized environment [106].

Batch application I use PARSEC (Princeton Application Repository for Shared-

Memory Computers) benchmark suite [107] and SPLASH-2 (Stanford ParalleL Applications

for SHared memory) [108] as batch application benchmarks. I use the application comple-

tion time and CPU utilization as the major evaluation metrics for batch applications.

Interactive application I use Memcached [109] as an example of interactive appli-

cations. Memcached is a high-performance, distributed, in-memory key-value (KV) cache

system. I use YCSB (Yahoo Cloud Serving Benchmark) [110] to evaluate the Memcached

deployment performance in terms of throughput and latency. The YCSB workload contains

1 million unique KV records. I choose an update-heavy workload that contains 50% reads

and 50% writes (the read-heavy workloads show a similar trend and thus are omitted due to

space limitations). I only report the tail latency for read operations as the latency difference

between update and reading operations is negligible.

Neighboring application I use stress-ng [111] as the neighboring application that

generates different types of workloads (Table 4.1), including CPU-intensive and memory-

intensive workloads. Both workloads will be run with 32 worker threads.

Capped and burstable neighbors Kubernetes allows developers to set two param-

eters to specify the container’s CPU consumption: CPU request (requests.cpu) and CPU

limit (limits.cpu). The CPU request determines a lower bound for the expected CPU

resource while the CPU limit determines an upper bound. By not setting a limit or set-

ting a limit larger than the CPU request, the container can have bursts of activities when

some CPU resource becomes available [112]. I call such a container a burstable container.

Otherwise, when the CPU limit is the same as the CPU request, I call it a capped container.
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I use the publicly available Docker images [113–115] to run the applications mentioned

above. Table 4.1 summarizes the batch and interactive applications that I use.

Methodology

When Kubernetes deploys containers to hosts, multiple containers may share the same host,

which I call a multi-tenant host. Otherwise, it is a single-tenant host.

In my experiments, I have the target container and the neighbor container. A target

container is a container that I measure the performance metrics. For my multi-tenant

scenario, I deploy both the target container and neighbor containers to the same host and

measure the target container’s performance with the neighbor containers’ interference.

The target containers run either batch or interactive applications, with their CPU re-

quest and limit value specified in Table 4.1. In my setup, 22 CPUs are available on the host

machine for kubernetes to allocate. Hence, for the neighbor containers, I assign their CPU

request value to be the remaining CPUs available in the host, i.e., 22−CPUs requested by

the target container. Depending on whether the neighbor is burstable or capped, the CPU

limit will be set to default (empty) or the same requested value.

In my experiments, I vary the number of threads for each application so that they can

take a similar amount of time (around 60 seconds) to complete.

For batch applications, each application runs ten times, both in the single-tenant and

multi-tenant hosts. The variance of completion time in repeated runs is minimal and, thus,

is omitted. For Memcached, I gradually increase the throughput (requests per seconds or

rps) by 1000 until Memcached is fully saturated; each Memcached test runs for 300 seconds.

4.3.2 Neighbors pose a significant impact

In this subsection, I aim to demonstrate that running in a multi-tenant environment can

result in significant performance degradation compared to running in a single-tenant envi-

ronment. This can be observed for both batch and interactive workloads, even with the

same amount of CPU resources are requested.
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Figure 4.1: Comparison of the container performance under single-tenancy and multi-
tenancy.

Figure 4.1a shows the normalized completion time (normalized against the completion

time measured in a single-tenant environment) of the five batch applications. As shown, the

performance degradation is severe when the applications are running in the multi-tenant

host. For example, bodytrack and streamcluster take nearly 3x and 5x amount of time

to complete in a multi-tenant host.

Similar performance degradation is observed for the interactive application Memcached.

69



As shown in Figure 4.1b, the 99th-percentile (99%-ile in short) latency for the update

operations is much higher when Memcached is running in a multi-tenant host compared to

in a single-tenant host. The same trend holds for the throughput metric: 1) the maximum

throughput drops from 85k (single-tenancy) to 37k rps (multi-tenancy), as depicted using

the vertical dotted lines, and 2) under the same throughput, e.g., 37k rps, the 99%-ile tail

latency increases from 383 to 8479 µs, a slowdown of more than 22x!

The performance analysis shows that significant performance variations exist for con-

tainerized applications in a multi-tenant environment. The performance degradation can

be as high as 22x, making it extremely difficult to predict the application performance and

accurately estimate the applications’ resource requirements.

4.3.3 Hardware contention is not the sole cause

The observation motivates me to further investigate the root cause of the performance

degradation. One might wonder if hardware contention is the culprit. To verify that, I

quantify the performance degradation of the target applications by varying the neighboring

application behaviors. To this end, I experiment with four different configurations of the

neighboring stress-ng, namely, capped & CPU-intensive (C-C), capped & memory-intensive

(C-M), burstable & CPU-intensive (B-C), and burstable & memory-intensive (B-M). Here

I intentionally create contention on two shared hardware resources – CPU and memory.

A burstable (with no CPU limit set) stress-ng poses pressure on the CPU resources. In

contrast, a memory-intensive stress-ng poses pressure on the shared memory subsystem of

the host.

As shown in Figure 4.2a and 4.2b, B-M causes the most significant performance degrada-

tion for the target applications compared to the performance achieved under single-tenancy

or S-T. It suggests that hardware contention might be the cause of the significantly dropped

performance. However, I also observe notable performance degradation for C-C. In this case,

the neighbor is least aggressive in competing for hardware since the neighboring application

is CPU-intensive, and the neighboring container’s CPU usage is capped. I infer that the
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Figure 4.2: Performance and CPU utilization of the target container when running alone:
S-T (Single-Tenant) and with different neighboring apps as described in Table 4.1
.

performance degradation is due to factors other than the hardware contention from the

experiments.

4.3.4 CPU capping and low CPU utilization

Next, I examine the impact of CPU capping on the performance of the target applications.

Recall that a burstable neighbor can use more CPU resources than specified in the CPU

request but less than specified in the CPU limit, while a capped neighbor has its CPU limit

capped as its CPU request. One may expect that a capped container would not be able to

“steal” any CPU resources from the target application. However, as shown in Figure 4.2a
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and 4.2b, this is not the case – by switching from a burstable neighbor to a capped one,

surprisingly, the performance degradation is not eliminated, but just mildly mitigated. The

evidence is, C-C, though imposing a minimum level of hardware contention as described

earlier, still observes up to 243% performance reduction.

To further investigate such a counter-intuitive phenomenon, I measure the corre-

sponding CPU utilization of my target applications. The CPU utilization is calculated

by the percentage of CPU time the application consumes over the experiment period:

CPU utilization = CPU consumption/requests.cpu. As shown in the Figure 4.2c and

4.2d, for both batch and interactive applications, the CPU utilization decreases as the

neighbor’s contention level and burstiness increase. This is consistent with the performance

degradation of the target application shown in Figure 4.2a and 4.2b, indicating the resulted

performance degradation is highly correlated with the insufficient CPU consumed by the

target application.

What remains unclear is why the container is getting insufficient CPU, especially for

the C-C case, given that: 1. no over-commitment on the host system - each container can

theoretically get its requested CPU, 2. the container CPU usage is capped - no containers

can use more than it requested, 3. minimal hardware contention, and 4. there is clearly

enough workload left to be done as indicated by the S-T case. With all these conditions,

I conclude that the orchestration system, together with the underlying host OS, fails to

satisfy the container’s CPU request, which should have been able to use all its requested

CPUs.

This puzzling fact motivates us to continue investigating how the requested CPU re-

sources of a container are managed jointly by the orchestration system and the underlying

OS.

4.4 The journey of a CPU request and its fulfillment

In this section, I analyze how a CPU request is fulfilled in a multi-tenant containerized

environment. I describe the journey of a CPU request, which is issued from a user, to the

72



orchestration system, the host OS, and its scheduler, and finally to the physical CPU cores.

I then discuss Linux’s CPU scheduling mechanism and possible scheduling examples where

the CPU request is not correctly fulfilled.

4.4.1 From orchestration system to host kernel

The journey starts when a user deploys containers to a data center managed by a con-

tainer orchestration system (Kubernetes, in my case). The user specifies the value of

ci.requests.cpu for the container ci. When the system deploys the container, at least a

requested amount (ci) of CPU should be reserved for it [105]. Upon receiving the CPU

request from the user, Kubernetes performs the following two tasks in order to fulfill the

requested CPU resources:

• Kubernetes chooses one (assuming the application is deployed on a single host) host

node nk in the data center where there are enough CPU resources available. In other

words, the following constraint needs to hold when the new container is added to the

host node: ∑
ci∈Ck

ci.requests.cpu ≤ nk.allocatable, (4.1)

where Ck is the set of containers in the hosting node nk and nk.allocatable is the total

amount of CPUs that is allocatable to users’ containers in that host.

• Kubernetes translates the CPU request ci.requests.cpu into a value that can be un-

derstood and enforced by the host OS. Control groups (cgroups) [116] in Linux is a

widely used OS kernel feature that implements a host’s containerized environment.

Cgroups uses an integer value gi.cpu.shares to indicate the amount of CPU resources

that a group gi can consume. Kubernetes then maps each container ci to its asso-

ciated control group gi in the host and the conversion between ci.requests.cpu and

cpu.shares is done as follows:

gi.cpu.shares = ci.requests.cpu× 1024.
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Note that the value of cpu.shares used by cgroups is a relative weight for allocating

CPUs [117], as opposed to an absolute amount of CPU cores that a group can use. Such

discrepancy may cause the host node to break its resource promises if it becomes over-

committed. Therefore, to keep its promise to the user application, Kubernetes imposes

Eq. 4.1 to each host so that intuitively such a case would never happen [105,118]. Despite

this effort, a co-located container still cannot fully utilize all its requested (allocated) CPU

resources as shown in Section 4.3.4. To this end, I continue my analysis of how the value of

cpu.shares affects the scheduling decisions of the host OS.

4.4.2 From OS scheduler to physical CPUs

The OS scheduler determines how the CPU resources are allocated to the processes. Linux

uses Completely Fair Scheduler (CFS) by default, which implements weighted fair queue-

ing (WFQ). CFS optimizes the overall CPU utilization while keeping the process fairness in

check, whereas cgroups is used to provide resource isolation for containerized applications

at the OS level. The misaligned design goals of Linux CFS and cgroups, as will be described

in Section 4.4.3, cause the failure of CPU request fulfillment. Next I introduce several key

aspects that affect the scheduling decisions for the containerized applications.

CFS on a single-core system is reasonably straightforward. However, when it comes

to a multi-core system, the scheduling decision making becomes a much more complicated

optimization process. In a multi-core system, each physical CPU core has its individual

runqueue. The processes will first be assigned to a runqueue and then be selected to run

on that CPU. Ideally, when a user requests X CPUs for the container, all the processes

spawned inside that container should be scheduled exclusively onto the runqueues of those

X CPUs. However, due to CFS’s load balancing activities, it may not be the case.

Load balancing between runqueues is key to the overall system performance and CPU

utilization. CFS periodically balances the processes of each runqueue based on multiple

factors and metrics. One of these metrics is the load of a runqueue, which is derived

from the weight (share) and nature of its tasks (i.e., processes and threads) [119]. The
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nature of a task can be derived from its historical CPU utilization, using a load tracking

scheme called per-entity load tracking (PELT) [120]. For example, a lower-weight CPU

bound task may contribute more load to the runqueue than a higher-weight, I/O-bound

task, due to different historical CPU utilization. Hence, the processes in a container with

a large amount of requested CPUs (and therefore a high CPU share) are not guaranteed

to occupy a runqueue exclusively. To make things even worse, there are multiple other

factors including cache locality, the Non-Uniform Memory Access (NUMA) topology, CPU

affinity, CPU bandwidth control, and CPU capacity in heterogeneous platform, which are

not related to CPU shares but affects how processes are allocated to the runqueues.

Once the processes are assigned to their runqueues, for each CPU at every scheduling

tick, the scheduler will pick the next process on that runqueue to run on the associated

CPU core. As the workload is increasingly consolidated, it is common to have thousands

of concurrent processes on a single host. The chance that the processes of one container

share the same runqueue with other containers is very high. During a “scheduling period”

all processes in the runqueue would have a chance to run; the amount of CPU time is

proportionally divided into “time slices” for all the processes in the runqueue based on

their weights. For each process, the time slice is a time interval it is expected to run on

a CPU core, or its CPU time share during this scheduling period. So a task weight only

indicates a relative CPU share, not an absolute CPU share.

There is also a design consideration to keep a “minimum granularity” for each time slice,

which determines the minimum amount of time that a process needs to run before it can

be preempted. It is set to prevent the slices from becoming too short, calling the scheduler

too frequently, and increasing the overhead. The minimum granularity is determined by

several scheduler parameters, including sched min granularity ns, sched latency ns and

sched wakeup granularity ns, which is to balance the interactivity and the overhead. How-

ever, as I will show in the following section, the interaction between them and the fact that

processes from multiple containers shares the same runqueue can lead to insufficient CPU

consumption. Thus, performance degradation was observed previously.
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4.4.3 CPU scheduling under the microscope

I examine the activities of each CPU during one scheduling period in two scenarios, which

leads us to the root cause of the low CPU utilization problem. Here two containers T and N

are running on a host with three CPUs. Container T has only one thread, while container N

has three threads: N1−N3. The requested CPUs for T and N are 1.0 and 2.0, respectively.

Because of the nature of the applications, load balancing and other reasons mentioned in

the previous section, T and N1 are assigned to the same runqueue of CPU0. N2 and N3

are assigned to CPU1 and CPU2, respectively.

Let us first look at the case when T is a batch application. When the neighbors are

set to be burstable, as shown in Figure 4.3a, CPU1 and CPU2 are fully consumed by the

neighboring threads N2 and N3. The container T only gets 0.6 of CPU0, as its CPU

weight from its cgroup is 1024, and the CPU weight of N1 is 683. Even if I cap the

neighbors, as shown in Figure 4.3b, the situation does not get better for T . When N1−N3

consume all its CPU quota (i.e. 2.0), all these three threads will be suspended during the

current scheduling period, and CPU0-CPU2 will become available. If T were to utilize

all the remaining time of CPU1 and CPU2, it would be able to consume the time of one

full CPU it has requested. However, since T only has one thread, it can only run on one

CPU at one time and, therefore, cannot take advantage of those phantom available CPUs.

Hence, no matter whether the neighbors are capped or burstable, the target container will

always receive significantly lower actual CPU time than its request amount, despite no

over-commitment in the system.

Now let us examine the case when T is an interactive application. Unlike the batch

application scenario, an interactive application may wake up and only do a relatively small

amount of work before going back to sleep. For example, Memcached receives a request,

processes it, replies to the client, and then goes back to sleep. However, it needs to react

quickly, i.e., wake up as soon as a user request arrives. When the neighbors are burstable, as

shown in Figure 4.4a, T cannot wake up in time because of the enforcement of the minimum

granularity. It limits frequent preemption and context switch, results in an increased request
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(a) The neighbors are burstable.
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T N1 N2 N3

(b) The neighbors are capped.

Figure 4.3: Illustration of a scheduling period where the target container T is running batch
applications.

processing latency. Similar to the batch application scenario, capping the neighbors does

not help. As shown in Figure 4.4b, only when the neighboring application’s threads exhaust

all their CPU quota T can finally wake up more frequently than before. Nevertheless, T

still cannot take advantage of the same phantom CPU time available on CPU1 and CPU2,

simply because T has only a single thread.

Such performance impact directly results of the interactions between different design

considerations in the scheduler and the cgroup components. It exists not only in containers
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Figure 4.4: Illustration of a scheduling period where the target container T is running
interactive applications.

but also in virtually all systems. However, it becomes a huge performance concern in the

containerized environments because modern host systems are often equipped with many

CPU cores and are hosting hundreds of containers [121]. This results in much more phantom

CPU time that should have been fully utilized (as requested by the applications), leading

to significant performance degradation.
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4.4.4 Key finding

To summarize, the performance degradation of the target containerized application is caused

by multiple correlated factors: (1) Linux’s CFS scheduler tries to balance the CPU load of

an aggressive neighboring application on as many cores as possible, which results in multiple

applications sharing the same runqueue(s); (2) to honor the CPU shares as requested (via

cgroups), CFS time shares the CPU cores by scheduling tasks of different applications from

the shared runqueue, thus leading to performance degradation of the target application.

My key finding of this chapter is that the user’ request, requests.cpu set via Kubernetes,

or cpu.shares and task weights calculated through Linux cgroups, is not sufficient to provide

stringent CPU guarantee with promised CPU share to the co-located containers in the same

host. This is due to the mismatch of the design goals of containers and the underlying CFS

scheduler.

Such a mismatch strongly demands a new mechanism to fulfill the promise. This leads

to the design of a new resource configuration scheme, called rKube, presented in the next

section.

4.5 Design and implementation of rKube

Based on my findings in the previous section, I propose to design and implement rKube, to

enable the containers to deliver the promised resource and performance.

4.5.1 Rationale of rKube

Based on my analysis, the current Kubernetes and kernel scheduler design cannot keep its

resource availability promise to the containers. There are several directions to solve this

problem. Here I discuss several potential design choices regarding their effectiveness in

addressing the problem and complexity and practicality for implementation.

Task Priority. The CFS scheduler implements priorities by assigning weights to tasks

based on their static priorities. Any task in the higher-priority queue will be scheduled
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before the ones in the lower-priority queue. Therefore, the availability of CPU to a task

is dependent on its priorities. Intuitively, increasing the task weight or priority will allow

the target application to obtain more timeslices of CPU in every scheduling period. This,

however, cannot prevent other tasks from being assigned to the same runqueue, which in-

evitably consumes a portion of CPU. Furthermore, this does not help I/O bound containers

to get CPU more frequently.

Preemption Frequency. Intuitively, better task interleaving could be achieved by in-

creasing the preemption frequency of all tasks. However, this would benefit specific tasks at

the expense of others and may result in an unacceptable system-wide overhead of context

switches, as preemption frequency is a major consideration for the scheduling overhead. For

example, an I/O intensive task could benefit more than CPU intensive workloads as it may

have more opportunities to be scheduled.

Based on the above discussions, changing the scheduler’s configuration parameters could

not effectively mitigate the issue. Even worse is that conflicts may be introduced when

fiddling with the existing parameters. I argue that scalability considerations have made

more impact than the actual user demand in designing the existing schedulers, thus leading

to the issue I described in Section 4.4.4. Therefore, I propose rKube, which is my effort to

augment the Kubernetes by introducing the currently missing parameters that allow users

to express their demand to the kubelet. It relies on CPU reservation (instead of dynamic

weight adjustment) to implement resource allocation and scheduling.

Specially, CPU reservations could be achieved by setting CPU affinity for individual

containers. For this purpose, Linux provides a control feature, called cgroups, that could be

utilized by rKube via setting cpuset.cpus. While cpu.shares provides relative CPU shares

among groups, cpuset.cpus limit CPU usages in absolute values that are independent of the

CPU speed and the scheduling of neighboring containers. In my design, rKube first selects

a set of CPUs to be reserved for the target container based on their requests.cpu; then,

it sets cpuset.cpus for all the containers to guarantee that the runqueues of the selected

CPUs are exclusive for the target container. In this way, no other neighboring containers
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will be scheduled on these CPUs. Eventually, the system and the other containers will not

be affected by the scheduling overhead of the reserved CPUs, the cost of which will be paid

by the users who are in demand.

4.5.2 Implementation of rKube

I build my rKube prototype based on Kubernetes v1.17.3. To enable a user to require specific

scheduling for a container explicitly, I add a new field named “policy” to the Kubernetes

pod template. It refers to if the CPU request is strict or standard. Based on this field’s

value, a container can have its requests.cpu fulfilled by cpuset.cpus instead of the original

cpu.shares if the request is strict, i.e., using rKube. Otherwise, it falls back to the original

implementation. Thus, this option provides backward compatibility.

To implement rKube, I modify Kubernetes components kubectl, apiserver,

kube-scheduler and kubelet to make sure the new field is correctly passed to kubelet in

the host. In the host, once a container has strict CPU request, the configured number of

CPUs is selected. As I observed in Figure 4.2, contention on the hardware resources also

impacts the target application. To reduce the interference with its neighboring applications

in the shared memory hierarchy, the CPU topology is taken into consideration in the CPU

selection. rKube aims to separate them from shared CPUs used by other containers. For

example, when requests.cpu is larger than the CPU number in a socket and all CPUs in

that socket are not reserved yet, then all these CPUs will be selected. They will be added

to cpuset.cpus of the target container, and will be removed from cpuset.cpus of all other

containers in the host.

There are other design choices in building rKube. Originally, in the host, kube-reserved

and system-reserved can be used to request CPU for Kubernetes and OS system daemons,

such as the kubelet, container runtime, and sshd [118]. Similar to user containers, these

system services may also be starved by other user containers. To prevent it from becoming

the performance bottleneck, rKube also applies the same CPU reservation for the CPU

request of the system services.
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Furthermore, since containers may fail unexpectedly, like other Kubernetes components,

my subsystem that manages cgroup should also be resilient to container crashes. For this

purpose, rKube does not rely on Docker to update cgroup values, but instead, it maintains

host status and writes to cgroup filesystem directly. The subsystem also checks for any

inconsistency on all pod life cycle events. Hooking pod life cycle events rather than container

life cycle events makes the CPU reservation simple, stable, and complete.

Note that my implementation of rKube did not change the underlying host’s default

scheduling, i.e., CFS. I chose not to directly modify CFS to make it fit for containerized

environments because 1) I strive to make the implementation transparent to the underlying

OS, and 2) CFS is widely used for other purposes, and modification of that would impede the

adoption of rKube. For similar considerations, rKube keeps the default standard approach

for requesting resources, but with the new option added, so that it is backward compatible.

4.6 Evaluation

My evaluation is conducted using the same setup as described in Section 4.3.1. The per-

formance of rKube is evaluated from two perspectives: 1) its effectiveness in reducing the

neighbor interference and keeping the CPU resource promise, and 2) how does a good re-

source promise translate into the direct benefits for developers and cloud service providers,

i.e., its practical value. For effectiveness, rKube is compared with the default scheduling

strategy, referred to as standard in the corresponding figures. For the practical value, I

study three common use cases in cloud performance tuning and evaluate the benefits of us-

ing rKube against the typical best practices in production [122], including “resource scaling”

(Section 4.6.2 and 4.6.3) and “resource under-commitment” (Section 4.6.4).

4.6.1 Effectiveness of rKube

First, I study whether the containerized applications’ performance can be improved with

rKube and how much it can help if any. For this purpose, I compare the CPU consumption
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and performance of different containerized applications in the multi-tenant environment

when different neighboring containers are used, under the standard Kubernetes or rKube.

Figures 4.5a to 4.5d show the results of batch applications, while Figures 4.5e to 4.5h

show that of the interactive application, Memcached. Each sub-figure has two y-axes. The

left y-axis shows the CPU utilization. The right y-axis shows normalized completion time

(by its corresponding completion time in the single-tenant environment) for batch applica-

tions and the 99%-ile tail latency (ms) for Memcached. In all the figures, the dotted lines

represent the CPU utilization. The results show that rKube effectively increases the CPU

utilization and performance of the target applications, regardless of what type of settings

a neighboring container uses. For example, for streamcluster when its neighbor runs

a memory-intensive workload and does not have limits.cpu set, as shown in Figure 4.5a,

rKube increases its CPU utilization from 27% to 93%; accordingly, its completion time is

reduced from 482.0 seconds to 86.4 seconds, a speedup by more than 5x. For the batch

applications, the speedup of task completion time ranges from 2.1x to 5.6x depending on the

different neighboring workloads. For Memcached, as shown in Figure 4.5e, rKube increases

its CPU utilization from 55% to 95%, while its maximum serving throughput (denoted by

the vertical dotted line in the Figures 4.5e to 4.5h) increases from 37k to 62k rps. The

corresponding 99%-ile tail latency for read operations is reduced by over 13x, from 8479

to 621 microseconds. We observe that the improvement of Memcached happens across all

the situations, with a throughput boost ranging from 1.2x to 1.7x and a reduction of tail

latency between 12.9x and 13.7x.

4.6.2 Vertical scaling vs. rKube

My evaluation so far demonstrates that, with correctly enforced CPU request, rKube can

effectively improve the application’s CPU utilization and performance in the multi-tenant

containerized environment. In current practices, when a user deploys an application to the

cloud, and the application’s performance is not satisfying, the user often has to invest more

resources to improve its performance. As most cloud providers charge users based on the
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Figure 4.5: Performance of batch applications and Memcached with different neighboring
apps defined in Table 4.1. The s- and r- prefix refers to standard and rKube. -T and -N
suffix refers to CPU utilization of the target and neighbor. -R, -U, -C suffix refers to Read
and Update latency, and Completion time, respectively.
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Figure 4.6: Comparison of performance improvement when using vertical scaling, horizontal
scaling, and rKube.

resources requested, an accurate estimate of resource demand for the application is not only

critical for predicting its performance (e.g., when the task can complete), but can also help

reduce the user’s cost. I next study how rKube can effectively avoid unnecessary resource

wastage with improved cost-effectiveness.

Upon performance slowdown, a common practice is to vertically scale (or scale up)

the application by adding more CPU resources from the same host. Figure 4.6a and Fig-

ure 4.6b show the effect of vertically scaling streamcluster vs. when rKube is applied

alone, respectively. Two strategies are available when performing vertical scaling: 1. the

number of threads equals to the CPU request, thus increasing along with the CPU request;

2. the number of threads remains fixed while the CPU request increase. I denote these two

strategies as Vertical 1 and Vertical 2 in the figure.
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By default, the number of threads and the CPU request are both set to 12 for

streamcluster. I then vary the CPU request between 10 and 22, as shown by the fig-

ure’s x-axis. In this case, strategy “Vertical 2” keeps the number of threads 12. Figure 4.6a

and Figure 4.6b show the normalized completion time, which is calculated as the ratio of

the completion time of various scaling strategies to the baseline. Thus, the smaller the ratio

is, the less the completion time it takes.

The results show that by requesting more CPUs for streamcluster, the application

performance improves slowly with both scaling strategies. As a comparison, rKube requires

no additional CPU resources but reduces the application’s completion time by 40%, as

shown in Figure 4.6a (when the neighbor application is capped and memory-intensive), and

by 80%, as shown in Figure 4.6b (when the neighbor application is burstable and memory-

intensive). Furthermore, vertical scaling causes further performance drop with a burstable

neighboring application since the CPU contention increases as more threads are spawned by

vertical scaling. This trend can be observed from the results of “Vertical 1” in Figure 4.6b.

The results indicate that rKube is more effective than vertical scaling strategies when

guaranteeing a predictable application performance. Solely increasing resources does not

prevent the target applications and neighbor threads from sharing the same CPU runqueue,

thus ”stealing” CPU resources from the target.

4.6.3 Horizontal scaling vs. rKube

For interactive applications, “horizontal scaling” or “scaling out” is often used when the

applications hit a performance bottleneck. Unlike vertical scaling, horizontal scaling typ-

ically requires provisioning and committing additional infrastructure capacity to achieve

the desired performance. For example, to enable the Memcached cluster to serve at higher

throughput, the admin can increase the number of Memcached replicas1 and distribute the

load across all the replicas.

Figure 4.6c and Figure 4.6d show the effect of horizontally scaling Memcached vs. when

1 The Kubernetes community uses the term replicas to describe the same pod instances associated with
a single application.

86



rKube is applied alone. For both tests, the deployed Memcached observes a target throughput

of at least 300k rps. The vertical dotted lines denote the minimum number of replicas needed

to achieve the target throughput. The minimum number of replicas is 7 and 9 in Figure 4.6c

and Figure 4.6d, respectively, due to the different settings of neighboring containers. We

observe that by increasing the number of replicas, the tail latency decreases gradually. On

the other hand, with the help of rKube, the minimum number of replicas is 5 for both types

of neighbors, with a tail latency of 606 and 613 ms. Finally, by comparing the results in

Figure 4.6c and Figure 4.6d, I find that rKube is incredibly helpful when having burstable

neighbors than when having capped neighbors. Comparatively, capped neighbors will be

throttled after their CPU consumption meets their demand, while burstable neighbors can

be more aggressive in competing resources.

Overall, the results show that while scaling out can improve Memcached’s throughput,

the latency is also increased due to neighbor containers. rKube can mitigate such effects,

delivering better service quality to users.

4.6.4 Resource under-commitment vs. rKube

By default, Kubernetes assigns all the allocatable CPUs of the host to containers. When

a host node in a Kubernetes cluster runs out of resources, the kubelet (the primary “node

agent” that runs on each host node) will be triggered to reclaim resources by evicting pods

until the resource usage is under a pre-defined threshold again. Therefore, an admin or the

cloud provider may intentionally leave some resources unassigned (i.e., under-commitment)

to guarantee that there is enough resource headroom when the load of the (higher-priority)

applications spikes. I call such a strategy “resource under-commitment”. I study the

effectiveness of resource under-commitment and compare it with that of rKube. I gradually

reduce the number of CPU request of the neighbor containers (so that more allocatable

CPUs become available and can be utilized if needed) to simulate the over-supplied resource

scenario. Figure 4.7 shows the performance improvement of streamcluster, when I reduce

the number of CPUs assigned to the neighboring containers. The neighboring container is
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Figure 4.7: Comparison of the performance improvement for applications by utilizing under-
commitment and by rKube.

capped and runs memory-intensive workloads in this experiment.

In Figure 4.7a, the x-axis represents the number of assigned CPUs (to both the target

and neighboring applications) vs. total allocatable CPUs. Throughout, the target applica-

tion streamcluster always requests 12 CPUs, as listed in Table 4.1. For example, 20/22

means 20 are assigned to the applications (where 12 is assigned to streamcluster and 8 is

to the neighbor), and 2 are allocatable but not assigned. For rKube, the number of assigned
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CPUs for the target application is fixed at 12. By default, all CPUs (22/22) are assigned

to the target and neighboring containers. The performance of the target application in the

default setting is used as my baseline for comparisons. As shown by the y-axis (normal-

ized completion time), the target application’s performance improves when the neighboring

container requests fewer CPUs.

rKube is more effective and efficient; rKube correctly enforces the CPU shares and pro-

vides a performance guarantee for the target application. For example, the completion time

is reduced by 40% when I decrease the number of allocated CPUs from 22/22 to 12/22.

In this case, rKube outperforms the under-commitment strategy even when there are 10

additional CPUs made unassigned (and could be used by the target application).

Figure 4.7b compares under-commitment and rKube for Memcached. As shown, the

throughput improves (while the 99%-ile tail latency decreases) as more CPUs become avail-

able (unassigned). I also observe similar trends for the latencies of Memcached update

operations (omitted due to space limitations). Overall, when serving at the same through-

put level, rKube significantly outperforms the under-commitment strategies in terms of the

99%-ile tail latency. Furthermore, with the help of rKube, Memcached achieves higher max-

imum throughput (the vertical dotted line in the figure), which is comparable with that

of under-commitment. Again, unlike under-commitment, which sacrifices the overall CPU

utilization (the CPU utilization drops from 22/22 to 16/22), rKube is able to maintain a

high CPU utilization of 22/22.

With rKube, a higher level of performance improvement is achieved. More importantly,

rKube maintains the highest level of CPU utilization without needing to sacrifice the re-

source share of the neighboring application. This is desirable for modern data centers that

have long been suffering a notoriously low overall resource utilization [123,124].

89



4.7 Related work

The Kubernetes and Docker community has long been suffering from the performance issues

related to Linux scheduling and OS virtualization [35–39]. In the meantime, the Linux

community has been actively investigating new cases where Linux fails to provide proper

CPU isolation support for containerized applications [125–129]. However, some of these

performance issues still persist in the latest Kubernetes and Docker release, stressing that

improvement for the containerized environment is imperatively needed.

Researchers have identified drawbacks of the CPU schedulers. For example, Lozi et

al. [130] reported that the Linux scheduler sometimes fails to make good use of the CPU

resources and causes the performance degradation for some applications. Kim et al. [131]

found that Complete Fair Scheduler (CFS) with distributed runqueues fails to achieve a

global fare share scheduling, and proposed a global virtual time fair scheduling as a so-

lution. Bouron et al. [132] analyzed the impact of two OS schedulers: ULE (the default

FreeBSD scheduler), and CFS (the default Linux scheduler), on applications performance,

and concluded there is no overall winner for complex use cases. My work focuses on the

context of containerized environments, where fulfilling the promise of CPU resource requests

is crucial to users.

Considerable prior works have examined performance isolation in multi-tenant clouds.

CPI2 [133] used cycle-per-instruction data to identify and throttle misbehaved tasks in the

shared hosts. Bubble-Up [134] identifies contention on the shared resource as a major ob-

stacle for high-priority, latency-sensitive tasks to share hosts with other tasks, and provides

a characterization method that predicts the performance degradation due to the contention

on shared resources in the memory subsystem. Studies showed that small latency variation

per microservice would result in significant (tail) latency increases, and severely impact the

end-user experience [40, 135]. rKube also targets the multi-tenant container cloud environ-

ment but is among the first to provide a solution to address this issue. Though contention
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on shared hardware is commonly known as a challenge for performance isolation, I demon-

strate that, even without CPU over-commitment, performance isolation is non-trivial due

to the Linux scheduler design.

Some other studies have explored container performance isolation. Iron [41] improves

the network CPU isolation by accounting the CPU time spent on the network stack on

behalf of the co-located containers. Gao et al. [42] argued that Linux cgroups fails to

achieve consistent and fair resource accounting, and showed that the resource consumption

is not correctly charged to the specified cgroup configurations. In my work, I show that, in

addition to those issues, the mismatched interaction between cgroups and Linux’s default

CFS scheduler is the main cause of severe performance interference.

4.8 Summary

Containerized cloud environments are becoming more and more popular in the production

environment. While offering plenty of advantages, it has also been found that the application

performance suffers from significant variations, making it difficult for resource requesting

(for users) and resource planning (for cloud providers). In this chapter, I have quantitatively

evaluated the performance variations of batch and interactive applications, and showed

that the application could suffer a slowdown of 5x. These results motivated us to reason

the underlying causes, which leads to the scheduling mechanism used in the underlying

host. To address this issue, I have designed and implemented rKube by merely augmenting

the existing Kubernetes with an additional option, making it backward compatible. My

evaluation results show that rKube can effectively deliver the performance corresponding to

a user’s request and outperform the common best practices for scaling up in the production

environments for improving the application’s performance.
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Chapter 5: Conclusion and future work

5.1 Conclusion

Cloud computing relies on multi-tenant sharing to achieve high resource utilization and

economies of scale. As many previous studies have demonstrated, resource sharing among

multiple tenants could lead to severe security and performance issues.

In this dissertation, I have first revisited the side-channel attacks in the multi-tenant

cloud environment. I found that existing solutions either fail to provide sufficient protection

at economical costs or limit their scope to specific attacks. Accordingly, I have proposed

a lightweight and generic solution to eliminate a wide range of cross-VM and possibly

unknown attacks. Our analyses have demonstrated that such attacks’ efficacy could be

dramatically reduced by distributing CPU resources as evenly as possible to all candidate

vCPUs. Therefore, I have designed and implemented the Shuffler schedulers by incorpo-

rating this strategy and randomization into Xen’s Credit scheduler. The evaluation results

show that the Shuffler schedulers significantly reduce the vulnerable probabilities of all VMs,

thus mitigating attacks without sacrificing the original resource sharing or performance.

Second, I have examined resource accounting in the multi-tenant cloud environment.

Cloud computing relies on accurate resource allocation of VMs to better serve both cloud

users and providers’ needs. I have shown that the current approaches cannot correctly

account for all the CPU usage incurred by domains due to I/O offloading through measure-

ment and analysis. The root cause is that the protection scope of a domain is incorrectly

used as its resource scope in the resource management. To address this issue, I have rede-

fined the resource scope by using vCPU as a container. All the processing incurred by this

domain is contained within its new resource scope. I have implemented VASE System that

directly and accurately measures the offloaded CPU usage and uses it to enforce the CPU
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usage limits in Xen strictly. The experiments have shown that our approach is lightweight

and effective in constraining CPU usage with virtually no overhead.

Third, today containerized cloud environments are becoming more and more popular

in the production environment. While offering plenty of advantages, the application per-

formance suffers from significant variations, making it difficult for resource requesting (for

users) and resource planning (for cloud providers). I have quantitatively evaluated the per-

formance variations of batch and interactive applications and showed that the application

could suffer a slowdown of 5x. These results motivated us to reason the underlying causes,

which leads to the scheduling mechanism used in the underlying host. I have designed

and implemented rKube by merely augmenting the existing Kubernetes with an additional

option, making it backward compatible. Evaluation results show that my solution can

effectively deliver the performance corresponding to a user’s request. It outperforms the

best practices for scaling up in the production environments for improving the application’s

performance.

5.2 Future work

In the most recent years, the container-based microservice architecture is rapidly changing

the software DevOps workflow. However, containers’ performance and security issues run-

ning in multi-tenant clouds have become a significant roadblock towards its wide adoption.

The existing OS scheduler design, such as one-size-fits-all CFS in Linux, fails to accommo-

date the users’ needs in the current container orchestration systems. CPU scheduling should

be augmented to fulfill users’ security and performance requirements in the multi-tenant

host.

To secure the multi-tenant cloud, cross-container side-channel attacks worth further in-

vestigation. CPU scheduling in the multi-tenant host may be exploited to secure containers

against attacks. Compared to cross-VM side-channel attacks studied in this dissertation, it

is more challenging since 10x or even 100x more containers are deployed to a host.
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To isolate tenants in the containerized environment is more challenging than in the vir-

tualized environment due to co-located containers sharing more resources, such as the OS

kernel and container runtime. This dissertation reveals the resource accounting and perfor-

mance issues when I/O virtualization is concerned. Similar issues exist in the containerized

environment and should also be studied. Furthermore, more use cases in which the Linux

scheduler fails the user’s expectation in the containerized environment need to be explored.

By examining how existing scheduling mechanisms and considerations in the current sched-

uler design result in undesirable situations, new scheduling designs for the multi-tenant host

are desirable.
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