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Abstract

A CROSS-DATASET EVALUATION OF GENETICALLY EVOLVED NEURAL NET-
WORK ARCHITECTURES

Ben Gelman

George Mason University, 2019

Thesis Director: Dr. Carlotta Domeniconi

The design of deep neural networks is often colloquially described as an ‘art.’ Although

there are some common, guiding principles such as using convolutions for data with spatial

locality or using recurrence for data with temporal characteristics, neural network architec-

tures tend to be manually engineered. Few works currently provide methods to determine

optimal architectures and hyper parameters. In this work, we generate empirical evidence

for neural network architecture choices. We use a genetic algorithm to evolve 980 neural

networks for a variety of common data sets. We analyze the characteristics of the high-

est performing architectures, compare those traits across data sets, and present a set of

generalizable neural network design patterns.



Chapter 1: Introduction

The ubiquity of deep neural networks in recent literature is undeniable. The Sciencedirect

database shows a rapid increase in the number of deep learning publications, with 6,837

publications in 2006 ballooning to a massive 16,288 publications in 2016 [1]. Additionally,

the interest over time data on Google Trends1 for “deep learning,” displayed in Figure 1.1,

shows just how significantly interest has grown in the last few years. This is unsurprising

given the success, versatility, and ease of use of deep neural networks.

Deep networks have displayed state-of-the-art effectiveness in applications ranging from

image classification [2] to machine translation [3]. Although the theoretical concepts re-

quired for deep neural networks are not very new, with even the first convolutional neural

network dating back to the 1980s [4], many successes have only occurred relatively recently.

This is due in no small part to increasingly massive datasets and changes in computational

power. GPUs, in particular, have revolutionized the training of deep neural networks [5–7].

Although the use of specialized hardware has significantly increased the effectiveness

of deep neural networks, it has also increased the cost of training and testing a variety

of models to the point that it may be prohibitively expensive. Some successful work has

even spent hundreds of hours using hundreds of GPUs to train models [8]. This level of

investment is not feasible at scale, especially for those who are new to the field or otherwise

do not have extensive resources.

Another significant downside of deep neural networks is their lack of transparency. For

any given problem, it is not clear what the best neural network architecture would be.

Although the universal approximation theorem [9] states that a neural network with just a

single hidden layer and a finite number of neurons can approximate any continuous function

1trends.google.com
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Figure 1.1: Google Trends interest over time data for “deep learning.”

in a compact subspace of Rn, there are many practical limitations. The universal approx-

imation theorem does not make any guarantees about the learnability of parameters; in

practice, issues such as the quantity of available data and computational time make certain

architectures far superior to a neural network with a single hidden layer. The difficulty and

lack of clarity in determining these architectures is a barrier to entry for those with limited

experience or resources.

Currently, the common methodology for designing neural networks is an experimental,

adaptive, and time-consuming approach, evidenced by many hand-designed architectures

[10–13]. Experience with a variety of problems plays a large role in the development of

effective neural network architectures. Through trial and error, one is eventually able to

identify the architectural design choices that help or hinder the problem they are working

on. The possible space of viable architectures, however, is enormous. The amount of time

and resources required to familiarize one’s self with this space is non-trivial, particularly

for those who are new to the field.

Genetic algorithms provide an avenue to automatically search this space. With minimal

knowledge of deep learning, one can randomly generate and evolve neural networks until an

adequate solution is found. While this strategy simplifies the architectural design process,

it exacerbates the computational time requirements. With the already extensive time it

takes just to train a single deep network, genetically evolving a large population of neural

networks over multiple generations compounds the costs. For example, the authors in [8] use

a GeForce GTX 980 GPU card to genetically evolve an LSTM, resulting in approximately

1



200 minutes of training per neural network with 25 generations and a population of 50

networks. If the networks were retrained in every generation, this would take upwards of

170 days, if not for the authors’ cluster of 100 GPUs. Dedicating this level of resources to

genetically evolve a neural network is simply infeasible for those who are learning or just

entering the field.

Ideally speaking, the characteristics of a data set, and the classification problem one is

trying to solve regarding that data set, should determine the most effective neural network

architecture. A universal mapping from any given data set to an effective architecture is

not currently known. The common practice of hand-designing architectures with a precon-

ceived notion of what techniques should work best does not necessarily inform that map-

ping. Although search strategies, such as genetic algorithms, may have their own biases, it

is at least possible to mechanically tune the trade-off between exploration and exploitation.

Thus, search strategies are a good candidate for uncovering information about the relation-

ship between data sets and their effective architectures because you can explore as many

variables as you are willing to search through, limited by your computational resources and

the robustness of your search strategy.

In this work, we attempt to gain insights into and discover patterns of effective neural

network architectures with respect to the problems they are trying to solve. In order to

accomplish this, we develop a genetic algorithm that can robustly mutate and crossover

deep neural networks; we repeatedly run the genetic algorithm across a variety of data sets,

generating a database of effective neural network architectures. We analyze the resulting

architectures and how they relate to the characteristics of the data they evolved on.

Our contributions are as follows:

• A genetic algorithm that is able to arbitrarily mutate and crossover layers of a neural

network.

• Evaluation of effective neural network architectures and how they relate to a variety

of data sets.

2



• A set of generalizable neural network design patterns.
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Chapter 2: Background

Two core concepts that we utilize heavily are neural networks and genetic algorithms. In

order to maintain consistent terminology throughout the work, we introduce a few funda-

mental concepts from each topic.

2.1 Neural Networks

Neural networks are a machine learning algorithm loosely based on the way brains process

information [14]. Neural networks combine units of computation, referred to as “neurons,”

to represent highly complex, nonlinear functions. The specific combination of a neural net-

work’s neurons is its “architecture.” The connections between neurons are called “weights,”

and the output of a neuron is the weighted sum of the inbound connections passed through

an “activation function.” Because a weighted sum is a linear combination, the activation

function is generally some non-linear operation that allows the neural network to learn

complex relationships. There is a vast amount of literature on activation functions, but

we focus our efforts on some of the most common choices: ReLU [15], sigmoid [16], linear,

softplus [17], ELU [18], tanh [19], and SELU [20].

Designing a neural network architecture requires making choices about how the net-

work’s neurons are connected and which activations to use. There are a variety of strategies

for how to connect neurons and apply transformations to the values going through the net-

work, such as recurrence [21], long short-term memory [22], convolutions [23], sequence to

sequence [24], and pooling [25], to name a few. We limit the scope of our work to use a

sequence of layers, where the layers could be dense, convolutional 1D, or convolutional 2D.

A dense layer is an array of neurons whose “receptive field” is every neuron in the

previous layer. The receptive field is the set of neurons that a given neuron takes as

4



input. A neuron in a dense layer will take the weighted sum of its receptive field, pass that

value through an activation function, and then output the result. This is the traditional

connection mechanism in neural networks.

Convolutional layers, on the other hand, change the paradigm of full connectivity. The

receptive field of a convolutional neuron has a limited size, introducing a concept of spacial

locality to the optimization process. Fig. 2.1 displays how a convolutional 1D layer operates

on an array of neurons. The convolutional neuron has a receptive field size and a stride

length. The stride explains how the receptive field of a convolutional neuron moves across

the previous layer of neurons. The notion of connecting the weights to the previous layer is

also slightly different; conceptually, it is convenient to consider the weights as connected to

each position of the convolutional neuron’s receptive field. When a particular position of the

receptive field lines up with a neuron from the previous layer during striding, the output of

the previous neuron will be multiplied by the weight corresponding to that position. Thus,

the weight from a given position in a convolutional neuron’s receptive field is often used

many times while striding across the previous layer. The convolutional neuron produces

an output by passing the weighted sum of the current receptive field through an activation

function. Each stride generates one output, so a single convolutional neuron generates as

many outputs as there are strides across the previous layer.

With a spatially sensitive receptive field, the notion of a layer’s output shape becomes

relevant. In the case of dense layers, the output is essentially always “flattened,” i.e. the

output of a dense layer is a 1 x n array, where n is the number of neurons in the dense layer.

Because each neuron in a dense layer is connected to every neuron in the previous layer,

the shape of the array has no impact on the results of the neural network. If we expand

the concept of the receptive field to cover multiple dimensions, however, we can extract

information from the previous layer in a different way. The convolutional 2D layer uses

neurons that have a receptive field and stride with two dimensions. Fig. 2.2 displays how a

convolutional 2D layer operates on a two dimensional array of neurons. The receptive field of

the convolutional neuron simultaneously combines information from two dimensions. When
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N4N3N2N1 N5 N6

N4N3N2N1 N5 N6

N7

N7

N4N3N2N1 N5 N6 N7

Activation((N1*W1) + (N2*W2) + (N3*W3))

Activation((N3*W1) + (N4*W2) + (N5*W3))

Activation((N5*W1) + (N6*W2) + (N7*W3))

W1

W1

W1

W2

W2

W2

W3

W3

W3

Output1D Convolution - Receptive Field 3, Stride 2

Stride 1

Stride 2

Stride 3

Figure 2.1: A convolutional 1D operation with a receptive field of 3 neurons and a stride of
2 neurons. The convolutional neuron takes the weighted sum of the neurons in its receptive
field and passes that through an activation function to generate an output. Each stride
generates one output. The weights of the convolutional neuron move with the stride, so
W1, W2, and W3 are reused for every weighted sum.

striding, the receptive field moves all the way across the first dimension before incrementing

the second dimension. This movement repeats until the second dimension is also complete.

Like the 1D convolution, the 2D convolution generates many outputs; however, the output

shape of the 2D convolution mirrors both dimensions of the striding. In Fig. 2.2, the

receptive field creates two outputs before making a stride in the second dimension, and

two outputs after. Thus, the values from the weighted sums in the output are actually

organized in a 2x2 shape. Fig. 2.3 visually clarifies this phenomenon. Of particular note

is the situation where the layer prior to the convolutional 2D layer has a flattened shape

(i.e. 1 x n). This shape essentially renders the convolutional 2D layer useless. Because we

generate neural networks using randomness, we must perform layer reshaping to ensure the

validity of convolutional layers. We discuss the details in Chapter 4.

2.2 Genetic Algorithms

Genetic algorithms are a metaheuristic - a general class of techniques that utilize randomness

to find effective solutions to optimization problems [26]. Metaheuristics are often used to

6



N3N2N1

N8N7N6
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N15N14

N10N9

N5N4

N3N2N1

N8N7N6

N13N12N11

N18N17N16 N20N19

N15N14

N10N9

N5N4

N3N2N1

N8N7N6

N13N12N11

N18N17N16 N20N19

N15N14

N10N9

N5N4

N3N2N1

N8N7N6

N13N12N11

N18N17N16 N20N19

N15N14

N10N9

N5N4

2D Convolution - Receptive Field 3x3, Stride 2x1

Stride 1

Stride 2

Stride 3

Stride 4

Output

Activation((N1*W1) + (N2*W2) + (N3*W3) + (N4*W4) + (N5*W5) + 
(N6*W6) + (N7*W7) + (N8*W8) + (N9*W9)) 

Activation((N3*W1) + (N4*W2) + (N5*W3) + (N8*W4) + (N9*W5) + 
(N10*W6) + (N13*W7) + (N14*W8) + (N15*W9)) 

Activation((N6*W1) + (N7*W2) + (N8*W3) + (N11*W4) + (N12*W5) + 
(N13*W6) + (N16*W7) + (N17*W8) + (N18*W9)) 

Activation((N8*W1) + (N9*W2) + (N10*W3) + (N13*W4) + (N14*W5) + 
(N15*W6) + (N18*W7) + (N19*W8) + (N20*W9)) 

Figure 2.2: A convolutional 2D operation with a 3x3 receptive field and a 2x1 stride. The
convolutional neuron takes the weighted sum of the neurons in its receptive field and passes
that through an activation function to generate an output. Each stride generates one output,
but there are now two dimensions of striding. The convolutional neuron strides along one
dimension until it reaches the end, returns to the beginning of that dimension, and then
strides once in the second dimension. This process repeats until there are no neurons to
stride over in the second dimension. The weights of the convolutional neuron move with
the stride, so W1, W2, W3, W4, W5, W6, W7, W8, and W9 are reused for every weighted
sum.
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N5N4 N3N2N1
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N13N12N11
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N5N4

Strides Output Shape

Output:
Stride 1

Output:
Stride 2

Output:
Stride 3

Output:
Stride 4

Figure 2.3: The two-dimensional output shape from the 2D convolutional neuron example
in Fig. 2.2. The location of the stride determines the location of the output.

solve problems with incomplete information, where one has some procedure to assess the

goodness of a given solution, but cannot determine that goodness beforehand. In other

words, given a set of candidate solutions, it is not necessarily clear which solutions are the

most effective until the evaluation is complete. In the context of learning effective neural

network architectures, this is an apt approach: given a candidate set of deep neural networks

for a particular data set, it is not entirely clear which are the most effective until they are

trained and validated on the data.

Genetic algorithms are based on the idea of natural selection. In natural selection, a

population of individuals pass on heritable traits via evolution [27]. Individuals that are

best suited to their environment have the highest likelihood of passing on their traits. The

set of an individual’s traits, called a “chromosome,” comprises “alleles,” which are the spe-

cific instances of each trait [14]. An individual’s ability to survive in its environment is its

“fitness.” Individuals with high fitness are likely to reproduce and create a new “gener-

ation” of offspring. In the creation of offspring, individuals can undergo “mutation” and

8



“crossover.” Mutation modifies a single chromosome’s alleles, whereas crossover normally

exchanges some alleles between two chromosomes. The use of these random processes, along

with the survival of the fittest individuals, allows subsequent generations of individuals to

become more adept at handling their environment.

In genetic algorithms, an individual’s chromosome represents a candidate solution to

the given problem. Generally, a genetic algorithm starts by randomly initializing the chro-

mosomes of some initial population. Then, an evaluation function determines the fitness

of each individual by assessing how well the individuals perform on the given problem. A

selection process must then make several choices: which individuals survive into the next

generation, which individuals must be eliminated, and which individuals undergo mutation

and crossover. There are a variety of selection strategies [26, 28], but most tend to employ

randomness that favors the fittest individuals. The resulting individuals form the next gen-

eration, and the algorithm repeats the evaluation and selection procedures until it reaches

a stopping criterion. Finally, the genetic algorithm returns the individuals with the highest

fitness, regardless of the generation in which they are created.

We apply genetic algorithms to develop effective neural networks for a variety of data

sets. In the context of neural networks, a chromosome is one network, and the alleles of

that chromosome are the specific traits that constitute the network, such as the number

of neurons in the second dense layer, the activation function of the third layer, etc. The

specific design and configurations of our genetic algorithm are described in detail in Chapter

4.
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Chapter 3: Related Work

The problem of neural network architecture selection is not new. The rise in popularity of

neural networks in the late 80s and early 90s prompted a variety of analyses on optimal

architecture selection. In 1991, Fogel called out the “artistic” nature of optimal neural

network design [29]. Fogel modified Akaike’s information criterion (AIC) [30] in order to

select the appropriate the number of units in a neural network with a single hidden layer;

however, there was no shortage of works at the time that tried to approximate the hidden

layer size [31–40]. Despite the non-trivial amount of work on the issue, Fogel considered

the hidden layer size selection problem unsolved. The following year, in 1992, Moody and

Utans further suggested that comparing validation performance across a search or previously

known set of architectures is the most effective option [35]. They claimed that the network

optimization should be done with respect to the task at hand, and that it may not be

completely possible to design the networks with only a priori knowledge. Moody and Utans

did not, however, discount the use of heuristics and principled selection strategies, adding

that validation performance can evaluate the usefulness of those approaches. Despite the

great detail and sophistication of prior work, the proliferation of deep learning shook the

foundation of architecture optimization. Not only were the number of layers in a network

called into question, but also the choices of activation functions, layer types such as LSTMs

and convolutions, and new forms of regularization such as dropout [41]. The inability of

prior work in selection criteria to transfer to these new problems has left a gap in principled

deep network architectural design.

Ultimately, Moody and Utans’ experimental, adaptive approach to model selection is

commonplace, even outside of neural networks. But, the plethora of variables that have

arisen in deep learning have only magnified the possible space of architectures. In an effort to

exclude human bias, a variety of works have employed search strategies to identify effective
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deep learning architectures. Although many of Moody and Utans’ contemporaries perform

search across single hidden layer sizes, we focus on works targeting deep neural networks.

Two topics are of particular relevance: search strategies for identifying effective deep neural

network architectures, and heuristics, criteria, or patterns for effective deep neural network

design. Although applying a genetic algorithm to search the space of effective deep network

architectures is a key element of our work, the ultimate goal is to analyze the resulting

networks for generalizable design patterns. Thus, we investigate prior work in both areas.

3.1 Search Strategies

Genetic algorithms have demonstrated success in identifying effective deep neural network

architectures for a variety of problems. Miikkulainen et al. develop methods called Deep-

NEAT and CoDeepNEAT [8], which are genetic algorithms for deep neural network ar-

chitecture evolution based on NEAT (NeuroEvolution of Augmenting Topologies) [42]. In

general, NEAT treats neural networks as a graph of dense neurons, where the edges of the

graph represent the receptive fields. Mutations can modify the neurons and edges, while

crossover attempts to line up the graph representations and then share edges. DeepNEAT

attempts to extend this method by increasing the level of abstraction from individual neu-

rons to various deep network layers like dense, convolutional, and recurrent. Layers that are

connected by an edge on the graph will feed data forward and appropriately use the layers’

receptive fields. CoDeepNEAT abstracts the graph even further by allowing a node to rep-

resent its own subgraph of deep network layers. There is an additional optimization step

that co-evolves “blueprints” of subgraphs and the actual deep networks those subgraphs

represent.

We take inspiration from CoDeepNEAT, but we make several significant changes that

we fully detail in Chapter 4. One of the primary differences is that we exclude the “neural

network as a graph” paradigm, instead treating our networks as a sequence of layers. The

robustness of the graph representation massively expands the potential space of viable archi-

tectures, but this is a double-edged sword. Although it is possible to discover architectures
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that have been otherwise unexplored, the complexity of searching that space vastly in-

creases. Additionally, the human interpretability of the solutions decreases: hand-designed

networks that utilize an arbitrary graph representation of a neural network are very rare,

many state-of-the-art networks use a sequential model, and known design patterns are often

learned or evaluated with sequential models. Because our focus is to locate generalizable

design patterns and reduce barriers to entry, we choose to simplify our genetic algorithm

to sequential models. The reduced complexity of the search space allows us to allocate our

computational time across many data sets, which is vital to evaluating the generalizability

of our design patterns.

Although sequential models are common in hand-designed architectures and we choose

to focus our evolution along those lines, there is a great diversity in evolutionary techniques

nevertheless. Due to the difficulty of implementing crossover between two networks, some

works forgo the process entirely [43–46]. Dufourq and Bassett opt for mutating an individ-

ual to create one offspring, and then mutating that offspring to create a second offspring

[43]. Their mutations can add or replace a current layer with an entirely new, randomly

initialized layer, but they prevent the mutation operation from modifying an existing layer’s

internal parameters. This limits the genetic algorithm’s ability to perform exploitation of

successful individuals. Real et al. use only one mutation to create an offspring, but their

mutation operation allows more fine-grained control over individual parameters [44]. Real

et al. deviate from the idea of fully retraining their population in each generation, allowing

networks to retain their weights across generations and continue training. This method is

highly exploitative of successful individuals, but limits the genetic algorithm’s exploration

of the space. They offset this issue by using a massive population size of 1000 networks,

which are trained on 250 parallel workers. Similarly, Jozefowicz et. al attempt to evolve

an LSTM using only mutations to climb towards a more effective architecture. By only

using mutation, however, these works limit the ability to balance the exploitation and ex-

ploration of their genetic algorithms. As a result, we decide to use a two-tiered mutation
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system that allows changes to any parameter in the network while also implementing a sim-

ple, yet robust, crossover operation to swap groups of layers between networks. We discuss

our mutation and crossover operations in Chapter 4.

Aside from genetic algorithms, some works have utilized other methods to discover

neural network architectures. Zoph and Le develop a recurrent neural network to predict

effective architectures [47]. The recurrent network outputs sequences of layer parameters,

such as number of neurons, receptive field size, and stride length, in order to construct a

sequential model. The recurrent network attempts to optimize the validation performance

of the predicted architecture, which is a non-differentiable metric. They use reinforcement

learning with the validation performance of the predicted architecture as the reward signal

in order to train the recurrent network. Although this method is interesting and demon-

strates positive results, genetic algorithms provide a more interpretable avenue to control

the tradeoff between exploration and exploitation. Because we are attempting to sample

many architectures rather than locating a good solution to a single problem, we value the

interpretability of the genetic algorithms.

There have also been various efforts to optimize just the hyperparameters for fixed

architectures [48, 49]. Gurcan et al. manually build a convolutional architecture for micro-

calcification detection and then try to optimize the number of neurons and the receptive field

sizes of the convolutional layers [48]. They try steepest descent, simulated annealing, and

a genetic algorithm. Snoek et al. use Bayesian optimization with Gaussian process priors

in order to optimize model hyperparameters [49]. Loshchilov and Hutter show that while

Bayesian optimization is very effective on small function budgets, CMA-ES performs better

for larger function evaluation budgets [50]. Although these methods are often more efficient

at determining model hyperparameters than our general purpose genetic algorithm, they are

not able to optimize network architectures. Our genetic algorithm optimizes the architec-

ture and hyperparameters simultaneously, but applying hyperparameter-specific methods

afterwards is a potential way to smooth the outputs of the genetic algorithm.
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3.2 Design Patterns

The success of search strategies in the previous section demonstrates the viability of limiting

manual neural network architecture design; however, those methods do not necessarily

alleviate the barriers to entry. Many of the works in the previous section utilize an immense

amount of computational resources in order to search for a single, competitive solution to

a given problem. Because that is the explicit goal of these works, there are few insights

into the space of effective neural network architecture. It is difficult to generalize the design

patterns of one unique architecture for a single problem.

The literature on design patterns is limited, but there have been several attempts at a

variety of network parameters nonetheless. Karlik and Olgac perform a small scale study of

several different activation functions [51]. They use a neural network with a single hidden

layer and test 5 different activation functions with hidden layer sizes of 10 neurons and

40 neurons. Between bi-polar sigmoid, uni-polar sigmoid, tanh, conic, and RBF activation

functions, they find that tanh obtains the highest accuracy in both neural networks. Karlik

and Olgac’s study is straightforward and informative, but they do not test the generaliz-

ability of their results to other data sets, they do not utilize any deep networks, and their

choices of activation functions are relatively uncommon in recent deep learning work. Ra-

machandran, Zoph, and Le develop a new activation function and compare its performance

to ReLU on two different data sets [52]. Although they occasionally outperform ReLU,

their activation function contains a hyperparameter that must be set or trained, hindering

its usability.

He et al. [53] and Zagoruyko and Komodakis [54] discuss the effects of neural network

depth and width on image classification. He et al. use networks as deep as 1000 layers,

with each layer having few neurons. They show that this method performs well with fewer

parameters than wide networks have. Zagoruyko and Komodakis claim that this level of

network depth is unnecessary. By using a much wider, 16-layer network, they obtain similar

accuracy and train several times faster, despite having up to two times as many parameters.

Because GPUs are optimized for large tensor operations, wide networks are able to perform
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computations more efficiently. Very deep networks do not fully utilize the hardware because

layers must be processed sequentially. This is a valuable distinction because those without

access to powerful GPUs can benefit from very deep networks with fewer parameters.

3.3 Overfitting to Validation

A significant concern that has been rarely addressed in prior work optimizing neural network

architectures is the effect of repeated validation. Dwork et al. discuss adaptive data analysis,

where model exploration and improvements are chosen based on previous analyses of the

same data [55]. When a model is trained on one data set and validated on a separate

holdout set, modifications based on the holdout set performance inform the model about

the holdout data, even if the model is only ever trained on the training set. This causes

the externally informed models to over-report their performance for the reused holdout set,

despite not actually performing better across other holdout sets. This phenomenon has

been thoroughly investigated [56–60].

Over-reporting validation performance is a critical issue in the genetic evolution of neural

network architectures. Despite the many different approaches to genetically evolving neural

network architectures, using validation performance to determine an individual’s fitness

is a nearly universal strategy. That fitness becomes an important selection criteria for

creating offspring in the genetic algorithm. By using the same validation set in every

generation of the genetic algorithm, the evolution inevitably favors individuals that over-

report their performance for the particular validation set, even if those networks do not

actually generalize better. We take several steps towards mitigating the effects of repeated

validation by changing validation sets and performing multiple-fold validation. We discuss

the specifics in Chapter 4.
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Chapter 4: Methodology

4.1 Genetic Algorithm

Although we take inspiration from prior works in optimizing deep networks with genetic

algorithms, we make a variety of different design choices in our own method. Our genetic

algorithm focuses on assembling a sequence of layers using the three layers we introduce in

Chapter 2. In our context, an individual’s chromosome is a neural network; the alleles are

a variety of layer-level and network-level parameters. Our algorithm has the ability to ini-

tialize random networks, mutate any layer-level or network-level parameters, and crossover

consecutive layers between networks.

The random initialization procedure works by using a set of configurable initialization

parameters. For every allele with a discrete variable in an individual’s chromosome, there

is a minimum and maximum starting value. There is a uniform random chance of selecting

any value from that range. For every categorical variable, there is a uniform random chance

of selecting one of the values.

The mutation operation works by changing parameters within layers. The dense layer

is able to mutate the number of neurons and the activation function; the receptive field

is always the entire previous layer. The 1D convolutional layer (conv1D layer) is able to

mutate the number of neurons, one dimension of its receptive field, the receptive field’s

stride, and the activation function. The 2D convolutional layer (conv2D layer) is able to

mutate the number of neurons, both dimensions of the receptive field, both dimensions of

the receptive field’s stride, and the activation function. Besides for layer parameters, there

are also network-wide parameters that cannot be attributed to any single layer: the batch

size of the input data, the ability to append a new layer to the end of the network, and the

ability to delete a random layer. Fig. 4.1 displays all the mutable parameters in the genetic
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Dense:     

Conv1D:  

Conv2D:  

Network:  

[neurons, activation]

[neurons, field, stride, activation]

[neurons, field_1, field_2, stride_1, stride_2, activation]

[batch_size, add_layer, delete_layer]
Figure 4.1: The layer-level and network-level mutable parameters.

algorithm.

The crossover operation in our genetic algorithm works by swapping layer positions

between two networks. The crossover operation selects a layer position in two different

networks and then swaps the layers. Fig. 4.2 demonstrates a basic crossover between two

networks. We focus on layer-level crossover due to the unintuitive nature of crossing within-

layer parameters. If, for example, the crossover were to choose a conv1D layer and a dense

layer, it is not clear how to transfer the receptive field or stride parameters to the dense

layer.

Even with limiting the scope to layer-level crossover, however, we still run into functional

issues due to the nature of data shaping. The parameters of each layer dictate the output

shape of that layer, and random combinations of layers can create nonsensical data flow.

In the case of a dense layer followed by a conv2D layer, the dense layer outputs a one-

dimensional shape, which completely invalidates the information a conv2D layer is able to

learn with its second dimension. As a result, we perform a “squaring” operation, where

we attempt to reshape the data into the squarest shape. Fig. 4.3 show an example of

the squaring operation, which works by computing the factors of a given number and then

taking the two closest factors. Although we recognize that this is a design decision that may

influence the genetic algorithm’s optimization process, we believe it is a more robust option

than excluding the reshape operation. Without the reshaping, any dimensional flattening

of the data would be irrevocable. Not only would this significantly reduce the use of conv2D
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Figure 4.2: An example crossover operation between two networks. The left side of the
image is before the crossover; the right side of the image is after the crossover.

layers, it could also reduce the likelihood of seeing deeper networks because the data would

necessarily become flatter with more layers. To elaborate, conv2D layers with a large stride

in the second dimension can result in the flattening of that dimension. Thus, even if a

dense layer did not flatten the data, conv2D layers could accomplish that quickly on their

own. Additionally, we flatten the data before a conv1D layer. Dense layers do not require

reshaping because their receptive field is always every neuron in the previous layer.

Given our definitions of the mutation and crossover operations, we still need to assign

probabilities for when they occur. In order to increase the robustness of the genetic algo-

rithm’s optimization process, we use a two-tiered system for mutation probabilities. There

is a global mutation probability to determine whether a given network will undergo any

mutation at all. When this check is passed, there is an individual mutation probability for

every mutable parameter in the network. This includes both layer-level and network-level

parameters, which are all displayed in figure Fig. 4.1. Thus, whenever the global mutation

probability succeeds, any combination of the individual mutable parameters may be chosen

for the resulting mutation.
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Figure 4.3: A squaring operation working on a flattened array of 70 units. The factors
are sorted and the middle two entries (the two closest factors) are selected as the new
dimensions for the data.

There is yet another caveat with mutation: discrete variables require boundaries on the

magnitude of the mutation. When the two-tiered probabilities for a given allele with a

discrete value succeed, our algorithm modifies the allele using a minimum and maximum

magnitude specification with a uniform random chance of selecting any value in the range.

Categorical variables do not require a magnitude specification; mutations will select any of

the values with uniform random chance.

In the crossover operation, there is a single global crossover probability. When the

crossover probability succeeds, there is a uniform random chance to select layer positions in

the two networks chosen for crossover. The crossover is then performed according to Fig.

4.2, and the resulting networks undergo any reshaping if necessary. There are no magnitude

parameters for crossover.

With the initialization, mutation, and crossover procedures fully defined, we can discuss

the genetic algorithm’s selection procedures. The algorithm first begins by initializing a

configurable population size. Each individual calculates its fitness by training and validating

on the given data set. We use the validation set accuracy as the individual’s fitness for all
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data sets. The algorithm then creates a generation of offspring using a process called

tournament selection [61]. Tournament selection works by randomly selecting a number of

individuals, equal to a configurable tournament size, from the current generation. From

the individuals that are chosen to participate in the tournament, the individual with the

highest fitness is selected as the winner. The winning individual is added to the offspring.

The tournament selection repeats until the number of offspring is equal to the configurable

population size. When the tournament size is very high, the offspring likely comprise the few

fittest individuals because they are more likely to participate in many of the tournaments.

A low tournament size provides additional opportunities for less fit individuals to be added

to the offspring.

After the tournament selection is complete, we randomly split the offspring into pairs

of two in preparation for crossover. Each pair is checked against the global crossover prob-

ability, and the individuals in the pair are crossed if the probability succeeds. Each of the

resulting individuals are then checked by the two-tiered mutation probabilities, and the

individuals’ alleles are mutated wherever the probabilities succeed. The resulting individ-

uals constitute the next generation in the genetic algorithm. The tournament selection,

crossover, and mutation procedures are repeated until a configurable number of generations

is reached. In every generation, we perform a new random split of the data into train and

validation sets. Thus, every individual in a single generation trains on the same splits, but

surviving individuals will be forced to train and validate on different data in the following

generation. If an individual has managed to overfit to the validation set of one generation,

that individual and its offspring will have to deal with different data in the next genera-

tion, helping to mitigate the long-term effects of over-reporting performance on the genetic

algorithm.

The best individuals from any generation in the algorithm are stored in a “hall of fame,”

whose size is configurable. Every individual in the hall of fame trains and validates on 3

different splits of the data, and their validation accuracies are averaged. By using 3 different

splits, we mitigate the likelihood of a model overfitting to a single, final validation set. The 5
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individuals with the highest average validation accuracy are stored in a database of effective

architectures. The rest of the networks in the hall of fame are discarded. Allowing additional

space in the hall of fame for networks that can be discarded also helps mitigate the issues

with repeated validation. If one of the networks in a given generation of the algorithm

over-reports its performance and manages to enter the hall of fame, our 3-split validation

method and the ability to discard networks from the hall of fame prevents that network

from entering the database of effective architectures.

Because the genetic algorithm may get stuck in local optima, it is possible that a single

run of the genetic algorithm does not capture an encompassing view of possible effective

neural network architectures. In order to understand the variance of the genetic algorithm,

we run it on the same data set many times. We also vary some of the genetic algorithm’s

configurations. Because it takes many runs of the genetic algorithm to analyze the variance

of a single change in the configurations, we only test a few changes. Fig. 4.4 shows all of

the genetic algorithms configurations and variations that we test.

In the following section, we review the characteristics of every data set and note any

data-specific configurations.
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Genetic Algorithm Parameters
Hall of Fame Size: 10
Population: 20, 25, 35, 50
Tournament Size: 2, 4, 5
Global Crossover Probability: 0.25, 0.3, 0.4
Global Mutation Probability: 0.8, 0.9
Number of Generations: 25, 30, 40, 45, 50, 55
Training Epochs: Data Dependent
 

Initialization Parameters
Dense Neuron Minimum: 4, 8
Dense Neuron Maximum: 24, 32
Conv1D Neuron Minimum: 4, 8
Conv1D Neuron Maximum: 24, 32
Conv1D Receptive Field Minimum: 2
Conv1D Receptive Field Maximum: 6
Conv1D Stride Minimum: 1
Conv1D Stride Maximum: 2
Conv2D Neuron Minimum: 4, 8
Conv2D Neuron Maximum: 24, 32
Conv2D Receptive Field Minimum: 2
Conv2D Receptive Field Maximum: 4
Conv2D Stride Minimum: 1
Conv2D Stride Maximum: 2
Batch Size Minimum: 1
Batch Size Maximum: 128
Number of Layers Minimum: 1
Number of Layers Maximum: 4

Mutation Probabilities
Dense Neuron: 1.0
Dense Activation: 0.5, 0.75
Conv1D Neuron: 1.0
Conv1D Receptive Field: 0.5, 0.9
Conv1D Stride: 0.5, 0.75
Conv1D Activation: 0.5, 0.75
Conv2D Neuron: 1.0
Conv2D Receptive Field: 0.5, 0.9
Conv2D Stride: 0.5, 0.75
Conv2D Activation: 0.5, 0.75
Batch Size: 0.5
Add Layer: 0.7, 0.75
Delete Layer: 0.65, 0.7, 0.8 

Mutation Boundaries
Dense Neuron Minimum: -10, -15
Dense Neuron Maximum: 10, 15
Conv1D Neuron Minimum: -10, -15
Conv1D Neuron Maximum: 10, 15
Conv1D Receptive Field Minimum: -2
Conv1D Receptive Field Maximum: 2
Conv1D Stride Minimum: -1
Conv1D Stride Maximum: 1
Conv2D Neuron Minimum: -10, -15
Conv2D Neuron Maximum: 10, 15
Conv2D Receptive Field Minimum: -2
Conv2D Receptive Field Maximum: 2
Conv2D Stride Minimum: -1
Conv2D Stride Maximum: 1
Batch Size Minimum: -10
Batch Size Maximum: 10

Figure 4.4: The full list of genetic algorithm configurations and tested values.
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Chapter 5: Data

We apply our genetic algorithm to four different data sets: MNIST handwritten digits [62],

CIFAR10 small image classification [63], IMDB movie reviews sentiment classification1,

and Reuters newswire topics classification2. In order to compare within and across data

set types, we select two image classification problems (MNIST and CIFAR10) and two text

classification problems (IMDB and Reuters). We train our neural networks using a cluster

of 4 NVIDIA Tesla P4s3. Table 5.1 displays the amount of computation time, in days, we

dedicate to each data set. We allocate the time qualitatively depending on various factors

such as the size of data, variance of the genetic algorithm’s output, and the number of

configurations that we want to test. In total, we spend 107.77 GPU days evolving 980

neural networks across four data sets.

MNIST is an image classification data set with 60,000 training images and 10,000 test

images. The images are 28x28x1 grayscale pictures of handwritten digits. There are 10

classes, one for each digit from 0 - 9. For training, we test 3 and 4 epochs.

CIFAR10 is an image classification data set with 50,000 training images and 10,000 test

images. The images are 32x32x3 color pictures of various objects. There are 10 classes, one

for each type of object: airplane, car, bird, cat, deer, dog, frog, horse, ship, and truck. For

training, we test 3 and 4 epochs.

IMDB is a text classification data set with 25,000 training movie reviews and 25,000 test

movie reviews. Each review is encoded as a sequence of words. The reviews are labeled as

either positive or negative, representing the general sentiment of the review. For training,

we test 4, 6, 10, and 15 epochs. Additionally, we have to make a decision about formatting

1https://keras.io/datasets/#imdb-movie-reviews-sentiment-classification
2https://keras.io/datasets/#reuters-newswire-topics-classification
3https://images.nvidia.com/content/pdf/tesla/184457-Tesla-P4-Datasheet-NV-Final-Letter-Web.pdf
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Table 5.1: A table of total genetic algorithm runtimes across each data set. The measure-
ments are in GPU days, which is the sum of computation time across all active GPUs.

Data GPU Days Number of Evolved Networks
MNIST 15.94 250
CIFAR10 26.95 320
IMDB 24.83 205
Reuters 40.05 205
Total 107.77 980

the input data. Because the IMDB data is formatted as a sequence of words, we need

a computationally tractable representation for the neural networks. In order to do this,

we choose to use a word embedding that is learned at training time, similar to Word2Vec

[64]. A word embedding represents words as n-dimensional vectors, allowing real-valued

computation on those words. Although there are other methods to encode words, word

embeddings have demonstrated success in recent literature [65, 66]. We test embedding

dimensions of 16 and 32. We also limit the max length of the input sequence to 256 words.

Reuters is a data set of 8,982 training newswires and 2,246 test newswires. Like IMDB,

the text is encoded as a sequence of words. The newswires are given a label from 46 possible

topics. We do not enumerate the topics for brevity. For training, we test 8, 10, 12, and

15 epochs. Like IMDB, the Reuters data set is formatted as a sequence of words. We use

word embeddings and test an embedding dimension of 32. We also limit the max length of

the input sequence to 256 words.
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Chapter 6: Results

6.1 Overall Results

Table 6.1 displays the average validation accuracies for each data set’s evolved networks. We

compute this by using 10 epochs of training and the original validation sets that come with

the data sets. At 10 training epochs, our models are likely undertrained compared to state-

of-the-art results, but it allows us to overcome the computational requirements of validating

980 evolved neural networks. We include state-of-the-art results on the table, but note that

we do not perform any data transformation, augmentation, or modification that is critical

to obtaining state-of-the-art performance. Deng [62] discusses how, for the MNIST data

set, there is a severe increase in error rate without the use of data augmentation techniques

such as elastic distortion [67]. Enhancing the data is common for all of our data sets, but

searching across augmentation techniques is outside the scope of our work. Additionally, we

download the Reuters data set directly from Keras, which performs a unique pruning of the

data. The state-of-the-art performance does not directly compare to our average accuracy;

we display the accuracy for the closest variations of the Reuters data set that we are able

to locate.

Regardless, we display the highest accuracy architectures for MNIST, CIFAR10, IMDB,

and Reuters in Fig. 6.1. Each box represents a neural network layer, containing all the layer

specific parameters. We include the input and output layers of each network for clarity.

In the following sections, we analyze the evolved networks in detail. It is vital that,

regardless of the evolved neural network architecture, we always attach an appropriate

output layer to every neural network. Because it is not possible to perform classification

without the appropriate output layer, it is not counted in any of the following analysis.

For MNIST, we use a dense output layer with 10 classes, a softmax activation function,
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Figure 6.1: The highest accuracy neural network architectures from each data set.
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Table 6.1: Average validation performance of each data set’s evolved neural networks. We
include state-of-the-art results on the table, but note that we do not perform any data
transformation, augmentation, or modification that is critical to obtaining state-of-the-art
performance. Additionally, we only train the models for 10 epochs in order to limit the
computation time required to validate 980 neural networks.

Data Average Accuracy Highest Accuracy State-of-the-Art

MNIST 98.98 99.36 99.79 [68]

CIFAR10 65.62 71.93 96.53 [69]

IMDB 87.42 89.38 95.40 [70]

Reuters 73.09 76.67 82.61 - 93.76 [71,72]

categorical crossentropy loss, and the ADADELTA optimizer [73]. CIFAR10 uses the same

output layer as MNIST. For IMDB, we use a dense layer with 1 node, a sigmoid activation

function, binary crossentropy loss, and the ADADELTA optimizer. For Reuters, we use a

dense layer with 46 classes, a softmax activation function, categorical crossentropy loss, and

the ADADELTA optimizer.

6.2 Layer Types

First, we examine layer occurrence based on our four data sets. Fig. 6.2 shows the total layer

distributions for MNIST, CIFAR10, IMDB, and Reuters. We compute these by counting

the layer types (dense, conv1D, conv2D) across all layers of every evolved neural network.

Fig. 6.3 digs into even greater detail and displays the layer distributions on a network-depth

basis.

For the image classification problems, we see very similar total layer distributions in

Fig. 6.2a and Fig. 6.2b. The convolutional 2D layer is the most common layer in both

problems, the dense and convolutional 1D layers have similar frequencies in MNIST, and

the convolutional 1D layer is slightly more common in CIFAR10. Hand-designed neural

networks for image classification commonly use many convolutional 2D layers followed by

dense layers. This design paradigm stems from the belief that the convolutional 2D layers

act as feature extractors for the image, and the dense layers then combine those features
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to perform the classification. If we examine Fig. 6.3a and Fig. 6.3b, we see that for both

MNIST and CIFAR10, convolutional 2D layers are extremely common in the early layers

of a network, while the frequency of dense layers is much higher in the later layers of a net-

work. Although this confirms the effectiveness of traditional hand-designed architectures

for image classification, the distribution of convolutional 1D layers is unexpected and per-

plexing. The frequency of convolutional 2D layers clearly declines as networks get deeper,

but the frequency of convolutional 1D layers hovers around 20%-30%. Convolutional 1D

layers, in general, are rarely ever utilized or even discussed in hand-designed image classifi-

cation networks. Despite that, a significant amount of evolved networks perform well with

convolutional 1D layers. We hypothesize that convolutional 1D layers effectively continue

to utilize spatial locality in the data, even after severe flattening of the data’s second dimen-

sion. In Chapter 2, we explain how convolutional 2D layers can end up flattening the second

dimension until convolutional 2D layers are rendered useless. Due to the convolutional 1D

layer’s agnosticism towards the second dimension of the data’s shape, it is possible that

convolutional 1D layers allow one to extend a network’s depth and thus spend additional

time performing spatially sensitive feature extraction on the data. Prior work does not

discuss this design pattern, which may merit further evaluation.

The text classification problems have vastly different total layer distributions in Fig.

6.2c and Fig. 6.2d compared to both each other and the image classification problems.

The text classification problems both make very little use of dense layers, but their rela-

tive frequencies of convolutional 1D and convolutional 2D layers are flipped. The evolved

networks for IMDB fall in line with expected hand-designed architectures. It is common

to treat a sequence of words as fundamentally one dimensional data, despite the fact that

word embeddings introduce a second dimension to the data’s shape. Although Reuters also

frequently makes use convolutional 1D layers, there are many evolved networks that prefer

convolutional 2D layers. We hypothesize that the 46 output classes in the Reuters data

set have caused the neural networks to distribute information along the second dimension

of the embedding in a different way than IMDB distributes the information. This could
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potentially make convolutional 2D layers more effective at differentiating between classes

by increasing utilization of spatial locality in the second dimension of the word embeddings.

6.3 Network Depth

Another common point of inquiry in architecture design is network depth. Based on discus-

sions in Chapter 3, there has been success with both shallow, wide networks and very deep

networks. Fig. 6.4 shows the distributions of network depths across our different data sets.

We find that for both image classification problems, the evolution favors networks that

are 4-8 layers deep, as shown in Fig. 6.4a and Fig. 6.4b. This reflects hand-designed

architectures that frequently use 2-4 convolutional 2D layers followed by 2-4 dense layers

in order to perform image classification. For the text classification problems, the genetic

algorithm favors very shallow networks. Fig. 6.4c shows that most of the evolved networks

for IMDB are 1-3 layers deep, while Fig. 6.4d shows that Reuters in particular prefers only

1 layer (recall that there is a dense output layer for every single network in order to properly

generate output predictions).

The evolved networks never reach extremely high layer depths. Because many extremely

deep networks require careful curation of layer sizes, activation function choices, and com-

putational time, the genetic algorithm is unlikely to locate these solutions via randomization

and limited computational time.

6.4 Neurons

Having seen the distributions of network depths and the types of layers that populate

those depths, we now examine the the sizes of each layer (i.e. the number of neurons).

Fig. 6.5 shows the distributions of neurons per layer across all networks in each data set.

Remarkably, we find the regardless of layer type, the distribution of the number of neurons

is very similar. The graphs resemble a right skewed (or positively skewed) distribution. The

trend is very obvious for the image classification problems in Fig. 6.5a and Fig. 6.5b, and
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(a) (b)

(c) (d)

Figure 6.2: The total layer distributions for each data set. The image classification prob-
lems (MNIST and CIFAR10) have similar layer distributions, while the text classification
problems (IMDB and Reuters) differ significantly.
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(a) (b)

(c) (d)

Figure 6.3: The distributions of layer types based on the layer’s position in the neural
network. The x-axis is the depth of the network and the y-axis is the relative frequencies of
each layer at a given depth. Layer depths with 3 or fewer evolved networks are excluded.
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(a) (b)

(c) (d)

Figure 6.4: The distributions of network depths across all networks in each data set.
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still generally true for the text classification problems in Fig. 6.5c and Fig. 6.5d. Although

only 3 of the 205 networks for Reuters evolve a dense layer, the number of neurons for those

dense layers still occur around the median value.

One of the most interesting results from the neuron distributions is that the number

of neurons for dense layers and convolutional layers is very similar. Due to striding and

the limited size of convolutional receptive fields, a convolutional neuron has much fewer

parameters than a dense neuron. The neuron distributions indicate that it is not necessary

to increase the number of convolutional neurons in order to compensate for the reduced

number of parameters. Although the actual number of neurons likely depends on the

complexity of the data and the classification problem, setting the number of convolutional

neurons to a similar value as the dense neurons is a valuable design pattern.

6.5 Activation Functions

The choice of activation functions is a common issue in neural network design. Fig. 6.6

displays the distribution of activation function from every layer of evolved networks for

each data set. Fig. 6.7 delves into more detail and displays the relative frequencies of the

activation functions at different network depths. Across all the data sets, ReLU is a clear

favorite, which is in line with many hand-designed architectures and prior work in analyzing

activation functions. The figures do, however, show a distinction between the image and

text classification problems. The image classification problems in Fig. 6.6a and Fig. 6.6b

make occasional use of the other activation functions except sigmoid and softplus, which

are rarely selected in the evolved networks. The text classification problems in Fig. 6.6c

and Fig. 6.6d prefer ReLU by a very large margin.

An interesting trend that appears for the image classification problems when looking at

the distributions of activation functions across network depths, shown in Fig. 6.7a and Fig.

6.7b, is that there is a decline in ReLU activations as the networks get deeper. If we combine

that with our previous observation that early layers are predominantly convolutional 2D and

later layers are mostly dense, the distribution of activation functions across network depths
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(a) (b)

(c) (d)

Figure 6.5: The distributions of neurons per layer across all networks in each data set.
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may suggest that the ReLU activation is the strongest choice for convolutional 2D layers,

but not necessarily so for dense layers. Mixing convolutional layers with ReLU activations

and dense layers with other activation functions is a potential design pattern that has not

been discussed in prior work and may merit further investigation.

6.6 Receptive Fields

Although convolutional layers are well known for their performance on data with spatial

locality, there is still a question of how much locality should be captured in a convolutional

neuron. Fig. 6.8 shows the distributions of convolutional 1D receptive field sizes. The

general shape of the distributions is similar across all of the data sets, but the centers of

the distributions are not. The image classification problems in Fig. 6.8a and Fig. 6.8b

are centered around smaller receptive field sizes, while the text classification problems in

Fig. 6.8c and Fig. 6.8d are centered around larger receptive field sizes. There are several

potential explanations for this phenomenon. It is possible that the one dimensional locality

of the image classification problems is less important than the one dimensional locality of the

text classification problems. Alternatively, the fact that the image classification problems

evolve deeper networks may allow multiple consecutive layers of convolutions to broaden its

convolutional locality while limiting the number of parameters in the network.

Fig. 6.9 shows the distributions of convolutional 2D receptive field sizes. The differences

between distributions for the first and second dimensions of the receptive field are a peculiar

finding. For every data set except CIFAR10, the second dimension of the receptive field

is significantly smaller than the first dimension. This phenomenon is still much stronger

in both text classification problems than it is in MNIST, however. The reason for this

phenomenon in MNIST is not entirely clear. One potential explanation that can be garnered

from examining the data is that there are many images that contain many columns with

no information. Is it possible that this reduces the efficacy of a larger receptive field in

the second dimension. The smaller size of the receptive field’s second dimension in the

text classification problems is reasonable, though perhaps unexpected. Although the word
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(a) (b)

(c) (d)

Figure 6.6: The total activation function distributions for each data set.
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(a) (b)

(c) (d)

Figure 6.7: The distributions of activation functions based on a layer’s position in the neural
network. The x-axis is the depth of the network and the y-axis is the relative frequency of
each activation function at a given depth. Layer depths with 3 or fewer evolved networks
are excluded.
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embeddings add a second dimension to the data, the original data – the sequence of words

– is one dimensional. Additionally, the size of the second dimension is much smaller than

the first dimension even with the word embedding. The input sequence may be up to 256

words, while the embedding dimension is 16 or 32. Because the use of convolutional 2D

layers in text classification problems is fairly uncommon, this design pattern is rarely, if

ever, discussed in prior work.

6.7 Stride Lengths

With the receptive field sizes in mind, we examine the stride lengths of the convolutions

next. Fig. 6.10 displays the stride lengths of the convolutional 1D neurons, and Fig. 6.11

displays the stride lengths of the convolutional 2D neurons. The distributions of stride

lengths are extremely similar for every convolution across all data sets. The convolutional

1D strides and both dimensions of the convolutional 2D strides heavily favor a stride length

of 1 or 2. The stride length appears to be a case where the absence of data says more than

the data itself. For every data set and every type of convolution, there are no long stride

lengths relative to the size of the receptive fields. This indicates that setting the stride

length to 1, regardless of the type of convolution, is an effective choice. This is a design

pattern that has not been otherwise explored in prior work.

6.8 Batch Size

The decision of a network’s batch size is often based on computational limits, but the batch

size impacts a network’s learning trajectory as well. Smaller batches utilize less memory and

update the network’s weights more frequently, but each update is a less accurate estimate

of the gradient. Larger batch sizes do not suffer from as many fluctuations in the gradient

estimates. Fig. 6.12 shows the distribution of batch sizes for each data set’s evolved

networks. The batch size distributions indicate that the genetic algorithm has a preference

for certain batch sizes because our network initialization procedure selects an initial batch
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(a) (b)

(c) (d)

Figure 6.8: The distributions of convolutional 1D receptive field sizes for each data set.
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(a) (b)

(c) (d)

Figure 6.9: The distributions of convolutional 2D receptive field sizes for each data set. We
display the two dimensions of the receptive fields separately.
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(a) (b)

(c) (d)

Figure 6.10: The distributions of convolutional 1D stride lengths for each data set.
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(a) (b)

(c) (d)

Figure 6.11: The distributions of convolutional 2D stride lengths for each data set. We
display the two dimensions of the stride length separately.
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size from 1 to 128 with a uniform random chance. It is not entirely clear, however, what

criteria motivates the genetic algorithm’s preference. A possible cause is the quantity of

available data. MNIST has 60,000 training samples, CIFAR10 has 50,000 training samples,

IMDB has 25,000 training samples, and Reuters has 8,982 training samples. The median

batch sizes for MNIST, CIFAR10, IMDB, and Reuters are 36, 30, 23, and 11, respectively.

If we divide the number of samples by the batch size, we obtain the number of weight

updates per training epoch. The number of updates per epoch using the median batch sizes

for MNIST, CIFAR10, IMDB, and Reuters are 1,667, 1,667, 1,087, and 817, respectively.

Interestingly, the image and text classification problems each tend to evolve networks with

similar numbers of updates per epoch. Keskar et al. [74] investigate the effect of batch size

on validation performance for MNIST, TIMIT [75], and CIFAR. They find that very large

batch sizes do cause significant drops in performance, but their experiments do not estimate

the number updates per epoch. Our results suggest a relationship between available training

data, batch size, and problem type, which may merit further investigation.

43



(a) (b)

(c) (d)

Figure 6.12: The batch size distributions for each data set.
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Chapter 7: Conclusion

In this work, we genetically evolve neural networks across a variety of data sets in order to

gain insights into effective neural network architectures. We induce design patterns from

980 evolved networks across 4 data sets. We reiterate a few of our design patterns here. Our

layer type analysis shows that the output required by the classification problem may be a

strong indicator of layer type because the text classification data sets have similar inputs,

significantly different ouputs, and two distinct layer type distributions. The network depth

analysis shows that the input data has a large impact on the network’s depth because the

image classification problems favor 4-8 layers, while the text classification problems favor

1-2 layers. The neuron distributions demonstrate that having a similar number of neurons

in convolutional and dense neurons is an effective design, despite the fact that convolutional

neurons have fewer parameters. The activation function charts indicate that ReLU is better

in most cases, while sigmoid and softplus should be actively avoided. The receptive field

analysis suggests that the second dimension of a convolutional 2D layer does not always

have to be square with the first dimension, and that it is actually beneficial to modify a

single dimension of the receptive field’s size with respect to the input data’s shape and

characteristics. The stride length investigation demonstrates that a stride length of 1 is

an effective choice regardless of the type of convolutional layer, and that very long stride

lengths are rarely a good choice. The batch size distributions suggests that batch size may

scale with the quantity of available training data and the type of classification problem.

By repeating the network evolution on the same problems hundreds of times, we are

able to uncover the consistency of design patterns, which is a problem that has been rarely

attempted in prior work. Although maximizing the performance of a model on a single

problem may involve very specific adaptations, consistent design patterns allow one to for-

mulate effective architectures without vast computational resources or significant experience
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in hand-designing models. The empirical nature of consistent design patterns also enhances

the rigor of neural network architectural design in general.

7.1 Challenges and Limitations

Inevitably, we encounter several challenges and limitations throughout the work. The first

limitation of computation time is clear. Collecting more information about evolved networks

via repeated runs of the genetic algorithm, new types of data sets, and various genetic

algorithm parameters will always be beneficial to the breadth and consistency of uncovered

design pattern patterns. Selecting where to allocate computational time will likely remain

a challenge in design pattern discovery.

Another limitation is the scope of our evolved network analysis. For the most part, we

assume that each network characteristic in Chapter 6 is independent, but this is likely not

the case for all combinations of characteristics. Just the permutations of 2 or 3 charac-

teristics introduces an immense amount of possible design patterns. In order to perform

this analysis, it may be necessary to use a method for automatically locating and filtering

consistent, effective design patterns.

7.2 Future Work

Upon evaluating our evolved networks, we discover several potential avenues to enhance neu-

ral network architecture design. In the layer type analysis, we find a previously unexplained

design pattern that frequently distributes convolutional 1D layers across the networks of

image classification problems. In the activation functions section, we find another unique

design pattern that involves mixing ReLU activated convolutions with dense layers that

utilize other functions. Although our results in the stride lengths analysis show that a small

stride length is effective for any type of convolution, there has not otherwise been any formal

results discussing the effects of data, problem type, or convolution type on stride lengths.

Lastly, the batch size distributions suggest a relationship between available training data,
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batch size, and problem type that may merit further investigation.

Expanding the depth of the design pattern analysis is a valuable extension to this work.

It is likely that certain network parameters are related, and changes in one parameter can

impact the effectiveness of a different parameter. Developing a methodology to evaluate

these interrelationships may help explain more elusive design patterns.

Another possible avenue for future work is the development of an architectural prediction

model. By utilizing our database of evolved networks, it is possible to develop a model that

accepts a data set’s characteristics as input and predicts effective design choices for that

data set. By using interpretable models for this task, it may be possible to further clarify

the relationships between a data set and its effective design choices.
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