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Abstract—TIn the latest U.S. election of 2020, the voting results
confirmed Biden as the 46th president of the United States. After
the U.S. presidential election results have been announced, we
have seen in some news reports, social media, and other online
channels some voting data and public reactions. U.S politics has
lately been in the center of the world’s attention with the defeat
of controversial 45th US president, Donald Trump and his claims
of election fraud in the latest US presidential election. During
his government, Trump made extensive usage of social media
platforms to share and promote his thoughts, actions and opinions
claiming that major media channels failed to portray the truth
about his government. As a result, popularizing the term ‘fake
news” as a reference to those channels. We find big data analytic
inextricably linked to U.S. elections.

Index Terms—Machine Learning, Fake news, Misinformation,
Data

I. INTRODUCTION

This has the potential of finding the factors that make
the current solutions effective or ineffective in curving the
number of gun shooting incidents. Lastly, identifying the most
at risk group of people can be used to ensure that the correct
community health or social welfare programs are available so
that that potential victims do not end up on the New York
City’s report of shooting incidents [1] [2], [3] [4], [5], and
[3].

In recent years, social media has taken up a large part
of people’s daily lives, keeping up with real-time news,
expressing their opinions, etc [6] [5], [7]-[13]. Due to its
unprecedented popularity, these have prompted politicians to
use this channel to spread their ideas and political views
and reach out more directly to potential voters. It is not
uncommon for election candidates to post their daily activities
and political statements on social media and even debate social
media before and during the campaign (R, Hillegersberg J,
Huibers, 2011) (PT E, 2012) (Graham T, M, K, 2012) (Enli
GS E, 2015).

These actions attract large numbers of Internet users to
discuss them online, and it is an easier way to gather broad
public opinion about candidates than traditional polls. Social
media mining with ML models reveals useful data [14]-[31]
[?]. Several studies have shown the predictability of election
results based on social media messages in different countries
and regions, including the United States (C G) (J, K, J, E,
2013) (MC, 2015) , the United Kingdom (P, R, L, R, M,
2015), Germany (A, TO, PG, IM, 2010), the Netherlands
(ETK J, 2012), and South Korea (M, MC, YK, 2014). The
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behavior of Internet users and articles has analyzed social
media to infer election results.

The best way to predict the future is to study the past. This
is one of the basic ideas behind big data analytics. As an
example, the 2008 Obama campaign was one of the first to
utilize a data- driven approach in its campaign for the elected
presidency. The Obama campaign had a data analytics team of
100 people. It shows how deeply data analytics has impacted
the world, from recommending products to customers on e-
commerce sites (i.e., using predictive analytics) to electing the
most powerful officials in the free world. Big data analytics is
truly everywhere (Big Data Analytics and Predicting Election
Results, 2019).

From the beginning of the U.S. election, statistics of various
aspects of each candidate have been counted on multiple
websites. Big data analytics can analyze each candidate’s
“tags,” the slogans and strategies of different candidates, and
the public’s attention to these keywords and analyze the public
trends. Social media can use big data statistics and judgment
to make people’s decisions deviate and guide the whole public
opinion and even change many people’s original intention.

The two companies that specialize in providing data analysis
and services for the Democratic and Republican parties are
TargetSmart and DeepRoot Analytics. The former specializes
in providing big data analysis and services to Democrats and
state Democrats and their allies, while the latter provides data
analysis to the Republican Party and its affiliated teams.

Both TargetSmart and DeepRoot use Alteryx’s software to
illustrate their ability to accommodate, cleanse, blend, and
analyze large-scale information from diverse sources. This
approach focuses on exploring the age structure of voters,
segmenting and scoring them according to age groups, and
then using this information to optimize their media spending,
especially on the all-important TV commercials, to amplify
the impact of the campaign and make things work twice as
well.

II. LITERATURE REVIEW

The main areas that will be covered by the literature
research are presidential election voter participation by state
and voter participation in Georgia in the last 3 US presidential
elections. In addition, we will perform an analysis of a data
set containing posts and/or comments about the most recent
US presidential election from one social media platform. The
group believes that looking at this information will help us



identify patterns and connections in the data to formulate
our solutions. We propose to look at data from MIT Science
Lab, FiveThirtyEight, The University of California Irvine, and
Kaggle.com.

In addition, we will also look at articles and journals
containing big data analysis of US politics, we will later list
these resources in our final paper.

Obviously, data analytic is a powerful tool which is widely
used to increase benefits by predication consumer’s needs. It
is also used politically in elections to forecast impossibility
and seeking opportunity to provide information in order to
convince voters. Singh A. (2019) reported that since the
Obama campaign, data analytics has grown into the brain of
every election campaign.

Data analytics aids the election campaign in better under-
standing voters; candidates can adapt those need into their
preferences. Moreover, Nickerson W. D. Rogers T. (2013)
indicated that campaign of data analyst is playing a bigger
role in politics; developing predictive models can provide
individual-level scores that forecast citizens’ likelihoods of
engaging in political behaviors and endorsing candidates.

There are some studies mentioned about the factor which
impact the results of presidential election. Jackson, J.
(1999)(1999) studied about the economic impact upon modern
U.S. elections, the author reported that people vote in hopes of
improving their personal finances while also helping the coun-
try’s overall economic condition. Kurtbas, I. (2015) claimed
that the philosophy of the candidate was cited by a number
of voters as the most important factor affecting their vote in
local elections. Lawless, J.L. and Fox, R.L. (2001) and Cohen,
C.J. and Dawson, M.C. (2001)found a correlation between
political participation and income levels (wealth, social well-
being, money, and economic development); people with a high
degree of income and wealth are more likely to engage in
politics and government. Online information can be misleading
in some cases [32], [33].

III. METHOD

We propose to parse through news articles, numerical voter
support, and social media text data about the 3 last US
presidential elections. We would like to produce a network
or other types of visualizations formed by voter geographical
and social information, which can be linked by relations of
support and opposition to candidates. This network is studied
by applying insights from several theories and techniques, and
by combining existing, including graph partitioning, centrality,
assorting, and hierarchy. The analysis will hopefully yield
interesting and clarifying patterns. We would like to perform
an Exploratory Data Analysis approach in which we maximize
insight into the data sets, detect outliers and anomalies, and
extract important variables.

Twitter is a popular microblogging website. Tweets are used
to express a person’s perspective on a subject, and every day
8TB of data is generated. We feel it is the most significant
platform with data and can be analyzed, so Our primary
evaluation method will be based on the Twitter data. The
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project requirements can be carried out by the Sentiment Anal-
ysis System that collects and processes machine-generated
Big Data from Twitter to identify systematically, extract, and
subjective information from the Twitter tweet’s generated by a
user and using text analysis methods and further process. The
greatest task is to gather all the details and to summarize the
tweets.

In this project, we have to collect all tweets related to "user
support for elections in different states in the United States’
and performed sentimental analysis using python. For that,
we have to process unstructured raw data by collecting from
the social networking site "TWITTER” by using Twitter API
tokens, which are generated after creating Twitter developer’s
account and now should process it to semi-structure data. The
tweets are collected into JSON files and then imported into
MongoDB.

A python script is to be written to retrieve the data from
MongoDB or JSON. The evaluation of the data is done
to get users’ opinions about 'Presidential elections 2020 in
each state’ like percentage of user’s tweets talking positively,
negatively, and neutrally about *Biden and Trump’, which can
be done by seeing polarity in each tweet or by using a lexicon.
For all these analyses, massive data is required, so data is to be
collected every day from Twitter using API keys and tokens.
Data can be visualized in tableau, geolocation and leaflet.

IV. RESULTS

From Figure 2, we can see that in this election, Biden won
26 of the 51 states or 51 percent. Biden received 76.19 million
votes at the voter level, for the 71.5 million Trump received,
or 51.6 percent. Trump only had an advantage in the number
of counties won, with his total wins in 3,135 states, or 70
percent.

Figure 3 shows the number of electoral votes in each state,
the candidates they support, and their approval rates. The dark
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red and dark blue columns indicate the states that supported
Trump and Biden and their votes; the light red and light blue
columns indicate the ”swing states” that supported Trump and
Biden and their votes; the dotted line indicates the support
rate of each state for the corresponding candidate. Through
the above data analysis and visual display, the following
conclusions can be found:

1. The ratio of votes received by Biden and Trump is
306:232, with a large difference between them. The distri-
bution of votes is consistent with our traditional view that
the Democratic Party mainly relies on supporting the eco-
nomically developed regions on the east and west coasts.
In contrast, the Republican Party primarily depends on the
support of the central agricultural provinces. However, it
should be noted that there are more “swing states” in this
election, and Texas, the traditional Republican vote, is not a
powerhouse for Trump.

2. At the state, county, and individual voter levels, Biden
narrowly won the state and voter levels, while Trump won a
relatively large number of counties. In essence, Biden not only
gained a relatively large number of electoral votes by winning
26 states, but he also gained more than 50% support among
the public, which can be considered an overall victory. The
main reason Trump was able to win at the county level is that
his votes mainly came from the Midwestern agricultural states,
vast and sparsely populated. Although many of them are by
county units, their populations are small, and their votes are
small, and winning these counties did not help him win the
election.

3. From the distribution of electoral votes in each state and
the degree of support for the two parties in each state, most
of the votes for the Republican Party are small. Its primary
sources of votes (Iowa, Ohio, Texas, Florida, North Carolina,
and other states) are “swing states”, although they choose to
support the Republican Party, but not overwhelming support.
On the contrary, the Democratic Party has not only gained
support from some states in the “swing states”, but its own
vote sources are also more stable than the Republican Party,
such as New York, Illinois.
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