
GEO-TEXTUAL DATA ANALYTICS
EXPLORING PLACES AND THEIR CONNECTIONS

by

Xiaoyi Yuan
A Dissertation

Submitted to the
Graduate Faculty

of
George Mason University
In Partial fulfillment of

The Requirements for the Degree
of

Doctor of Philosophy
Computational Social Science

Committee:

Dr. Andrew Crooks, Committee Chair

Dr. William G. Kennedy, Committee Member
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Züfle, and Dr. Arie Croitoru for their support. Dr. Kennedy, thank you for the GRA
opportunities, without which I would not be able to finish my PhD and learn how to write
grant proposals. I also very much appreciated Dr. Züfle and Dr. Croitoru for their valuable
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Abstract

GEO-TEXTUAL DATA ANALYTICS: EXPLORING PLACES AND THEIR CONNEC-
TIONS

Xiaoyi Yuan, PhD

George Mason University, 2020

Dissertation Director: Andrew Crooks

Place is defined by physical, social, and economic activities and processes. Understand-

ing the complexity of socially constructed places is a fundamental question in geography,

sociology, and many other social sciences. Meanwhile, the growing amount of user volun-

teered geographic information (VGI) leads us to study place through a new perspective.

For instance, Flickr users report local activities in various geographic locations that capture

individualistic experiences and impressions of the locations. Many previous studies utiliz-

ing non-textual VGI have focused primarily on analyzing geographical footprints of places,

which separated place from its meaning. This dissertation argues that the textual part of

VGI provides us with unprecedented opportunities for deriving patterns of place meanings

on an individual level. More specifically, three research questions are pursued in this disser-

tation. First, how to quantify placeness (i.e., place identities) that has been traditionally

studied via theoretical and qualitative methods? Second, as place being innately intercon-

nected, how can we assess connections between places in networks so that we can apply

network science to analyze complex connections between places? Third, as geo-textual data

can also reveal social events, how to trace critical events across places using geo-textual

data? In order to answer these research questions, this dissertation leverages advances in



machine learning, natural language processing and network analysis techniques on geo-

textual data. By doing so this dissertation is able to build foundations for geo-textual

data analytics and thus providing a new lens to study places and the connections between

them from the bottom up. Overall, this dissertation showcases an interdisciplinary effort in

computational social science research that combines computational textual data analytics

and social scientific theories including human geography and sociology.



Chapter 1: Introduction

1.1 Background

Place is a meaningful site that combines location, locale, and place meanings, which is

different from space, grounded in the concept of location. It is one of the most important

concepts in geography and the idea of meaning of places has been central to human geog-

raphy [2]. The “meaning” is what distinguishes place from other concepts such as location

and space [3]. It is hard to study place because it is practiced through a complex time-space

process and thus the meaning is never fixed [2,4]. The nature of place lies in its dynamic and

interconnected characteristics [5]. Place is also an important factor in other social science

research, such as sociological research on gentrification, immigration, social inequality [6–8].

Studying places as complex and dynamic systems is challenging because of its bottom-

up nature. The meaning is generated by people’s interaction with others and our physical

environment. To understand this complex and nuanced meaning-making process, previous

studies have conducted surveys, interviews and ethnographies [9,10]. Comparing to compu-

tational methods, these conventional social science methods have a long history and have

been refined after generations of researchers [11]. Studies using surveys take representative-

ness into consideration (e.g., sample and population distributions of age and education),

unlike social media studies with unknown demographics. However, these previous studies

have several limitations for studying urban places. One of the most important limitations

is that they are hard to scale as every survey has the problem of reply rate [12] and the

purpose of ethnographic studies and interview is not to scale. To understand the nuances

of place as a bottom-up process, the constantly updated large-scale online crowdsourced

data (e.g., social media data) and the modern computing power gives us an unprecedented

opportunity from a new perspective. This new perspective comes from both its large volume

1



and individualized micro-level nature. Another important aspect of online data is often-

times contains geographic information and also unstructured natural language data [13].

In the last decade, there has been a growing body of research studying place using online

“geo-referenced” data and “geo-textual” data from social media platforms such as Twit-

ter, Foursquare, and Flickr [14–17]. There is no unified term that describes the research

area that uses crowdsourced natural language data for geographic research. For example,

Hu [18] defines geo-textual data as datasets containing links between geographic locations

and natural language. Caquard [19] defines it as travel blogs or interviews. Other research

uses “digital narrative” to refer online text reviews (e.g. [20]). A few researchers have also

used the term “geo-narrative” to refer to online, large amount, crowdsourced textual data

(e.g. [21, 22]). Here, I define geo-textual data as:

... natural language data with geo-references that can be crowdsourced and harvested

through computational approaches.

Using volunteered geographic data to study places is not new. The so-called “geo-

tagged” data is part of the concept of “Volunteered Geographic Information” (VGI), which

was coined by Goodchild [23]. Later on Stefanidis et al. [15] proposed the concept of

“Ambient Geographical Information” (AGI). Even though both AGI (e.g., Twitter) and

VGI (e.g., OpenStreetMaps) refer to geographic information volunteered by users, a major

difference between them is that users contributing to AGI are not necessarily aware that

the content is intended to be used as geographic information. Some other similar terms

are “crowdsourced graphical information” [24] and “urban computing” [25]. Liu et al. [26]

proposed the concept “social sensing”, as a complement to remote sensing and a new way

to understand spatial interactions and place semantics/sentiments. While agreeing with

the importance of social sensing, MacEachren [27] argues that not all data types share the

same level of importance considering the state of art of the “big data”. He points out that

unstructured language data, in particular, enables us to understand the special aspect of

places, beyond determining where, but also what and why.

2



1.2 Previous Research on Place

Place has been studied traditionally using both qualitative methods (such as theoretical

analysis, interviews and participatory approach) and quantitative methods (such as sur-

veys). Lynch’s book Image of the City [28] showed how urban form impacts people’s per-

ception (mental map) of places. Lynch’s work created an original way of exploring urban

form by breaking a city down to nodes, paths, districts, edges, and landmarks. Another

widely cited research on meaning of places was by Gustafson [9]. Gustafson [9] interviewed

14 residents in Western Sweden and from their in-depth interviews, he constructed a frame-

work for understanding meaning of places based on the interaction between self, others, and

the environment. Another classic research in urban places is Höflich’s [10] ethnographic ob-

servation in a square located at city Udine, Italy. The study was conducted in the early

stages of prevalent use of mobile phones. He sketched people’s movement patterns (with

speed and direction). Because of the nature of the ethnographic methodology, it was able

to get highly detailed information about people’s activities such as how people turned their

back to others when they talk on the phone, which indicates the transition from public

space to private space. In addition to ethnography, Whyte [29] studied New York City

using interviews and observations to interpret why certain places are more popular and

sociable than others. Sociologist Haffner [30] studied aerial photography and examined the

development of urban social spaces to criticize of capitalistic society. Up until now, ur-

ban places have been an active researching area centered around the concept of “sense of

place”, with application in urban studies, psychology, and ecosystem management [31–37].

Sense of place is often interchangeable with place attachment or identity of places. While

it is widely used and applied, sense of place has mostly been studied using non-positivistic

methods [38]. Thus, one of the disadvantages of these methods is that they lack systematic

analysis [3]. In the last two decades, there have been more and more survey-based research

studying the sense of place (e.g., [39–45]). Surveys can cover a larger scale compared to

ethnographic observation and interviews, but it is usually conducted to measure a sense of
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place in one or a few specific areas. Computational methods enable a large scale of studies

and more importantly, lead to the emergence of new research agendas.

Urban places have been studied using geo-tagged social media data extensively based

on both Global Positioning System (GPS) locations and derived geo-location content in the

past decade by researchers from multiple disciplines such as computer science, information

science, and geography. One of the advantages of using geo-tagged social media data is that

it captures the ever-changing dynamics of urban places. The common data sources are geo-

tagged Twitter data and check-in data from Foursquare and Flickr. Geo-tagged social media

data provide an unprecedented amount of data with reference to locations. In addition to

its large volume, it has many important features that make geo-tagged data important for

studying urban places. First, geo-tagged social media data is also time-stamped. This allows

us to understand the process of how places and neighborhoods change overtime. Second,

geo-tagged social media data is ”bottom up”. Crowdsourced social media data provides us

a way of understanding city’s form and function from first-hand information instead of a

traditional aggregated one [46]. For instance, the notion of neighborhood aggregated from

crowdsourced social media data can be different from an authoritative version [47]. Third,

geo-tagged social media data is often not only ”geo-data” but always contextual. When

harvesting social media data, its metadata is often included as well. Sometimes, the geo-

graphic information is imbedded in the content and the users are not explicitly volunteering

to share their locations. Stefanidis et al. [15] call it “Ambient Geographical Information”

(AGI). Unlike check-in data, Twitter and Yelp data also contains texts (Tweets/reviews)

and images. The extra information that comes with geo-tags differentiates itself from tra-

jectory or footprint data. One of the main themes of research using geo-tagged social media

data, which explains and instantiates the three characteristics is landmark and point of in-

terest (POI) identification. Flickr is a social media site with one of the largest image-sharing

volume. It was widely used for research on making sense of collective notion of landmarks.

In practice, the difficulty lays in conflation, which means merging multiple locations as

one. Often, the combination of metadata analysis and unsupervised learning on images is
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used to get a ranked cluster on how representative the images are for certain location from

Flickr (e.g., [48,49]). Visual analysis of places, coupled with temporal features and textual

features, is also used for predicting locations [50]. In addition to using Flickr locations as

separate data source, user’s trajectories are also mapped in the project The Geo-taggers’

World Atlas [51]. In addition, trajectory patterns are studied for the purpose of predicting

future movement and location recommendation. The assumptions of these studies were that

people goes to places that either they think is interesting or for specific intentions based

on their past visiting histories [52, 53]. Trajectory pattern analysis has also been applied

to understanding travelers’ behaviors [25, 54, 55]. Other than POI and trajectory analy-

sis, another theme of research is to challenges the very idea of pre-established concept of

places and neighborhoods by using geo-tagged social media data. One of the most quoted

research is the Livehoods project, where they replace ”neighborhood” with their own term

“livehood” [47]. Hochman and Schewartz [56], however, believe that current research trend

in understanding urban dynamics is too much in favor of aggregation—the highly visible

(most frequently visited) areas and the commonality of places but excludes the particularity

of certain places. They argue that the big advantage of using social media data is that it

facilitates a much more nuanced understanding of physical places. In summary, despite the

different voices on how to use geo-tagged social media data, they all share the common

ground of recognizing the significance of social media data for understanding the emergence

nature of urban places. Crooks et al. [46] elaborated the reasons of such significance. They

point out that comparing to traditional authoritative data collection, crowdsourced social

media data is a big transition for harvesting urban form and function information because

it enables us to study the constantly evolving urban landscape.

As discussed, one of the three characteristics about geo-tagged social media data is that

it is contextual. Geo-located Tweets, Yelp reviews, or TripAdvisor reviews all have rich

contextual data including the content (Tweets, review, or hashtags), user metadata and

online social connections, and temporal information. What has not been explored as ex-

tensive as others is the content of the contextual data, namely geo-textual data. Topics of

5



current research for geo-textual analysis can be classified into 1) places inference, 2) the-

matic place analysis and topic modeling, and 3) sentiment analysis. First, geo-textual data

has been used for place inference. Since Twitter and many other social media platforms

allow user to create hashtags, these tags usually reveal the topic of corresponding social

media posts. Ratternbury and Naaman [57] analyzed Flickr tags and demonstrated that lo-

cation metadata (place tags) enables the extraction of place semantics that improves image

search. Tomaszewski et al. [58] created a system for geo-referenced natural language search

engine, SensePlace. With an input containing, geo-information, it returns a list of main

events going on in that region. However, they did not use social media data but traditional

media news articles as data source. The second research category, thematic place analysis,

is the most well researched one within geo-textual studies. With topic modeling, places can

be categorized into several “topics” based on social media posts. For example, Jenkins et

al. [22] categorized different regions in Singapore, London, Los Angles and the New York

City and compared the result of categorization between Twitter data (crowdsourced sense

of place) and Wikipedia data (“objective” sense of place). In terms of sentiment analysis

using geo-textuald data, Sekar et al. [20] used online review data from Yelp and TripAdvi-

sor and investigated sense of places through digital narratives and classified sentiments of

places into multiple dimensions other than näıve positive/negative: dissatisfaction, attach-

ment, dependence, identity, aesthetic, and social/cultural for sentiment analysis. Nelson et

al. [59] proposed geo-visual analytics for exploring public political discourse with respect to

geographic regions (which region is talking about what theme).

In summary, previous studies using geo-textual data has taken advantages of these

advances in natural language processing (NLP) methods with an emphasis on unsupervised

learning, especially topic modeling [60–63]. In the last decade, deep learning methods have

proven to be more effective and accurate in many NLP tasks. The research presented in

this dissertation utilizes various NLP and machine learning algorithms. Section 1.3 will

introduce them in the context of three research questions that this dissertation aims to

answer.
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1.3 Research Themes and Questions

The main theme of this dissertation is to demonstrate how geo-textual data analytics can

be used for exploring places and place connections. This overaching theme is illustrated

in Figure 1.1. As discussed in Section 1.1, place is a dynamic, nuanced, and bottom-up

concept and the meaning of place is what differentiate “place” and “locations” or “space”.

This dissertation aims to argue that fine-grained and constantly updating geo-textual data

harvested online can be utilized to understand place. While the concept of place is rooted

in human geography, analyzing a large amount of geo-textual data requires computational

techniques. Therefore, Figure 1.1 also depicted how computational social science (CSS) acts

as the underpinning of this dissertation. CSS can be broadly defined as the study of social

science using computational techniques [64]. This dissertation showcases and demonstrates

how a large amount of textual data can be processed and analyzed computationally for

answering questions that pertain to human geography.

Figure 1.1: An illustration of the overarching research question of this dissertation.

What does it mean to understand place? To answer this question, we need to trace

back to the definition of place. As discussed in Section 1.1, meaning is what differentiate
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between place and location. To understand place is to understand the meaning of place

constructed by individuals, such as people’s perceptions of place. This dissertation argues

that despite that place has been studied by various methods, geo-textual data provides us

unprecedented opportunity to study place from a new perspective. For instance, a classic

critical lens of studying urban place is on the problem of place identities [65] and most of the

work on such topic is through theoretical and qualitative analysis [66–69]. Geo-textual data

enables us to quantify the level of placeness (i.e., place identity) across different regions.

The first research presented in Chapter 2 showcases how to use geo-textual data to assess

placeness of several urban areas. Moreover, as Agnew [5] argues, the nature of place lies in

its dynamic and interconnected characteristics, the second theme of this dissertation aims to

build and quantify place connections through people’s perceptions and reviews of place. In

addition, as geo-textual data is defined as “natural language data with geo-references that

can be crowdsourced and harvested through computational approaches”, the “textual” part

of geo-textual data is not limited to be used for studying place perceptions. For instance,

geo-located tweets are not just about places, but could also be expressions on anything that

users are willing to share. During emergency and critical events, geolocated social media

provides us timely information on current situations [70]. Therefore, the third research

included in this dissertation examines how geo-textual data can be used for understanding

critical events across places. The remainder of this section introduces the three research

questions in detail.

• RQ1: How to quantify ”placeness” of urban places using geo-textual data?

The first research question arises from various urban local policies stating that urban

places are becoming placeless and identical because of the growth of chain stores. To answer

this question, I analyze geo-textual data in the form of Yelp reviews of independent and

chain stores. More specifically, the question is answered by identifying opinion aspects

through a deep neural network, a kind of machine learning model. The research intents to

discover how people perceive different places and which aspects of the places people care

about the most through analyzing the opinion aspects.
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• RQ2: How to examine place connections in networks derived from geo-textual data?

Places are never in isolation. This research question aims to quantify place connections by

linking places in networks. The network is built upon the thematic similarities of places,

derived from topics (i.e., themes) of texts harvested with geolocations of these places. The

research question is answered using three different geo-textual data sources, i.e., TripAd-

visor restaurant reviews, TripAdvisor attraction reviews, and Twitter data. By comparing

networks derived from three data sources, the research aims to get a well-rounded perspec-

tive on place connections from geo-textual data as well as understanding the implications of

different commonly used geo-textual data sources for studying places and their connections.

• RQ3: In what way can we use geo-textual data to achieve situational awareness of

events across places?

This research question reflects a more specific usage of geo-textual data analytics with an

application in achieving situational awareness of events. This research question is answered

in a specific context of drug cartel events. Place and place connections are explored in the

context of notable events of drug cartels detected from geolocated Twitter data. Through

extracting named entities from the tweets and identifying spatiotemporal patterns of the

named entities, this research aims to make an initial effort on achieving situational awareness

of these transnational crime organizations that poses great threat to communities world

wide.

1.4 Dissertation Outline

This dissertation is organized into 5 chapters. Following this chapter (Chapter 1) that intro-

duces the background and research questions of the dissertation, Chapter 2, 3, and 4 answer

the three research questions presented in Section 1.3 respectively. Chapter 5 summarizes

findings and results of the three studies and discusses contributions to research areas of

geo-textual data and place and contributions from a broader computational social science
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perspective. In addition, Chapter 5 also addresses the limitations of this dissertation and

future work.

Research presented in Chapter 2 publishes in the Proceedings of the 3rd ACM SIGSPA-

TIAL International Workshop on AI for Geographic Knowledge Discovery [71] and research

from Chapter 3 publishes at ISPRS International Journal of Geo-Information [72].
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Chapter 2: Assessing the Placeness of Locations Through

User-Contributed Content1

Previous research has argued that urban places are becoming “placeless” and inauthentic.

Many local policies have also proposed to encourage more independent stores in order to

restore urban identity. Others argue, however, that chain stores provide affordable merchan-

dise and different locations of the same chain may have different meanings to an individual.

The research presented in this chapter uses a Convolutional Neural Networks model to ex-

tract opinion aspects from more than 3 million user-contributed Yelp restaurant reviews.

The results show high homogeneity among cities in terms of the average proportions of as-

pects in restaurant reviews. In addition, for fast food chains, “location” is the only aspect

category reviewed proportionally higher than independent fast food restaurants. An analy-

sis of the co-occurrences of “location” indicates that the identity of chain restaurants stems

from the comparison between the same chain of different locations whereas the identity of

the independent restaurants is more diverse, implying the intricacies of placeness of urban

stores. This research demonstrates that fine-grained sentiment analysis (i.e., opinion aspect

extraction and analysis) with geo-tagged text data is fruitful for studying nuanced place

perceptions on a large scale.

2.1 Introduction

Many studies have argued that urban places are becoming inauthentic because of urban

commodification and standardization [67,73,74]. As restaurants occupy an increasingly im-

portant place in urban culture and the economy [75,76], the research presented in Chapter 2

1This chapter is based on: Yuan X. and Crooks A.T. (2019), Assessing the Placeness of Locations through
User-contributed Content, in Gao, S., Newsam, S., Zhao, L., Lunga, D., Hu, Y., Martins, B., Zhou, X. and
Chen, F. (eds.), Proceedings of the 3rd ACM SIGSPATIAL International Workshop on AI for Geographic

Knowledge Discovery (GeoAI), Chicago, IL. pp. 15-23.

11



aims to understand the relationship between restaurants and urban identities by extracting

and analyzing the key information from Yelp restaurant reviews using a technique called

“opinion aspect extraction.” By analyzing the extracted aspects, the concept of placeness

is examined through two research questions: first, to what extent cities share similarities

or differences in their Yelp restaurant reviews; second, how opinion aspects are mentioned

differently in urban chain and independent restaurants.

Figure 2.1: An example of opinion aspects.

User-contributed review data enables us to understand urban places and restaurant

culture through detailed descriptions and evaluations of restaurants, written voluntarily by

users on a large scale. The technique aspect extraction used in this research is a key subtask

of aspect-based sentiment analysis (ABSA) [77]. An example is shown above 2.1, in which

“great” is the opinion and “atmosphere” and “service” are the opinion aspects. ABSA is a

branch of sentiment analysis that has been a widely used computational method to analyze

public opinions or customer satisfactions [78]. With the increasing amount of review data

and social media data available, ABSA has gained in popularity as a more fine-grained

approach than sentiment analysis [79] and has been applied to analyzing movie reviews,

product reviews, and Twitter data to understand the opinions towards not only movies,

products, or other subjects as a whole, but also their various aspects [80,81].

While opinions vary along with the reviewer’s taste, opinion aspects indicate the most

important information of the reviews. Instead of focusing on the sentiments, this research

aims to extract only the opinion aspects to understand what reviewers care about the most.

Previous research using review data to study urban places often used topic modeling, which

is a technique that extracts the latent topics of documents (reviews) [82]. Other research
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has also used topic modeling for aspect extraction [83]. Topic modeling, however, can only

find some general aspects, not the precise aspects [77]. Therefore, a deep learning method

of aspect extraction is used in this research to extract the exact, fine-grained aspects. More

specifically, this research uses a convolutional neural network (CNN) model.

More than 3 million Yelp reviews from 37,000 restaurants were processed using a CNN.

An aggregation rule was then applied to aggregate aspects to 18 categories for analysis. The

average proportion of each aspect category mentioned in the reviews was then compared

among cities and between chain and independent places to explore the relationship between

urban restaurants and sense of place as many petitions were made to restore urban cul-

ture through encouraging independent stores. San Francisco enacted the Formula Business

Policy in 2004 requiring any retail store to notify the community when they move in [84].

In 2015, The East Village Community Coalition in New York City released the report for

informing policy makers arguing chain businesses can be detrimental to community char-

acter and local economics [85]. In the remainder of Chapter 2, I will first discuss related

literature, which sets the scene for our research (Section 2.2). I will then describe the data

in Section 2.3 and introduce the methodology in Section 2.4. Finally, I will present results

in Section 2.5 before a discussion of the implications of the research (Section 2.6).

2.2 Related Work

This research intends to examine placeness of location from the perspective of urban stores

by analyzing extracted aspects from Yelp reviews. In this section, I will first discuss pre-

vious works on urban places and stores from both computational and non-computational

perspectives. Then I will examine the previous works on extracting opinion aspects and

explain why a CNN model is used for this research.
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2.2.1 Urban Places and Stores

The theories of (urban) placeness was pioneered by Relph, in which he differentiates “place”

from “space” [74]. Relph argues that as place affects human intentions, experiences, and

actions spatially, our understanding and perception of space is related to the places where

we reside, and thus the modern society of highly commodified place lacks authenticity

[74, 86]. Similarly, Agnew (2011) points out that “Strip malls and chain stores replace

the elemental variety that once characterized the landscape” [87]. Other studies on urban

places also consider stores as an important part of urban identity, urban culture, and place

authenticity [88,89].

Different from the previous studies on urban places using non-computational methods,

research using computational methods to analyze crowdsourced or user-contributed data is

often on a larger scale, including research using textual data from Twitter and Wikipedia

[82,90] and image data from Google Street View [91,92]. Apart from the large scale, studying

places using computational methods on crowdsourced and user-contributed data (especially

geo-tagged text data) enables us to study urban places in fundamentally new ways by

understanding the dynamic complexity of places [93]. While many studies have argued that

chain stores contribute to place uniformity, the nuances of chain store, independent store,

and store locations are explored more often from a business marketing perspective such as

store placement [94]. Chapter 2 explores people’s perceptions towards urban restaurants

and thus closes the research gap between restaurant stores and urban identity.

2.2.2 Extracting Opinion Aspects

Many methods of aspect extraction have been proposed by natural language processing

(NLP) researchers in the past decade for aspect extraction, including frequency-based meth-

ods, syntax-based methods, supervised machine learning models, and unsupervised machine

learning models [95]. Earlier methods extract aspects by extracting the most frequent nouns

because most of the aspects are nouns and noun phrases. However, a major shortcoming

of this frequency-based method is the high false positive rate even when a part-of-speech
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pattern filter is applied [96, 97]. Syntax-based rules were then designed to reduce the low

recall of frequency-based methods using a dependency parser [98,99]. Before deep learning,

Conditional Random Field (CRF) was a common supervised learning method for aspect

extraction. Features including the words,their part-of-speech, dependency relation, and

distance between the word and sentiment are used to train CRF models [100]. For unsuper-

vised learning, many researchers have utilized the Latent Dirichlet Allocation (LDA) based

topic modeling approach for aspect extraction. Using document-level LDA for fine-grained

tasks such as aspect extraction can be problematic because the topics that LDA finds are

too global to be defined as “aspects”[77,95]. However, topic modeling approach is still useful

for analyzing geo-tagged social media texts and for getting rough topics to study people’s

perceptions of urban places [82,101]. In the past few years, deep learning has emerged as a

powerful technique that produces state-of-art results in sentiment analysis and aspect ex-

traction [102–105]. Among many other deep learning methods, deep CNN models achieved

high performances for aspect extraction [106,107]. In terms of studying urban places, CNN

has been primarily applied to analyze image data such as OpenStreetMap data [108].

2.3 Data

The data used in Chapter 2 was downloaded in November 2018 from the Yelp dataset

challenge (https://www.yelp.com/dataset/challenge).

Table 2.1: Vocabularies used to include and exclude business categories

Included Excluded

“Restaurants’ “Butcher”, “CSA”, “Convenience Stores”, “Custom Cakes”
“Restaurant” “Farmers Market”, “Food Delivery Services”, “Food Trucks”
“Food” “Grocery”, “Honey”, “Kombucha”,“International Grocery”

“Meaderies”, “Specialty Food”, “Vendors”, “Wineries”
“Water Stores”
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In total, the dataset has 192,609 businesses, from which I selected restaurant businesses

using the field “category” in its business data. Keywords used to select restaurant categories

are “Restaurant”, “Restaurants”, and “Food”. Although using “Food” as a keyword ensures

a more complete selection, it also selects other non-restaurant businesses such as grocery

stores. Therefore, several keywords were also used to exclude the irrelevant business types

(Table 2.1). Finally, restaurants were further selected based on their location. In the Yelp

dataset, most of the states only have data on less than 10 businesses. To avoid over-

representation, these states are excluded from the study. Eventually, in total, there are

37,818 businesses and 3,399,993 reviews are used for this research from 6 states (NV, AZ,

NC, PA, WI, and IL). On average, there are 89.9 reviews for each restaurant.

2.4 Methodology

2.4.1 Opinion Aspects Extraction

To extract and analyze the aspects of the reviews, there are two main tasks. The first is to

extract the opinion aspects from each review sentence and the second is to aggregate the

aspects to categories for further analysis. A CNN model is used for the first task, aspect

extraction. This section will first provide some background on CNN and how it is applied

in the task of aspect extraction, followed by explanation of the method used to aggregate

the aspects.

Background on CNN and word embedding

CNN has been widely used for computer vision before it inspired NLP researchers to adopt

it to many NLP tasks [109]. CNN, as a deep learning model, has achieved state-of-the-

art performance for various tasks in NLP, including part-of-speech tagging, named entity

recognition, and sentiment analysis [110,111].

Representing word as vectors (“word embeddings” or “word vectors”) is crucial for

making deep learning in NLP possible [112]. There are two common methods of training
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word vectors: “Word2Vec” and “GloVe” [113, 114]. Both of the methods assign each word

in the corpus to a corresponding vector in the space so that words sharing common contexts

are located close to one another. Since training word embeddings requires a corpus with

billions of vocabularies, pre-trained embeddings are often used in deep learning models. In

this research, I used a GloVe embeddings pre-trained with 6 billion tokens and 400 thousand

vocabularies (https://nlp.stanford.edu/projects/glove/). As many other pre-trained

embeddings, tokens in GloVe are mapped to a 300-dimensional space.

Figure 2.2: Illustration of an example of a CNN layer.

With word embeddings, each sentence can be represented as a matrix. Figure 2.2 shows a

simplified example demonstrating how a convolution layer works. For better readability, the

word vectors are in a 7-d space instead of 300-d and thus the input sentence is represented

by a 6 by 7 matrix. As shown in the example, multiple filters containing the weights are

applied to the sentence matrix with an activation function to produce feature maps. The

power of deep learning neural networks comes from its non-linearity. So the result of the

convolution is applied as the input of a non-linear function. The process of convolution is
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shown in detail in the right panel of Figure 2.2. When a filter is on top of the sentence

matrix, it means applying the activation function to the element wise multiplication of the

overlapped area, which produces the first element of the vector in the feature maps (i.e. a

neuron):

ci = f(wTXi:i+h−1 + b) (2.1)

c = [c1, c2, ..., cn−h+1] (2.2)

where f is the activation function and h is the size of the filter. Biases (b) are not depicted in

Figure 2.2 for simplification because biases are calculated along with weights in filters. The

filter slides one row down at each step and then repeats the same process until it reaches to

the bottom. The number of rows a filter slides down the matrix each step is called “stride.”

If the sentence matrix is not padded (adding columns and rows to the four sides of the

matrix), the top and bottom rows of the matrix are calculated once while other rows are

calculated twice. Therefore, the sentence matrix is sometimes padded to make sure each

row is calculated the same number of times. In this example, with stride 1 and padding

0, the feature maps from the bi-gram filter is 5-dimensional and that from the tri-gram

filter is 4-dimensional. Followed by a convolutional layer, there is often a max-pooling layer

ĉ = max(c) [115]. After max-pool, the weights are trained so that they pick up the most

important bigrams/trigrams, the definition of importance depending on the task. Stride,

padding, number and size of filters are all hyper-parameters of CNN models. Eventually

a fully connected layer is applied to the vector result from max-pool. A fully connected

layer ensures the output matches the number of classes of the training data. For instance,

if the task is a 3-classes classification, then the model will produce a matrix of 3 columns,

corresponding to the prediction of each class.

Using CNN to extract opinion aspects

As mentioned in Section 2.2 and Section 2.4.1, CNN uses a shared weights strategy so that

the number of weights that need to be updated is much smaller than in a fully connected
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neural network. The hyper-parameters of a CNN model, however, still need to be tuned.

It is computationally expensive to train CNN models. Therefore, researchers often start

with a pre-existing model structure based on previous studies [116]. Previous research

using CNN to extract aspects often have 2-3 CNN layers, followed by max-pool and a fully

connected layer [106, 107]. With pre-existing CNN models and experiments through cross-

validation, the final model structures with the highest F1 score are: 5 convolutional layers

(256 filers with size 5, stride 1, padding 1), each followed by a dropout layer, and finally

a fully connected layer. The activation function is Rectified Linear Units (ReLU), defined

as f(x) = max(0, x). After the experiments, the best model on the Yelp dataset has an

average F1 score of 68.79% with 5 runs.

Aspect extraction, in other words, is to label each word of the sentence to be “aspect

words” or “not aspect words”, which is “sequence labeling” in NLP. A standard method

for sequence tagging is inside-outside-beginning (IOB) [117]. As depicted in Table 2.2, “B”

labels the beginning word of an aspect word and “I” is for non-beginning words. Non-aspect

words in a sentence were labeled as “O”.

Table 2.2: An example of IOB sequence labeling

I do not enjoy the chicken soup at all .

O O O O O B I O O O

Gaining training data

Training the CNN model requires IOB labeled training data. For aspect extraction, pre-

vious literatures have been using the training data from SemEval-14 ( alt.qcri.org/

semeval2014/task4) and SemEval-16 ( alt.qcri.org/semeval2016/task5). However,

after training the model with SemEval restaurant data, the model does not perform well on

Yelp test data (F1 score 63%) but performs much better on SemEval’s own test data (F1

score 77%). Therefore, the model was trained using 3,000 hand-labeled sentences randomly
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selected from the Yelp dataset. The labeling was done by two labelers with an 5% overlap.

2.4.2 Opinion Aspects Aggregation

After the model was trained, aspects of each sentences were extracted. Analyzing these

aspects requires aspect aggregation. Using word embeddings, we can measure semantic

similarities between words. Through trial and error, aspects were assigned to the 18 as-

pect categories. Those categories are “chef”, “ingredient”, “quality”, “portion”, “texture”,

“taste”, “atmosphere”, “experience”, “reservation”, “crowd”, “menu”, “location”, “food”,

“drink”, “dessert”, “place”, “interior”, and “price”. The assignment involves two aggrega-

tion rules (Table 2.3), a dictionary-based, and a semantic similarity-based rule (Table 2.4).

For each aspect, if the word can be found under “aspects” in Table 2.3, it is assigned to

the corresponding “aspect category”. If not, the word will be assigned to the corresponding

aspect category that has the highest cosine similarity between this word to the “aspects”

in Table 2.4. For aspects that has more than one word, the aspect vector is calculated by

adding vectors of all the words in that aspects.

Table 2.3: Dictionary-based aspect aggregation rules

Categories Aspects

“chef” “chef”
“ingredient” “ingredient”, “ingredients”
“quality” “quality”
“portion” “portion”
“texture” “texture”, “textures”
“taste” “taste”, “tastes”, “flavor”, “flavors”
“atmosphere” “atmosphere”, “vibe”, “vibes”, “ambience”
“experience” “experience”, “experiences”
“reservation” “reservation”, “reservations”
“crowd” “crowded”, “wait”, “waiting”
“menu” “menu”, “options”, “option”, “choices”
“location” “location”, “locations”
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Table 2.4: Semantic similarity-based aspect aggregation rules

Categories Aspects

“food” “food Food foods”, “food dish meal”, “entree”, “seafood”
“vegetable vegetables”, “meat beef steak chicken poultry”, “pasta”
“pizza”, “soup”, “cheese”, “sauce”, “rice beans”, “salad salads”
“appetizers appetizer”, “burger sandwich sandwiches”

“dessert” “dessert desserts sweet sugar”
“drink” “drink wine tea alcohol soda”
“place” “place restaurant”
“interior” “seating room table layout area”
“price” “price pricing prices priced cost costs”

2.5 Results

2.5.1 Statistical Summaries

For each restaurant, there are three attributes that will be used as control factors for aspect

analysis. As seen in Figure 2.3, a majority of the reviews are from businesses of price range

1 or 2. Moreover, the median of stars for businesses is 4 stars while there are also many

reviews from businesses with 3 and 4.5 stars. Unlike price range and stars, the number of

reviews distribution is long-tailed with a few businesses with a large number of reviews and

most others having much less.

Figure 2.3: Frequency distributions of restaurant price range, stars, and number of reviews.
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(a) Nevada (NV) (b) Arizona (AZ) (c) North Carolina (NC)

(d) Pennsylvania (PA) (e) Wisconsin (WI) (f) Illinois (IL)

Figure 2.4: Mapping restaurants in NV, AZ, PA, NC, WI, IL. Not all cities are shown in
each state. Only cities have data that accounts for the majority of the restaurants in that
state are mapped, for the sake of visual clarity.

2.5.2 Homogeneity Among Cities

Six states are selected from the original Yelp dataset (Section 2.3). Meanwhile, reviews

in these states are shown to be surrounded by one major city in that state (Figure 2.4).

Therefore, cities in the cluster centers are picked for analysis. These cities are Las Vegas

(NV), Phoenix (AZ), Charlotte (NC), Pittsburgh (PA), Madison (WI), and Champaign

(IL).

Figure 2.5 shows the average proportion of each aspect category from the study cities.

Many aspect categories have relatively smaller proportion. It should not be taken for granted

that these do not matter for the analysis. The reason is that reviewers tend to list out the

food they ordered and write a detailed description of the service they received, which leads to

the result that “food” and “service” constitute the majority of the total amount. For those

aspect categories with higher proportions (the bottom two rows in Figure 2.5), the biggest

differences between cities are below 1%. For the aspect categories with proportions that
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Figure 2.5: Average proportions of aspect categories in a review. Each column represents
a city.

are significantly smaller (top three rows of Figure 2.5), “texture”, “taste”, and “crowded”

show extremely high similarities among cities. For other aspect categories, as an example,

reviews for Las Vegas restaurants emphasize on “chef” and “experience” slightly more and

“atmosphere” slightly less than that of other cities. However, overall, figure 2.5 shows high

homogeneity among cities. This result echos several theories concerning the “placelessness”

of urban places [68].

At the same time, policies concerning restoring city “personalities” argue that chain

stores are the “ones to blame” and the “war” between chain and independent stores is even

depicted as a social movement as many anti-chain store organizations seeking tax reform for

urban stores [118]. Other people argue, however, that chain stores provide bargained prices,

make large range of products available and absorb the characteristics of the local place, and

therefore stores belonging to the same corporate chains are actual competitors [119, 120].

The next section, therefore, compares patterns of aspects from independent and chain fast
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food restaurant reviews and shows how the aspect “location” plays a role in them.

2.5.3 “Placeness” of Fast Food Chains

To compare independent and chain restaurants using the data from the same cities from

Section 2.5.2, I controlled the type of restaurants to be fast food because fast food restau-

rants are becoming more and more important in urban restaurant culture [121]. The other

factor that needs to be controlled was price range since high-end fast food places can be

perceived very differently. Information on whether the restaurant is “fast food” can be

found in “categories” in the Yelp data. After selecting fast food restaurants, restaurants

with “price range” of 1 and 2 are selected. Eventually, to separate chain and independent

restaurants, those with their names appearing in the data once are classified as independents

and those that show up multiple times are classified as chains. However, some restaurants

classified as independents were actually chains that only appeared once in the dataset. To

solve this problem, I manually removed the false positives.

Figure 2.6 shows the differences of aspect categories for independent and chain fast

food restaurants. The x-axis is the average proportion of each aspect normalized by di-

viding the mean. For each aspect, therefore, one bar is over 100% and the other is below

100%. The most prominent feature from Figure 2.6 is that for chains, only the category

“location” is higher than independent restaurants. It means that “location” for chains is

extremely important while independents restaurants were reviewed in a much more diverse

manner. Cities are also compared in terms of independent and chain fast food restaurants

and no significant differences between cities were found, which is consistent with findings

in Section 2.5.2.

To gain further insights on what causes the differences in the aspect category “location”

for chain and independent restaurants, aspects assigned under category “location” are ex-

amined. Table 2.5 lists examples of review sentences that contain location-related aspects.

The review text was truncated for simplicity and for privacy reasons. From these examples,

we can tell that the meaning of “location” varies in different contexts, ranging from the
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characteristics of the place that the restaurant is located in, such as “mall location”, to the

generic features of a restaurant, such as the example 3 under “Independent” in Table 2.5.

Location is also being used for chains for comparison. For instance, the “best KFC location

I’ve ever been to.”

Figure 2.6: Average proportions of aspect categories for chain and independent fast food
restaurants, normalized by dividing the mean for comparison.

Table 2.5: Examples of reviews that contain aspect category “location” for independent
and chain (fast food) restaurants

Examples

Independent 1. “So, this place might not be the best veg friendly location...”
2. “We’ll definitely be back soon! Support a neighborhood location!!”
3. “The location is very convenient as well.”

Chain 1. “Haven’t had this issue with other In-n-Out locations in Phoenix.”
2. “We only come here for the location convenience.”
3. “The other Madison locations are not like this. I would not recommend.”
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Many location-related aspects are single words (i.e. “location” or “locations”) with no

co-occurrences. Others have co-occurred words that were extracted along with “location”

or “locations”, which provides us an opportunity to understand the contextual meaning of

them. For independent restaurants, “location” is primarily used to describe the charac-

teristics of the place where the restaurant is situated. For chain restaurants, however, the

co-occurrences take many different forms, which can be grouped into three types: co-occur

with location characteristics, co-occur with store names, and co-occur with place names

(Table 2.6). The grouping is done using k-means with word embeddings. After k-means,

the grouping result is then examined manually to ensure a better performance. As same as

independent restaurants, some co-occurrences for chains are about restaurant features, such

as “drive thru”, “24hr”, “remodeled”, “neighbor”, or “airport”. What marks the difference

between independent and chain “location” is that chain restaurants have co-occurrence with

store name or with place name for comparing different restaurant locations. Table 2.6 (“Per-

centages”) shows that two categories (50.98% and 38.73%) account for the main reasons

why chain restaurants are reviewed heavily on “location”. Comparing the same franchise

with different locations is a crucial part of “location” for chains. This pattern does not exist

for independent restaurants, the reviews of which emphasize more diverse aspect categories

than those of chain stores.

Table 2.6: Unique co-occurrence of “location” and “locations” for independent and chain
(fast food) restaurants

Types of Co-Occur Percent Examples

Independent all 100% “Veg friendly location”, “mall location”,
“downtown location”,
“neighborhood location”

Chain location characteristics 10.29% “location convenience”, “24hr location”,
“drive thru location”, “neighbor location”
“airport locations”

franchise names 50.98% “Chick Fil A locations”, “subway locations’
“Firehouse Subs location”

place names 38.73% “uptown location”, “Madison location”
“Metrocenter location”
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(a) American fast food restaurants.

(b) Mexican fast food restaurants.

(c) Asian fast food restaurants.

Figure 2.7: Average proportions of aspect categories for chain and independent fast food
restaurants for three kinds of cuisine (American, Mexican, Asian) in Las Vegas, Phoenix,
and Charlotte, normalized by dividing the mean for comparison.

While “location” is reviewed more often for chain restaurants, the results could poten-

tially vary with cities or with restaurants of different cuisine. To examine whether this

pattern exists in different cities, cities that have the highest number of reviews (Las Vegas,

Phoenix, and Charlotte) and three most reviewed kinds of cuisine (American, Mexican,

and Asian) were selected for demonstration (Figure 2.7). Overall, “location” for fast food
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chains still plays an important role and independent fast food places still have more diverse

aspects. Despite these consistencies with earlier findings, a few exceptions exist when break-

ing data down to different cuisine and cities. For Charlotte, there is less difference between

independent and chain in terms of the average proportion of “location”. Meanwhile, for

Asian fast food restaurants in Charlotte, “location” for chains is even lower than that of

independents. It suggests that although cities share high similarities in terms of all kinds of

restaurants (Figure 2.7), the differences between cities exist at a more detailed level, such

as different kinds of restaurants (fast food and non-fast food) or restaurants with different

kinds of cuisine.

2.6 Discussion and Conclusion

This research characterized people’s perception of urban restaurants through analyzing the

opinion aspects of Yelp reviews. Chapter 2 discovered that, first, cities show homogeneity in

terms of restaurant reviews and, second, “location” is the only category of aspects in which

chain restaurants are higher than independent restaurants. Meanwhile, the co-occurrences

of “location” for chain restaurants are primarily restaurant names and place names. It

implies that the contextual meaning of “location” varies for chain and independent restau-

rant reviews. For chain restaurants, “location” often emphasizes the differences between

different stores of the same chain whereas for independent restaurant reviews, the aspect

“location” reflects the characteristics of the places the restaurants are situated. Reviews of

different cuisine in various cities are also examined to demonstrate the potential of using

fine-grained analysis of geo-tagged textural data to study urban places. In summary, this

research has three major contributions:

1. It demonstrated that the Aspect Based Sentiment Analysis (ABSA) with deep learn-

ing method can be applied for analyzing public perceptions on review data. Very

little research on ABSA has focused on analyzing opinion aspects, especially in the

area of urban social sensing [122]. Recent research has applied ABSA using topic
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modeling to study neighborhood perception from neighborhood review data [123].

ABSA, therefore, shows potential in various applications because of its fine-grained

characteristics. Analyzing aspects of sentiment digs deeper into people’s opinions and

perceptions that would be missed otherwise. In the example of this research, chain

and independent restaurants were compared from various aspects and “location” was

discovered as a unique aspect that differs between them.

2. This research also showcased how geo-tagged review data analysis can be applied to

study place perceptions from the perspective of urban restaurants. People’s percep-

tion of urban places is individualized. Therefore, comprehending patterns of place

meanings requires a large amount of data. Compared to conventional interview and

survey data, crowdsourced geo-tagged textual data is on a much bigger scale [60].

3. It found that the most important factor for chain fast food is the comparison between

different locations of the same chain while other factors such as food quality, and

service are not mentioned as often compared to independent fast food places. For

independent fast food places, “location” is about store surroundings, such as “neigh-

borhood location”. These results show that although urban stores (especially chain

stores) are blamed as the cause of lack of place identity [66], the meaning of location

of urban stores is nuanced.

There are, however, limitations to this research. First, it is unknown how representative

the restaurant data used in this research is of the studied regions. Yelp users have higher

proportion in high income, high level of education, and a younger population than the

US demography ( https://www.yelp.com/factsheet). Second, the aspect aggregation

rule applied in this research could be improved by a machine learning method to produce

more accurate results. For future research, co-occurrence analysis could also be applied to

other aspect categories and non-fast food restaurants could also be analyzed and compared

to gain further insights into placeness. Another direction for future research is to study

restaurant perception using other methodologies such as surveys or interviews to examine
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whether different demographics and restaurants outside our study area show consistent

results. Furthermore, future research could also use other review data such as TripAdvisor

to study perceptions of places other than restaurants. With this being said, the research in

presented in Chapter 2 provided a way to study placeness at a fine-grained level through

user-contributed text data over wide geographical area.
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Chapter 3: A Thematic Similarity Network Approach for

Analysis of Places Using Volunteered Geographic

Information 1

The research presented in Chapter 3 proposes a thematic network approach to explore

rich relationships between places. I connect places in networks through their thematic

similarities by applying topic modeling to the textual volunteered geographic information

(VGI) pertaining to the places. The network approach enhances previous research involving

place clustering using geo-textual information, which often simplifies relationships between

places to be either in-cluster or out-of-cluster. To demonstrate our approach, I use a case

study in Manhattan (New York) that compares networks constructed from three different

geo-textural data sources—TripAdvisor attraction reviews, TripAdvisor restaurant reviews,

and Twitter data. The results showcase how the thematic similarity network approach en-

ables us to conduct clustering analysis as well as node-to-node and node-to-cluster analysis,

which is fruitful for understanding how places are connected through individuals’ experi-

ences. Furthermore, by enriching the networks with geodemographic information as node

attributes, I discovered that some low-income communities in Manhattan have distinctive

restaurant cultures. Even though geolocated tweets are not always related to place they

are posted from, our case study demonstrates that topic modeling is an efficient method to

filter out the place-irrelevant tweets and therefore refining how of places can be studied.

1This chapter is based on: Yuan X., Crooks, A.T. and Züfle, A. (2020), A Thematic Similarity Network
Approach for Analysis of Places Using Volunteered Geographic Information, ISPRS International Journal
of Geo-Information, 9(6), 385, https://doi.org/10.3390/ijgi9060385.
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3.1 Introduction

Place and space are among the most fundamental concepts of geography [124, 125]. Space

is often considered to be points of locations represented by coordinates. Place, on the other

hand, is an “experience-based dynamic construct” [126]. Compared to space, the concept

of place emphasizes on the meaning-making process that is complex, dynamic, and individ-

ualistic [127]. In Chapter 3, I study how different places are semantically similar, based on

textual topics that appear in Volunteered Geographic Information (VGI) in these places.

Our goal is to create a thematic similarity network that connects places of similar topics

regardless of their physical distance. By applying a network clustering algorithm, I find

groups of semantically similar places and analyze their topics and spatial autocorrelation

qualitatively and quantitatively.

Analyzing and theorizing about places from a variety of perspectives, has a long history

in geographical analysis—from social area analysis [128–131] to more recent geodemographic

analysis that derives collective behaviors and characteristics from demographic data of ge-

ographic regions [132, 133]. In the past decade, studies on place have taken advantage of

a new data source, that of VGI [134]. VGI comes in many different forms, from that of

maps created by users to text from Wikipedia which has a geographic component (e.g.,

place names) [21]. The research presented in Chapter 3 uses the textual form of VGI,

specifically crowdsourced reviews from TripAdvisor and geolocated Twitter data (see Sec-

tion 3.3). Such platforms provide large amounts of textual data with either explicit or

implicit geographic information contributed by users [135, 136]. Leveraging this unstruc-

tured geographical information found in such texts allows us to comprehend the complexity

of places at scale [137–139].

Generally speaking, the most common method utilized by prior research to analyze geo-

textual data is to structure the unstructured texts into themes (i.e., topics) through topic

models (e.g., [140]). This is then often followed by applying clustering algorithms (e.g., k-

means) to expose the underlying patterns of sentiments, experiences, or activities captured
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in the text (e.g., [21, 141–147]). When places are clustered for further analysis, however,

those in the same cluster are assumed to be carrying similar characteristics. Relationships

between places are reduced to being either in-cluster or out-of-cluster. However, I would

argue that the connectedness and relationships of places, in reality, are more complex. For

instance, when connecting places in a network, places at the edge of their own clusters

still have relatively weak out-of-cluster connections. The network approach presented in

Chapter 3, recognizes them as places with both in-cluster and out-of-cluster connections.

Thus, this approach does not limit us to only perform network-level place clustering, but

also to discover unique places based on their positions in the networks. To highlight this I

use a case study to demonstrate the approach in the context of Manhattan, New York. In

the remainder of Chapter 3, I will first discuss related research pertaining to topic modeling

and thematic similarity network analysis (Section 3.2). This is followed by introducing the

data (Section 3.3) and the methodology (Section 3.4) that I applied to our case study. The

results are then presented in Section 3.5 and finally, the implications and conclusions of our

research are presented in Section 3.6.

3.2 Related Work

The approach proposed in Chapter 3 involves two major steps, topic modeling using geo-

textual data and thematic similarity network analysis. In what follows I review related

work with respect to these steps. For step one, topic modeling is a widely used language

model for understanding large amounts of unstructured textual data. Previous research has

adopted generic topic modeling algorithms (e.g., [140]) to ones that incorporate geographic

information (e.g., [148, 149]). Utilizing these geographical topic models, studies have been

able to derive the topics from travel blogs and Flickr tags to specific geographical units,

such as states [148, 149]. Other work has analyzed the relationships between topics and

countries from online news articles and blogs [150], or generated activity patterns from
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check-in data [146]. In addition, topic modeling has been used to recommend travel des-

tinations using travel blogs [151, 152], create location related question-answering systems

using Twitter and blogs [153], and predict the future distribution of topics [154]. Despite

research on innovating geographic topic models, many researchers often chose to use generic

topic models (such as Latent Dirichlet Allocation, LDA [140]) to analyze geo-textual data.

In such instances, the geolocational information in the text does not contribute to the re-

sults of the topic models but is used only after applying the model. For example, Adams

et al. [143] explored the temporal themes related to places using travel blogs and applied a

similarity score between places based on the topics. Jenkins et al. [63] compared themes of

geographic areas from Twitter and Wikipedia.

In addition, previous work has defined “place” at various levels of aggregation including

countries, cities, neighborhoods, buildings, but such aggregations artificially split geograph-

ical areas. For example, at the neighborhood level, Cranshaw et al. [47,155] detected bound-

aries of neighborhoods using check-in data and Foursquare venue descriptions in order to

show that crowdsourced and official neighborhood definitions differed. At a more aggregated

level, Preoţiuc-Pietro [61] viewed cities as collections of Foursquare venues and clustered

cities hierarchically using venue descriptions to show that similarities between cities can

be captured through crowdsourced data. Since Foursquare venue data also provides venue

categories, Noulas et al. [156] clustered both geographic areas (in terms of 625× 625 square

meters) and users based on their visit history in order to enhance recommendation systems

for different users. In another work, Crooks et al. [21] proposed a multi-level (individual

building, streets, and neighborhoods level) approach for discovering social functions through

mining place topics. Clustering at different aggregations also allows us to find places where

people share similar experiences [143, 157] along with places with similar functions [21].

When applying clustering, however, the relationship between places becomes binary, being

similar or not similar, and thus the relationships between places in different clusters are

often ignored.

Turing to work pertaining to thematic similarity network analysis (i.e., the second step
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of our approach), previous studies have analyzed place similarities but rarely used a network

approach in the context of geo-textual data. For example, Janowicz et al. [158] used seman-

tic similarity for developing geographic information retrieval applications. While Yan et

al. [159] trained word embeddings for place types that was then used for exploring similar-

ity and relatedness between point-of-interests types. In terms of using a similarity network

based approach, Quercini and Samet [160] created graph-based similarity measures to ad-

dress spatial relatedness of a concept to a location using Wikipedia articles. In another

work, Hu et al. [161] placed cities into networks based on their semantic relatedness (i.e.,

number of news articles which contain the co-occurrences of the two cities). Similarity

networks, however, have seen much wider applications in domains outside of geography,

ranging from analyzing protein sequences and structures [162], genome data [163] to that

of hospital patients [164, 165]. Methodologically, such studies have demonstrated that one

of the most important analysis for similarity networks is clustering (i.e., community de-

tection), which captures groups of nodes that are most similar to each other. Although

place clustering does not require connecting places in networks, one of the advantages of

conducting network-based clustering is that it enables for downstream node level analysis

in relation to clusters. For example, Valavanis et al. [162] discovered structural similarities

of protein folds and classes in the downstream analysis after carrying out network cluster-

ing. Similarly, in the case study presented throughout the rest of Chapter 3, I will apply

clustering to the similarity network as well as identifying special nodes (i.e., places) based

on their positions in the network.

3.3 Data

3.3.1 Data Collection

To apply our methodology (see Section 3.4) to showcase how a network approach can be

used to study place, data was needed to be collected. In this study I used two geo-textual

data sources: TripAdvisor and Twitter. The rationale for choosing these data sources
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are twofold. First, they are open source that have been widely used by previous research

(as discussed in Section 3.2). Therefore, future studies could use these data sources to

extend the research presented in this chapter. Secondly, most prior research using geo-

textual data often choose only one data source. In the research presented in this chapter,

we aim to provide a thematic similarity network approach which can compare multiple

geo-textual data sources. The TripAdvisor data was collected in September 2019 which

included reviews for attractions and restaurants in New York City. For each attraction

and restaurant, the addresses, neighborhood, and reviews were retrieved. An example of

this is shown in Figure 3.1, in which I highlight content that was used in our analysis

(i.e., locational information and reviews). With respect to Twitter, I was only interested

in tweets that had a precise geographical coordinate. The Twitter data that was collected

from January 1, 2015 to December 31, 2015 with a bounding box of latitude ranging from

40.481867 to 40.9325 North and longitude between -74.2721 and -73.626201 West, which

includes the New York City.

3.3.2 Data Pre-processing and Aggregation

As the locational information from TripAdvisor attractions and TripAdvisor restaurants

was in the format of addresses, the first step of data pre-processing was to geocode Tri-

pAdvisor data addresses using Google Maps Geocoding application programming interface

(API) [166]. After all the data was geocoded, the second step was to define what a place

is. As was discussed in Section 3.2, previous studies have treated places at various levels

of aggregation. For this case study, a place is a census tract defined by the United States

Census [167]. Although the aggregation may result in the modifiable areal unit problem

that statistical summaries of the aggregated area are influenced by the shape and size of

the area [168], the reason of using census tract in this research was to incorporate the cen-

sus demographic data into the analysis. The rationale for this was to be able to explore

the connection between the patterns found in crowdsourced reviews (or tweets) and the

underlying geodemographics of an area. Furthermore, by using census data, while not only
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Figure 3.1: An example of a TripAdvisor page and the highlights are the information scraped
from the page.
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demonstrating how our case study allows for a novel approach to studying places through

thematic similarity networks, but it also allows for others to use it in different areas within

the United States or in other countries where census data is available (e.g., as in the United

Kingdom). It should be noted however, if readers are not interested in comparing the geo-

textual data to census data, our approach could be applied to other levels of aggregation

such as grids, road segments etc. (see [21]).

After aggregating data to the census tract level, the final step was to select only tracts

that appeared in all three datasets to make them comparable. It was found that the major-

ity of the attractions within New York City from TripAdvisor were located in Manhattan,

and thus for the analysis in Chapter 3, the tracts only in Manhattan were analyzed. Ta-

ble 3.1 shows the number of restaurants/attractions, reviews/tweets, and census tracts after

restricting the study to Manhattan. Furthermore, the texts (i.e., reviews and tweets) were

filtered to only be those that were in English. Although special characters such as “@”,

emojis, and stop words may contribute to the meaning of the text [169], we do not consider

them in this work as is common in text pre-processing (e.g., [170]). Next all words were

converted into lower case in order to treat all words with the same text the same. Finally

in order to reduce the number of vocabularies (e.g., words with the same meaning such as

walking, walk, walked), a stemmer (i.e., Porter Stemmer) was applied and only the stems

of the words were retained [171].

Table 3.1: Statistical summaries of three datasets after pre-processing.

Dataset Count Number of Reviews Number of Tracts

TripAdvisor attractions 956 (attractions) 446,747 210
TripAdvisor restaurants 7,946 (restaurants) 865,055 210
Twitter 268,224 (users) 2,009,498 210
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3.4 Methodology

In this section, we will first introduce how the topic model was trained on each dataset

and how the thematic similarity network is constructed based on the similarities between

the derived topics (Section 3.4.1). Figure 3.2 illustrates the work flow from data input to

thematic similarity network output including data collection and prepossessing which was

described in Section 3.3. After the thematic similarity networks are constructed, we carried

out the network community detection on these networks (Section 3.4.2) and node level

network analysis (Section 3.4.3). Finally the algorithm and implementation is presented in

Section 3.4.4.

Figure 3.2: Work flow from data input to the construction of the thematic similarity network
and analysis (i.e., community detection and unique nodes discovery).

3.4.1 Topic Modeling and Thematic Similarity Networks

As noted in Section 3.2, The first major step towards gaining a meaning from large collec-

tions of text is topic modeling. Topic modeling is a type of statistical model that discovers

latent topics in documents. For example, when writing a review, the reviewer might not

be thinking of specific topics, but topic modeling assumes that there are underlying topics,

which are known as latent topics. One of the most widely used topic models is Latent

Dirichlet Allocation (LDA) [140], which is a generative probabilistic model that treats each

document as a distribution of latent topics and each topic as a distribution of words. A

document can be a news article, a review or a social media post. In this research, each

document is comprised of all the texts for each census tract from one dataset. For example,

for the TripAdvisor restaurant dataset, tract “36061000700” had 57 restaurants, which had
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total of 1951 reviews. The 1951 reviews were treated as one document in the LDA model.

One LDA model is trained for each of the three datasets. To train LDA models, I

need to tune the hyper-parameters using the datasets to obtain models that have the best

performance. A LDA model can predict the words in each topic and the topics are in each

document. Therefore the hyper-parameters that need to be tuned include include the a-

priori probability vector α that maps each topic to a probability, and the a-priori probability

vector β that maps each word to a probability. Moreover, the total number of topics (K)

need to be learnt from the data as well. The model was implemented using gensim LDA

library, in which alpha and beta was set as “auto” so that both hyper-parameters can be

learned from the data [172]. To ensure a better model interpretability, I detected the bi-

grams in the texts, after which the corpus became a mixture of uni-grams and bi-grams.

In addition, the vocabularies in the corpus was truncated since otherwise many of the

most frequent words that bears less concrete meanings in the context of our tasks, such

as “I” and “is”, would become the top words of the topics. However, the threshold of

the word frequency (top n) to be truncated is a parameter of the model that needs to

be tuned during training as well. To tune K and top n, experiments on each dataset

were carried out. Since there is no ground truth for topic models, the common model

evaluation metrics are perplexity and coherence [173]. However, the experiments showed

that optimizing coherence or perplexity scores in all three datasets did not generate models

with better topic interpretability (code available at: https://bitbucket.org/xiaoyiyuan/

network_vgi/src/master/script/topic_model_results.ipynb?viewer=nbviewer). As

a result, I adopted interpretability and manual observations as the metrics for evaluating the

topic model quality that can be found. For instance, when k is too high, the model produces

topics that have many common words, meaning that new topics are not contributing to

generating new knowledge about the data. When top n is too high, more documents have

only one or two topics, which makes it hard to comprehend topic meanings. Table 3.2 shows

the parameters that produces the most interpretable model for each dataset. Each of the

experiments and the results with various values for the hyper-parameters can be found in
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the shared source code.

Table 3.2: Parameters of the trained LDA models on the datasets.

dataset K top n

TripAdvisor attractions 30 100
TripAdvisor restaurants 40 500

Twitter 70 700

When the LDA model is trained, each document is represented by a distribution of top-

ics. The square root of Jensen-Shannon divergence is a commonly used metric of measuring

distance between discrete distributions. The Jensen-Shannon distance between two (topic)

probability distributions P and Q is defined formally as:

JSD(P ||Q) =

√
DKL(P ||M) +DKL(Q||M)

2
, where M =

1

2
(P +Q).

The Jensen-Shannon divergence is symmetrical (i.e., JSD(P ||Q) = JSD(Q||P )). As a

result, the edges of the similarity networks are not directed but weighted and the weights

are the similarity scores. Using the same method, three similarity networks were constructed

from the three datasets. Since there is always a similarity score between each pair of tracts,

there is always an edge between them in the networks as well, making the networks fully

connected.

3.4.2 Community Detection

Discovering communities of a fully connected network requires network sparsification [174].

Network sparsification reduces number of edges while preserving structural and statistical

properties of interest. Thus, the principle is to reduce the network size by retaining only

the important edges and in a similarity networks, the edge weight (i.e., the similarity score)

is an indicator of edge importance [175]. The cut-off value for edge weights to sparsify
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the networks depends on the data and the clustering algorithm. In this work, I used the

Girvan-Newman algorithm [176] to conduct network community detection (i.e., clustering)

on the sparsified networks. The Girvan-Newman algorithm is a hierarchical method of

detecting communities in complex networks, which can also be applied to weighted net-

works [176]. Within each step of the Girvan-Newman community detection algorithm, it

progressively removes edges with highest edge betweenness centrality (i.e., edges with high-

est number of shortest path passing through them) and recalculates edge betweenness after

each iteration of removal. By removing these high betweenness edges, the communities

are separated from each other and consequently, the underlying community structure of

the network is revealed. In a weighted network, the Girvan-Newman algorithm calculates

the edge betweenness as described above, ignoring the edge weights. Then it divides the

edge betweenness by the weight of the corresponding edge. As with unweighted networks,

the algorithm then removes edges of highest betweenness. The result of the algorithm is a

dendrogram which repeats the steps until no edges can be removed or the most ideal com-

munities have achieved (i.e., the highest modularity of clusters). Therefore, I need to cross

validate two parameters, the edge weight cut-off threshold for sparsification and the number

of iterations for the Girvan-Newman algorithm. The process of sparsifying fully-connected

network to community detection is shown in a stylized network in Figure 3.3.

Figure 3.3: A stylized network demonstrating the process of community detection from a
fully-connected similarity network.

A common evaluation metric for network community detection quality is modularity,

which is a measure of the strength of division of a network into communities [177]. High
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modularity means that within each community detected, there are dense connections within

the community and sparse connections between nodes in different communities. However,

using modularity as the sole metric for the Girvan-Newman algorithm is not sufficient

for our task—Figure 3.4 shows that when modularity is at its highest value, the network

has become too scattered with a large number of one-node communities, which hinders

the downstream analysis of interactions between communities and relationships between

nodes and communities. To mitigate this problem, I selected the set of parameters that

has the highest modularity without generating a large number of one-node communities.

For instance, the highest modularity for TripAdvisor attraction network (Figure 3.4a, left,

brown) is 0.8 at iteration 8 but it produced more than 50 one-node communities (Figure 3.4a,

right, brown). However, choosing a model with a slightly lower modularity value, e.g.,

0.7 (Figure 3.4a, left, purple) significantly reduced the number of one-node communities

(Figure 3.4a, right, purple). Using the same heuristics, the best parameters for each network

are presented in Table 3.3.

Table 3.3: Parameters utilized for community detection in the three networks.

Network Iteration Weight Threshold Modularity

TripAdvisor attractions 8 0.4 0.714
TripAdvisor restaurants 10 0.5 0.573

Twitter 19 0.7 0.365

3.4.3 Discovering Unique Nodes

Since the edge weights represent similarity, a node (i.e., a place) with a low degree centrality

value means that it bears low similarity to other nodes in the network. It is straightforward,

therefore, to discover the ends of the uniqueness spectrum—on the one end, the highly

unique places are nodes with a low degree centrality while at the other end high degree

centrality nodes are the least unique places. Other than these two extremes, there are

nodes that act as bridges between communities that carry their unique characteristics, i.e.,
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(a) TripAdvisor attractions thematic similarity network.

(b) TripAdvisor restaurants thematic similarity network.

(c) Twitter thematic similarity network.

Figure 3.4: Cross validation results for community detection in three networks, modularity
(left) and number of one-node communities (right).

the community boundary nodes. The concept of community boundaries is rarely applied in

similarity network analysis but is often used in social network analysis. In social networks,

the community boundaries are the people who convey outside information to those in the

community with no out-of-community connections [178, 179]. I adopted and modified the

definition of community boundaries from the social network analysis by Guerra et al. [178].
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This modified definition of a community boundary is that of a node v that is a boundary

node of community Ci for community Cj when:

1. node v ∈ Ci has at least one edge connecting to community Cj and

2. all the neighborhoods of v have no edge connecting to community Cj .

The community boundaries are identified in the three sparsified networks instead of the

original full-connected ones because identifying boundary nodes relies on the community

structures detected in the sparsified network. Finally, the last step in Figure 3.3 illustrates

a stylized network with community boundaries. For community Ci, node b and node c

both have edges connecting to the outside community Cj . Node b qualifies as a boundary

node for community Ci because it has a neighbor (node a) having no edges connecting to

community Cj . Since node c does not have a neighbor meeting this requirement, node c

does not count as a community Ci’s boundary node to Cj . In social networks, the definition

of boundary nodes guarantees that node b is the only node that brings outside information

to node a. In the context of place similarity networks, a node having no connection with the

outside community (i.e., node a) indicates it has characteristics that are unique to its own

community and the boundary nodes (e.g., node b) are the ones that connect the uniqueness

of the communities.

3.4.4 Algorithm and Implementation

To summarize what has been discussed above with respect to our methodology, the pseudo-

code for it is described in Algorithm 1. The algorithm takes one data source (e.g., Twitter

corpus or TripAdvisor) as an input. The loop in Lines 1- 6 constructs topic models from

the input texts and Lines 7- 11 calculate similarities between each document of the input.

Line 12 constructs a thematic similarity network (which was explained in Section 3.4.1).

Finally, Lines 12-14 detect communities in the network (Section 3.4.2) and the loop from

Lines 15 to 22 discover boundary nodes (Section 3.4.3). The complete Python code and
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information pertaining to the software versions is available at https://bitbucket.org/

xiaoyiyuan/network_vgi.

Algorithm 1: Network Construction, Community Detection and Boundary Node
Detection
Input: Corpus split by their geolocated census tracts D = d1, d2, ..., dn

1 foreach d in D do
2 pairs← [ ]

3 pair similarities← [ ]

/* TM maps topic ID t and words w (from document D) to a probability */

4 TM(t, w)← topic model(D)

5 d.topics = topic model(d)

6 end

7 foreach d 6= d′ where 1 ≤ d, d′ ≤ n do
8 pairs.insert([d, d′])

/* Jensen-Shannon Distance */

9 distance← JSDistance(d.topics, d′.topics)

10 pair similarities.insert(distance)

11 end

12 G = (D,D ×D, pair similarities)
/* Sparsify the graph by pruning edges having low similarity */

13 G← sparsify(G)

/* Girvan-Newman Community Detection */

14 C ← girvan newman(G) /* C = c1, ..., c|C| */

15 boundary nodes← [ ]

16 foreach di, dj in D do
/* di and dj are from different communities and are connected */

17 condition1 = di ∈ ci ∧ dj ∈ cj ∧ di 6= dj ∧ di.has edge(dj)
18 condition2 = dineighbors.has no edge(cj)

19 if condition1 ∧ condition2 then
20 boundary nodes.insert(di)

21 end

22 end

23 return G,C, boundary nodes
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3.5 Results

Building upon our methodology, in this section, I will present the results for the thematic

similarity network analysis of places in Manhattan, New York. Specifically, Section 3.5.1

maps and visualizes the major network communities and their topics and presents results

from the spatial autocorrelation of these communities using Moran’s I measure of spatial

autocorrelation(Section 3.5.1). In section 3.5.2, I enrich the network nodes with geodemo-

graphic data and finally in Section 3.5.3 I identify and analyze nodes by their degrees of

uniqueness.

3.5.1 Major Network Communities and Their Topics

In this section, I evaluate the clusters found using our proposed community detection ap-

proach described in Section 3.4.2. For this purpose, I first visualize and qualitatively analyze

the community clusters. Then to ensure that the communities that I found are clustered

significantly, I test each community for spatial autocorrelation using Moran’s I. The sizes

of the communities are show in Figure 3.5. Even though I lowered the number of one-node

communities in the community detection (as discussed in Section 3.4.2), the distributions

of the community sizes still appear to be long-tailed.

(a) TripAdvisor attractions (b) TripAdvisor restaurants (c) Twitter

Figure 3.5: The sizes of communities from the community detection results of the three
networks.

For the sake of clear visualization, only the major communities (i.e., communities with

a size equal or larger than 5 nodes) from the community detection are presented for each
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network. The topic modeling results for all communities are available online at https://

bitbucket.org/xiaoyiyuan/network_vgi/src/master/script/topic_model_results.ipynb?

viewer=nbviewer.

Network Visualization and Mapping

Figures 3.6a and 3.7a shows the visualizations of networks, maps, and topics from the

community detection results of the TripAdvisor attractions thematic similarity network.

Major communities are highlighted and tracts of the major communities are mapped in the

same colors. In Figure 3.7a, dominant topics (i.e., topics with coefficients equal or higher

than 0.1) of the major communities are shown.

Based on the words in the topics, communities can be characterized into categories such

as church tracts in Harlem (Community 13), restaurant tracts that includes two famous

restaurant areas in Chelsea and Chinatown (Community 8), bridge tracts (Community 1),

and theater tracts (Community 12) while other communities have more hybrid character-

istics (i.e. topics). Observing the combination of the topics and their locations on the

map (Figure 3.6a), some communities have tracts which are visually close to each other

and their topics reflect the main characteristics of the attractions in these geographic re-

gions. For instance, topics of Community 12 are about “broadway”, “theater”, “concert”,

and “venu” (venue) and most of these tracts are clustered around the Broadway theater

district. Furthermore, as shown on the map (Figure 3.6a), not all communities are not

clustered perfectly in a geographic region and some of the tracts of a community are in the

same region. For example, even though most of the tracts of Community 12 are located

Midtown, the rest of the tracts are scattered around the Downtown area. The reason is that

the topics of Community 12 include not only Broadway but also more broadly “concert”,

“game”, and “venu” (venue) (Figure 3.7a). A similar example is that of Community 13

that has a dominant topic with keywords “harlem”, “church”, and “theater” and most

of the tracts of Community 13 are located in Harlem and tracts that are not in Harlem

have church related attractions such as The New York Mosque in Midtown Manhattan and
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(a) TripAdvisor attractions

(b) TripAdvisor restaurants

(c) Twitter

Figure 3.6: Network visualization of all communities from the thematic similarity networks
using Gephi [1] with major communities highlighted. Only the major communities are
shown on the map for the sake of clarity. Major communities in Network visualization and
mapping for each network are colored the same and thus the legend applies for both.
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(a) TripAdvisor attractions

(b) TripAdvisor restaurants

(c) Twitter

Figure 3.7: Dominant topics of all major communities in each thematic similarity network.
Dominant topics are topics with coefficients equal or higher than 0.1.
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Mariners’ Temple Baptist Church in Downtown Manhattan. Such findings indicate that the

network communities are reflections of people’s similar experiences of various attractions

as they are mined from a large amount of crowdsourced reviews from individuals. For the

restaurant thematic similarity network, communities show higher level of spatial proximity

(Figures 3.6b and 3.7b). One of the most prominent of such is that of Community 3, which

is shown in Figure 3.6b clustered in Downtown Manhattan. Primary topics of community 3

(Figure 3.7b) are “pub” and “eatali” (Eataly food market), and “financi district” (financial

district). In addition, tracts of Community 8 have close geographic proximity as well. This

is evident from the map of Figure 3.7b, where most of the tracts in Community 8 are located

between Downtown and Midtown Manhattan. Community 8 has Topics 14 and 32 featuring

word stems such as “greenwich villag” (Greenwich Village), “west villag” (West Village),

“japanes” (Japanese), and “bagel”. Similarly, Community 17 has Topic 36 that can be

interpreted as Central Park related even though it has the common Topic 32 that shows

up across many other communities (e.g., Community 2, 8, 10, 14, and 17). Interestingly,

communities from TripAdvisor attractions network have counterparts from the restaurants

network communities. For example, Community 13 from attraction network and Commu-

nity 44 from restaurant network are about Harlem, which can be seen from the geographic

clusters on the map and their dominant topics. A similar finding is for the theater dis-

trict, which appears in both Community 12 of attraction network and Community 23 of

the restaurant network. This suggests that people’s dining experiences can be intertwined

with the characteristics of the surrounding attractions or vice versa.

Turning to the results of the Twitter thematic similarity network, one of the most

noticeable pattern is that of Community 10 (i.e., the blue community in Figure 3.6c) which

dominates this network. Unlike the communities in Trip Advisor attractions and restaurants

where there is a more even distribution of community sizes. Furthermore, communities

from the Twitter dataset have more diverse topics than that of restaurant and attraction

networks from TripAdvisor (Figure 3.7c). This could partly due to the distinction between

Twitter and TripAdvisor as data sources for studying places. In that TripAdvisor reviews
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are directly about places but this is not necessarily the case for Twitter, which is a more

generic social media platform where users can contribute a whole variety of topics [135].

Therefore, some topics (e.g., Topic 54 and Topic 60 in Figure 3.7c) from Twitter are not

about places but relate to news or social and political discussions. This indicates that

although geolocated Tweets can be used to study people’s perceptions and experiences

about places, it needs to be used with awareness that the texts may need to be filtered.

The results in Figure 3.7c shows that it is viable to use topic modeling to filter out the non-

related topics (e.g., Topic 54 which relates to police reporting and New Jersey). The reason

could be that tweets pertaining to social discussions often use different vocabularies than

texts directly about places. Since topic modeling is a bag-of-words approach, the model is

sensitive to vocabularies and thus is able to “tell them apart” as separate topics.

Quantitative Test for Spatial Autocorrelation of Communities

In the previous section (Section 3.5.1), I discussed network communities and whether the

communities have geographically proximate tracts. In this section, I will present the results

of Moran’s I measure of spatial autocorrelation to quantify geographical proximity of the

major communities in Table 3.4 and the Moran’s I results for all communities are found

in Table A.1 in the appendix. Moran’s I is a measure for spatial autocorrelation that is

often applied on continuous data. To measure each community’s autocorrelation level, I

therefore encoded tracts of a specific community as 1 and all the other tracts as 0. I defined

neighborhood using Queen’s contiguity, that is any polygons (i.e., tracts) that shares a

point-length border are neighbors.

Among the three networks, all of the major communities from the TripAdvisor restau-

rant network have statistical significance in their spatial autocorrelation results (Table 3.4).

Communities 3, 8, 10, 23, and 44 of the restaurant network have spatial autocorrelation

at the 99% confidence interval, which are generally about pubs, west village, vegetarian

Indian, theater, and Harlem respectively. These results inform us that these geographic
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Table 3.4: Moran’s I spatial autocorrelation of major communities in each network.

Network Community ID Moran’s I P value

TripAdvisor attraction 1 -0.022740 .413
4 0.120743 .014∗
6 0.142676 .006∗∗
8 0.002285 .410
12 0.107151 .014∗
13 0.106869 .034∗

TripAdvisor restaurants 2 0.120561 .017∗
3 0.682913 .001∗∗∗
8 0.223211 .001∗∗∗
10 0.174987 .001∗∗∗
13 0.112362 .026∗
14 0.167896 .010∗∗
17 0.255313 .002∗∗
23 0.345028 .001∗∗∗
44 0.572042 .001∗∗∗

Twitter 10 0.328338 .001∗∗∗
12 0.056188 .085
17 0.118175 .020∗
18 0.194717 .007∗∗
23 0.019150 .258

∗Significant at p ≤ 0.05; ∗∗Significant at p ≤ 0.01; ∗∗∗Significant at p ≤ 0.001.

clusters in Manhattan have their own restaurant culture, manifested by the topical sum-

maries from TripAdvisor reviews. Other major communities from the restaurant network

(i.e., Communities 2, 13, 14, and 17) also show statistical significance (at a confidence inter-

val of over 95%) in their spatial autocorrelation results. These communities have relatively

lower scores from Moran’s I test, which can be observed on the map as they are more

spread out over Manhattan. For the attraction network, Communities 4, 6, 12, and 13 have

spatial autocorrelation and have topics pertaining to zoo/High Line/kid, cathedral/gallery,

Broadway/seat/venue, and Harlem/Broadway, which can summarized from word clouds in

Figure 3.7a. Therefore, attractions from these communities are more of a mixture of many

different topics, which also explained the reason of the Moran’s I for the attraction network

being relatively lower than that from the restaurant network. Similarly, for the Twitter
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thematic network, besides the biggest community (i.e., Community 10), the others have

low Moran’s I values which suggests that the topics discussed on Twitter are less correlated

with their geographic locations.

3.5.2 Enriching Network Communities with Geodemographic Attributes

One advantage of examining places as the Census tracts is to combine Census demographic

data with the results from the derived networks. If I was to use the demographic data from

the US Census such as the American Community Survey (ACS), a tract can be described by

multiple variables (e.g., total population, mean household income, education attainment,

and marital status). An alternative is that proposed by Spielman and Singleton [180] who

took the ACS data and clustered it to generate a single variable description known as a

geodemographic classification (e.g., “Hispanic and Kids” and “Wealthy Nuclear Families”).

I enriched our node attributes with this geodemographic classification at the tract level in

order to explore the relationship between the network communities and their demographics.

Table 3.5: Geodemographic distributions of tracts (i.e., network nodes).

Type Type Description Percentage

High Income 2 “Wealthy Nuclear Families” 1.87%
5 “Wealthy, urban without Kids” 68.22%
7 “Wealthy Old Caucasian” 2.80%

Low Income 8 “Low income, mix of minorities” 22.90%

Others 10 “Residential Institutions” 1.40%
3 “Middle Income, Single Family Home” 0.47%

Note: the geodemographic type and type descriptions are from research by [180]. The
descriptions are abbreviated to give the reader a sense of the classification schema and only
the types found within our study area are shown. The percentages are based on all tracts
across all network communities in our study area and thus are used as baseline for defining
if network community is predominantly high-income or low-income.

Based on the results from [180] shown in Table 3.5, most of the tracts that I study

are classified as wealthy and the column “Percentage” shows percentages of tracts in that
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(a) Network visualization of all communities and mapping of major communities (colored the same as

Figure 3.6b). The node label represents their demographic classification.

(b) Word cloud of topics in major communities

Figure 3.8: Low-income communities highlighted. Node labels represent the geodemo-
graphic type. Topics of low income communities are in visualized (b).

demographic classification. I use it as baseline to compare the percentage of each demo-

graphic classification for network communities. For instance, if a community has more than

22.90% of Demographic Type 8, based on Table 3.5, I define that community to have a

high proportion of low income residents. Using this baseline, I discovered that even though

Manhattan tracts are mostly rich and the majority of low-income tracts reside in a few net-

work communities, Communities 5, 8, and 44. From the topics of these communities, two

of them are in Chinatown and Harlem, presented in Figure 3.8). This suggests that these

low-income areas have a distinctive restaurant culture. When applying the same method to

the communities from TripAdvisor attractions and Twitter thematic networks, I do not find

communities having high percentages of demographic types. This implies that discussions

on Twitter and TripAdvisor attractions in Manhattan do not have patterns that correspond
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to the characteristics of its residents.

3.5.3 Identifying Nodes with Degrees of Uniqueness

Besides network level analysis, node level analysis allows us to identify important or inter-

esting places. As discussed in Section 3.4.3, nodes with the lowest weighted centrality are

the most unique ones and vice versa. In this Section, I will first examine the central nodes

(top 5 highest weighted centrality nodes) and the outliers (top 5 lowest weighted centrality

nodes), followed by exploring the community boundary nodes in the networks (i.e., nodes

that act as bridges between communities that carry their unique characteristics).

(a) TripAdvisor attraction (b) TripAdvisor restaurant (c) Twitter

Figure 3.9: Visualization of the networks and nodes where large node size represents bound-
ary nodes. Communities are colored the same as Figure 3.6).

Table 3.6 shows the topics for the central and outlier nodes in the network of TripAdvi-

sor restaurants. Observing the number of topics for the two kinds of nodes, central nodes

tend to have more diverse topics than the outliers. The topics of the outlier nodes show that

these are the tracts with attractions that are unique to Manhattan, including “Skylin” (Sky-

line), “rockefel center” (Rockefeller Center), “time squar” (Time Square), “grand central”

(Grand Central Station), “Statu” (Statue of Liberty), and “elli” (Ellis Island). Being unique

and distinctive, the outlier nodes have very low weighted degree centralities. This pattern
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of low degree centraliy nodes having distinctive topics also applies to the thematic similarity

network from Twitter and TripAdvisor restaurants. On the contrary, the central nodes have

a combination of common topics that enable them to have connections with many other

nodes.

Table 3.6: The topics of central nodes and outliers in thematic similarity network of Tri-
pAdvisor attractions.

Central Nodes Outlier Nodes

36061012000 36061013700

36061005000 36061010400

36061005400 36061007600

36061016700 36061009200

36061005502 36061000100

Figure 3.9 shows the positions of community boundary nodes in the three networks,

which to be expected are often at the edges of the communities. Identifying nodes with

these special positions facilitates us to identify places with hybrid characteristics from both

communities. Community boundary nodes connect the uniqueness between communities.

To demonstrate the ways that the topics from community boundary nodes include topics
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(a) An example from TripAdvisor attrac-
tions.

(b) An example from TripAdvisor restaurants.

Figure 3.10: Two examples of communities with boundary nodes and their respective topics.

from the communities, here I will show two examples from the TripAdvisor networks. First,

Figure 3.10a shows an example of the topics and characteristics of a community boundary

node and how the boundary node has the topics from two communities (i.e., Communi-

ties 14 and 12). However, when two communities have overlapping topics, the topics of the

community boundary node are not always the perfect combination of topics from the two

communities as shown in Figure 3.10b.

3.6 Conclusion

A place is a geographic location that has individuals’ experiences and meaning-making

processes from it. As a place has different meanings to different individuals, it is difficult to

summarize the collective sense of place (e.g., [127,135,138]). As more and more textual data

that describe people’s experiences of places are now available online via social media etc.,

it is possible to study places by crowdsourcing the online textual data from place reviews

and geolocated social media. Furthermore, through the utilization of network science and

natural language processing of crowdsourced experiences collected from individuals I can

also study the connections between places which reveals not only richer information about

the place itself and how places relate to each other.

To this end, in Chapter 3 I utilized TripAdvisor reviews and geolocated Twitter data to
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understand the characteristics and the connectedness of places. The complex relationships

between places were modeled via thematic (i.e., topical) similarity networks. While previous

research utilizing crowdsourced data allowed for the clustering of places (e.g., [63]), they do

not explore the connections between places and clusters. The network approach developed in

Chapter 3 enables us to perform clustering (i.e., network community detection) to discover

the network and node level patterns of places. More specifically, the contributions of this

research are as follows. First, similar to previous research with place clustering, the network

approach of places also allow to perform clustering on places using a network community

detection algorithm. The case study in Section 3.5.1 shows that community detected from

the thematic similarity network from restaurant reviews tend to have higher Moran’s I

value (i.e. geographical proximity) than that of attraction reviews and tweets. It suggests

that certain geographical clusters correspond to certain restaurant culture in Manhattan

(e.g., the bar and pub area at Downtown). Second, by using the network approach (as

discussed in Section 3.4), I am able to discover places of interest by exploiting the positions

of the places in the network. In the case study shown in Chapter 3, the places of interest

are places of different levels of uniqueness (Section 3.5.3). Third, from the TripAdvisor

restaurant network results, I found that even though most of the study area in Manhattan

is high-income, the low-income communities have a distinctive restaurant culture that the

high-income areas do not have (Section 3.5.2). Fourth, I explored implications of using such

data for studying places by comparing different datasets, which are Trip Advisor restaurants

and attractions reviews and Twitter (Section 3.5.1). TripAdvisor review data represents

experiences and perceptions people have directly about places, whereas geolocated Twitter

data does not necessarily reflect places. However, as our case study shows, by using topic

modeling one can overcome this challenge and filter out place-irrelevant topics, which do

not require the time consuming hand labeling process as supervised learning (as shown in

Section 3.5.1).

While this study has shown how places are connected through individuals’ experiences
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and adds to the growing area of geographic data science [181], there are several limita-

tions to this research. First, although the clustering algorithm used in this study (i.e., the

Girvan-Newman algorithm [176]), produces deterministic results, it might not be an ideal

choice when the networks become larger, say when expanding this research to larger areas.

Therefore, researchers who expand this research might want to consider less computation-

ally inexpensive algorithms such as Louvain community detection algorithm [182] which use

modularity optimization and has been shown to be scalable [183]. Second, in this study,

we define places as census tracts and further analysis is required to test whether some of

the results still stand when places are defined otherwise (e.g., zip codes, city blocks etc.).

Nonetheless, using census tracts in this research had the advantage of combining textual

VGI data with Census data for further analysis (as shown in Section 3.5.2). Turning to

future work, other centrality measures (e.g., betweenness centrality, eigenvector centrality)

could be explored to discover places of interest other than degree centrality and boundary

nodes. Additionally, topic models could be trained by merging data from three datasets

so that the topics are comparable across networks. As this work does not take tokens

such as emojis into consideration, future work could explore topic models by incorporating

them (e.g., [184,185]). The network can also constructed differently with edges representing

similarities measured by methods other than topic similarity such as similarity based on

users’ visit history, which has often been used in collaborative recommender systems [186].

Even with these limitations and potential areas of further work, the research presented in

this chapter demonstrates a novel approach of studying places and their connections by

combining textual VGI with network analysis.
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Chapter 4: Achieving Situational Awareness of Drug Cartels

with Geolocated Social Media

Using geolocated tweets to achieve situational awareness is an often researched topic in dis-

aster and emergency management. However, little has been done in the area of drug cartels,

which as transnational crime organizations, continue to pose great risk to the stability of

our communities. This paper made an initial effort in using geolocated social media via

Twitter to achieve situational awareness of drug cartels through spatial and temporal anal-

ysis of clusters of named entities. A cluster of named entities contains entities with similar

semantic meanings. The results show that detecting peaks in the time series of frequently

occurring entity clusters enables us to track important events in regard to drug cartels. Cor-

relations between time series also provide valuable insights into the synchronicity between

different events. Further, spatiotemporal analysis allowed us to study the temporal saliency

of events in different countries that are being impacted by drug cartel activity. By focus-

ing on prominent peak activity of high frequency tweets, we show important information

on events that account for variance in their spatiotemporal patterns. Finally, as previous

research using social media to achieve situational awareness argue that one of the chal-

lenge of using geolocated social media data is that of working with messy and noisy data,

this research also addresses challenges of language ambiguity in the context of achieving

situational awareness on drug cartels.

4.1 Introduction

Drug cartel organizations, as transnational crime organizations, are widely recognized as

a threat to societies world wide [187]. According to O’Neil [188], over 10,000 drug-related

killings between 2006 and 2009 in Mexico alone and from mid-2006 to September 2011,
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more than 47,500 people died in drug cartel or gang-related killings [189]. In the 1990s,

U.S. law enforcement officials had estimated the annual revenues from cocaine trafficking

to be 29 billion dollars a year in just the United States [190]. Therefore, previous research

on drug cartels placed a heavy focus on drug related gangs, trade, and corruption in the

Americas such as Mexico and Columbia [191–194]. In terms of drug cartel situational

analysis, most of the previous research conducts qualitative analysis (e.g., review articles

on drug cartel organizational evolutions [195]). Meanwhile, recent studies have also shown

that Twitter is one of the most important social media platform that people use to discuss

drug cartels and crimes, especially in the countries (e.g., Mexico) where traditional media

is censored by drug cartels [196, 197]. The research presented in this chapter aims to

propose a pipeline to gain situational awareness using geolocated tweets in regard to drug

cartels. Achieving situational awareness (SA) is to gain perception of the elements in

the environment through time and space and understand their meaning in order to make

decisions for future actions [198]. Based on this widely cited definition from Endsley [198],

there are a few key components of achieving SA, which are “elements”, “time”, and “space”.

Similar definition of SA in the context of disaster management that organizes information

is into place, time, and concept/theme [199]. To adopted these definitions and theories to

the context of drug cartel informatics, I define elements of SA for drug cartels to be key

events of drug cartels, and achieving SA is to gain perception of the key events through

space and time.

Since collecting tweets by keywords often lead to very noisy results [200], I first clus-

tered named entities of tweets using k-means and filtered out the irrelevant clusters of

entities. The clusters of relevant entities are therefore, considered as concepts/themes that

are analyzed by characterizing spatiotemporal trends of their frequencies. Then to gain bet-

ter understanding of notable events underlying the spatiotemporal trends, high frequency

tweets are queried from peak days of certain geographic regions. In the remainder of Chap-

ter 4, I will first discuss previous related research (Section 4.2) followed by introducing the

dataset used in this research (Section 4.3). I will also introduce the methodology used for
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named entity recognition, clustering and time series analysis (Section 4.4). Finally I will

present the results of querying notable events through identifying peaks of time series of

entity cluster frequencies in Section 4.5 and conclude the chapter in Section 4.6.

4.2 Related Work

Previous research on situational awareness, social media, and drug cartels can be categorized

into two areas, first is research about drug cartel and social media and the second one is

situational awareness using social media data. This section will discuss research in this two

area and how these related studies inform the research design presented in Chapter 4.

Research on social media and drug cartels has focused on how citizens and journalists

use social media as an alternative for news reporting and information curating in the context

of Mexican drug war and censorship posed by Mexican governmental and non-governmental

forces (e.g., [196,197,201]). While many Mexican journalists choose to write about crimes

of drug cartels using more implicit and intentionally ambiguous words, one of the most

followed Twitter account that shapes the Mexican public sphere is by “Blog del Narco” that

reflect what Mexican citizens discuss about drug cartels [202, 203]. Meanwhile, Roberts et

al. [204] proposed that even though social media data as a form of news reporting has many

biases, such as internet access and demographic bias, it provides contextual information that

helps formal news reporting. Besides journalists, citizens in armed conflict areas also use

social media as a form of civic media [197,203] and De Choudhury et al. [205] found that the

affective response to armed conflicts showed Twitter users became desensitization to violence

reporting. In addition to citizens using social media for acquiring drug cartel information,

some studies explored how drug cartels themselves use social media for communication in

order to further their criminal activities on Facebook [206]. Womer et al. [207] discovered

that self-claimed terrorists, Sureños gang members and Mexican drug cartel members show

an organizational culture on YouTube with religious and spiritual tones. For the research

presented here, I do not assume that drug cartel members use Twitter nor do I seek to search

for information posed by them. However, as previous studies have shown that social media
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is used as a crucial data source by citizens and journalists in the context of the Mexican drug

war, Twitter has been shown to be a quality data source to achieve situational awareness

for drug cartel information [197,203,204].

In the area of using social media to enhance situational awareness, there has been a large

volume of research carried out in the case of emergency and disaster management [200]. Ge-

olocated social media has been considered to be a form of volunteered geographic informa-

tion (VGI) [208–210]. VGI has also been shown to be useful for crisis management [70,211].

Previous studies have shown that there is correspondence between real events with the al-

gorithm detected events from Twitter data and linking event detection from Twitter and

online news can provide situational awareness [212]. Event detection from Twitter has also

been demonstrated to be helpful for overcoming limitations of keyword-based Twitter data

collection and thus I can focus on specific pieces of situational information that are valuable

for responders [200]. It has been demonstrated that one of the most challenging task within

this area of research is on how to extract relevant information from tweets. For example,

Vieweg et al. named those who post tweets relevant to situational awareness with geolo-

cations as “high-yield tweeters” [213] and Amirkhanyan et al. [214] aimed to understand

which parameters from Twitter data can help us recognize tweets that are providing useful

situational awareness information. With identifying the relevant information from Twitter

data, various methods have been proposed for knowledge extraction from the tweets, includ-

ing learning temporal change of emergency situations, how the temporal changes relates to

the location of the tweets, and topic discovery to better enhance situation awareness of the

emergency and disaster events [215, 216]. Research has also highlighted that the location

data from Twitter is an important element of situational awareness, which include geoloca-

tion of the tweets (i.e., where the tweets was collected) and geo-reference data (i.e. location

and place names mentioned in tweets in the text form) [199,213]. Other than Twitter data,

previous research has shown how other social media platforms, such as Flickr, can inform

us on events during crisis [16]. In addition, MacEachren et al. [199] argued that using social
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media data for situational assessment in crisis management, the classic approach to orga-

nizing information into place, time, and concept components supports foraging and making

sense of crisis.

To summarize, even though previous research using Twitter data to achieve situational

awareness did not touch on the topic of drug cartels, many studies has also shown that

social media data has been a critical channel of communicating cartel related information

especially in the case of Mexican censorship on traditional media outlets. In Chapter 4, I use

Twitter data to achieve situational awareness of drug cartel related events and information.

As related research has shown that the challenges of using Twitter to gain situational

awareness is data filtering, in the next section, I will describe the dataset used for this

research and the technique and results of filtering tweets that do not contribute to the

knowledge of drug cartel situations.

4.3 Data

To gain situational awareness of drug cartels, geolocated tweets were collected using key-

words including “sinalo”, “cartel”, “cartels”, “zetas”, “ms-13”, and “ms13”. The geolo-

cation of the tweets mainly comes from three sources—location from Twitter user profile,

locations from computer IP address, and locations from the precise GPS coordinates from

the tweets and the number of tweets from these categories are 407812, 9236, and 2005 re-

spectively. The data were collected during November 1, 2018 to November 30, 2018. The

total number of tweets collected is 828,596, among which more than 95% were from En-

glish or Spanish speaking countries. However, minor differences exist between the language

spoken by the countries that the tweets were collected from (i.e. Twitter’s language set-

ting) and the language that the tweets were written in. I removed languages that are not

in English and Spanish speaking countries to focus on the situation of Mexican drug war

(Section 4.2). Table 4.1 presents the summaries of the data after removal other languages

and the column “Entities” refers to the count of named entities for each language, which

will be explained further in Section 4.4. Table 4.1 also shows that many tweets in the data
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are not original but retweets from the other users (i.e., number of unique tweets).

Table 4.1: Tweet and entity counts by languages.

Language Tweets Unique Tweets Entities

English 403,742 139,369 456,962
Spanish 384,591 131,790 353,556
Total 788,333 271,159 810,518

4.4 Methodology

In order to mine knowledge and thus achieve situational awareness from the tweets, the

methodology used to in this research involves three major steps—named entity recognition

(NER), named entity clustering, and spatiotemporal analysis of named entity clusters. The

workflow is illustrated in Figure 4.1.

Figure 4.1: The workflow of achieving situational awareness of drug cartels using geolocated
tweets.

Named Entity Recognition (NER) is a widely used technique in Natural Language Pro-

cessing (NLP) to extract structured information from unstructured textual data [217]. Early

works of NER aimed to recognize “proper names” in general and overall the most studied

types are “people”, “locations”, and “organizations” [217]. Each of the three entity types

can be divided into subcategories such as identifying “politicians” instead of “people” or

“city” rather than “locations”. As a well-researched area, many algorithms and systems

66



have been designed for NER tasks. In this research, NER was conducted using an off-the-

shelf NER system named TextRazor [218]. Other than the named entities, the results from

TextRazor also includes fine-grained entity types based on Freebase [219], a collaborative

knowledge base and a Wikipedia link for the entities. I then removed entities that are not

essential for enhancing situational awareness such as urls and numbers. Even though some

urls may lead to information that is relevant for gaining SA of drug cartels, the research

of this chapter does not consider this type of data and Section 4.6 will discuss it further

as future research. Eventually, removing non-essential entities results in a total number of

810,518 named entities (Table 4.1).

Keywords-based social media data collection often results in a lot of noise [200]. The

named entities extracted from tweets are no exception. The bilingual nature of the dataset

also make it more challenging to disambiguate entities that are relevant for gaining SA of

drug cartels from irrelevant ones. For instance, one of the keywords used for collecting

tweets is “cartel”, which in Spanish has meaning of “poster”. To filter entities that are

irrelevant in order to gain situational awareness of drug cartels, I transformed entities in

natural language form into pre-trained word embeddings and used a clustering algorithms to

cluster entities into groups and then removed groups of entities that are irrelevant manually.

Pre-trained word embeddings map words (i.e., entities) into vectors of numbers so that words

with similar semantic meanings are closer to each other in vector space. More specifically,

the pre-trained embeddings used in this chapter are from FastText that provides aligned

multilingual word vectors [220]. One of the disadvantages of the common pre-trained word

embeddings are that they cannot handle homographs, words with different meanings [221].

To mitigate this problem, in the case of clustering tweets by using embeddings of the entities

in the tweets, I sum up vectors of all words of all entities in each tweet. For instance,

although “cartel” has different meanings, by adding the vector of “drug” and the vector

of “cartel”, the vector of “drug cartel” represents more accurately the meaning needed

for the research presented in Chapter 4. The convention of vector length for pre-trained

word embeddings is 300 [114] and thus named entities are transformed into vectors of 300
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numbers.

After tokenizing words into vectors, I clustered tweets using K-means clustering al-

gorithm. K-means is an unsupervised learning method to cluster data into k number of

topics. It is an iterative algorithm starting with k random centroids and at each iteration,

the algorithm then assigns data points to their nearest centroids. After each iteration,

it recalculates the centroids of clusters. The algorithm stops when there is no change of

centroids. Applying K-means to the entity vectors, the parameter k was decided to be 100

using the elbow method [222]. The elbow method is a common heuristic that determines the

optimal number of clusters where the quality of clusters (i.e., the sum of in-cluster distance)

does not increase as sharp as the number of clusters increases and thus does not worth the

computation cost to split data into higher number of clusters [223]. After clustering, entities

in the same clusters have similar semantic meanings. I then assume that each cluster has

underlying coherent topics, discussed further in Section 4.5.1.

Finally, spatiotemporal analysis is a common method used for SA research (e.g., [199,

215, 216]). More specifically, the research presented in this chapter examines the temporal

and spatial patterns of the clusters (i.e., topics). The purpose of temporal analysis of clusters

is to understand the patterns of time series of cluster frequencies throughout Nov, 2018,

which is the time frame of the data collection. Patterns of time series involve detecting peaks

and peak prominence used widely in signal processing [224]. In the context of the research

presented in Chapter 4, detecting peaks and their prominence of entity clusters frequencies

enables us to discover important events discussed on Twitter, which are bursts (i.e., sharp in

frequency) of certain discussions [225]. In addition, the time series of cluster frequencies are

also tested for correlations between each other in order to explore potential concurrence of

detected events. While analyzing the detected named entities from all geolocations inform

us about the general situations of drug cartel related events, it is also possible that certain

events show local peaks in the time series from different places (e.g., countries). Therefore,

the spatial patterns of time series peaks were then examined to discover local events and

thus achieving a more local situational awareness.
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4.5 Results

In this section, I will first present the results from named entity recognition, clustering

results of these entities, and keywords in the relevant clusters after cluster filtering in Sec-

tion 4.5.1. Then I will discuss the results from spatiotemporal analysis of these entity

clusters in Sections 4.5.2 and 4.5.3.

4.5.1 Entity Filtering

As discussed in Methodology section, named entities are clustered into 100 clusters. I

determined manually which clusters are relevant for achieving situational awareness and

removed clusters that are determined to be irrelevant. The complete code and results are

available at https://bitbucket.org/xiaoyiyuan/cartel and the statistical summaries

of the clusters before and after filtering is shown in Table 4.2. Even though only 14 out

of 100 clusters are chosen to be relevant, they consisted of 40.53% of all the entities with

a total number of 328,519. Table 4.2 also shows that even though 40.53% of the entities

are in relevant clusters, the unique entities in these clusters are only consisted of 11.61% of

all unique entities. It suggests that the irrelevant entity clusters that are filtered out have

lower frequency than the relevant entity clusters. The reason is that the relevant entities

are overall high frequency entities.

Table 4.2: Named entity counts before and after K-Means filtering.

Entities Unique Entities

Before Filtering 810,518 53,586
After Filtering 328,519 6,221

Ratio 40.53% 11.61%

The relevant clusters are also shown in Table 4.3. For each cluster, only 15 entities

that have the highest frequencies in the dataset are shown. It is worth noting that some

keywords used for data collection (i.e.,“ms-13” and “ms13”) are not shown in Table 4.3.
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Table 4.3: Clusters of relevant entities and their frequencies.

ID Entities

2 mexico (10064), mexican (9620), méxico (4509), mexicans (568), mexico presi-
dents (233), mexico presidents (233), mexicanos (212), mexico city (172), peru
(103), u.s. mexico (100), ciudad méxico (83), narcos mexico (55), tijuana mex-
ico (51), mex (47), guatemalan (40), ciudad mexico (23)

14 gang member (4618), caravan (4419), white supremacis (1268), gangs (1161),
18th street gang (267), gang violence (256), arctic (232), rush (209), pale
(108), massive attack (106), bloods (75), running (75), plastic surgeon (70),
diamond (67), terrorist attack (56)

18 us (8918), democrats (3840), law (3735), police (2359), citizens (1812), taxes
(1784), congress (1767), democrat (928), mexican police escort (913), haiti
(683), republicans (588), democrat party (388), governor (379), republican
(332), prosecutors (302)

25 sinaloa (5163), tijuana (2292), jalisco (1534), oaxaca (1009), guadalajara (547),
tamaulipas (459), cártel sinaloa (394), veracruz (333), mexicano (203), mon-
terry (186), tecate (158), chilpancingo (143), acapulco (142), coahuila (135),
chihuahua (117)

26 trump (9023), clinton (3868), obama administration (3179), obama (2176),
president (1059), clinton foundation (698), hillary (623), president trump
(601), gop (290), pelosi (285), donald trump (273), bush (147), putin (138),
trudeau (106), muslim obama (102)

43 drug cartel (4026), factory new ak-47 cartels (433), trafficking (340), human
traffickers (314), tinubus drug cartel (199), rush u.s. border drug cartels find
new routes(195), human trafficker (86), traffickers (56), cartels drugs human
traffickers (55), drug (51), cartels (48), record cocaine production (23), cartels
lobbyists (22), money cartel families (21), founding zetas cartel member killed
mexican prison (20)

52 abogado (3658), sindicato (608), partido gobierno (331), u.s. federal (317),
poĺıtico (302), partido (261), ceda (252), partido revolucionario (241), gobierno
(210), amlo (207), presidente (186), alcalde (175), congreso (142), gobierno
eeuu (118), unión (105)

55 zetas (4285), terrorists (1226), farc (836), fbi (650), dea (597), interpol (456),
cártel zetas (325), cia (305), eln (199), mafia (198), terrorist (186), grupo
terrorista (145), dea agent (133), swat (132), asesinan (130)

70 peña nieto (653), calderón (492), maldonado (311), damaris reyes rivas (275),
diosdado cabello (256), castro (253), cifuentes villa (147), escobar (147), galán
(136), cabal (100), medina mora (94), bravo (75), peña (64), yunes linares
(47), león (44)
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Table 4.3: Clusters of relevant entities and their frequencies (continued).

ID Entities

73 colombia (4282), venezuela (2156), honduras (2130), guatemala (1431), bo-
gotá (1212), medelĺın (860), honduran (439), nicaragua (360), medellin (312),
ecuador (223), caracas (220), cali (195), perú (168), columbian (160), venez
(151)

77 cartel (116228), cartel sinaloa (7829), sinaloa cartel (2036), cartel medelĺın
(1047), zetas cartel (950), tijuana cartel (861), carteles (438), gulf cartel (386),
cartel toga (334), sinaloa drug cartel (323), guadalajara cartel (271), cartel
medellin (200), jefe cartel soles (176), cartel paz (176), red dragon cartel (146)

78 chapo guzmán nueva york (1270), new york (706), new route (245), new (202),
brooklyn (198), neuva york (186), neuva orleans (162), jalisco nueva generación
(152), new ms13 (118), new york times (90), new mexico (64), new blood (43),
newyork (41), nyc (39), jersey (37)

98 chapo (5193), chapo guzmán (1666), zambada (472) chapo trial (382), abogado
chapo (87), chapo guzman (66), joaqúın chapo (55), juicio chapo (55), rey
zambada (46), julgamento chapo (44), joaquin chapo (40), narcotraficante
zambada (34), joaqúın el chapo (34), advogados chapo (22), joaqúın el chapo
(19)

99 border patrol (7301), u.s. border (5262), u.s. border patrol (742), us border
(591), customs border protection (565), mexican border (324), united states
border (190), united states border patrol (189), border (159), reserach (150),
borders (143), earth (118), us border patrol (111), border mexico (77), texas
border (74)

e1 ms13 (7060), ms-13 (35637)

The reason is that there is a small proportion of entities that are not found in the FastText

English and Spanish aligned embeddings. As presented in Table 4.2, the number of unique

entities before filtering is 53586, among which those that are found in FastText are 46870.

Therefore, around 87% of unique entities have FastText word embeddings and thus were

included in the clustering algorithm. Even though the entities that were not included in

the clustering algorithm are often low frequency entities because they will not contribute as

much to the overall trend of cartel related events as high frequency entities, “ms-13” and

“ms13” are exceptions that appear very frequently in the dataset. Therefore, I included the

keywords as an extra relevant cluster, listed on the bottom of Table 4.3 as e1. As presented

in Table 4.3, majority of the clusters have coherent themes/topics based on the top entities.
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For instance, Cluster 2 and 25 are city names and place names of Mexico and Cluster 73

is consisted of country names of the Northern Triangle. In addition, Cluster 14 is about

gangs and Cluster 43, 77, 78, and 98 are about cartels with different emphasis. Cluster 43

is on cartel and human trafficking and Cluster 77 includes a few world famous drug cartel

organizations (e.g., Sinaloa, Medellin, and Zetas and Tijuana cartel). Cluster 78 and Cluster

98 has entities that are referring to a specific event that the leader of Sinaloa cartel El Chapo

was sentenced by the U.S. federal court. There are also clusters consisted of entities of US

politicians (Cluster 26), US politics (Cluster 18), and U.S. border control (Cluster 99).

Similarly, Cluster 70 includes Mexican politicians (“peña nieto” and “calderón”), Former

Speaker of the National Assembly of Venezuela (“diosdado cabello”), drug cartel (“cifuentes

villa” and “escobar”). In addition, Cluster 77 (Table 4.3) has an outlier entity “cartel” that

has a much higher frequencies than the most frequent entities in other cluster. Considering

that the word “cartel” alone is too general and will dwarf the patterns of other clusters

in comparison, I removed entity “cartel” from the rest of the analysis. It is worth noting

that entities that contain the word “cartel” are not removed, such as “cartel sinaloa”. To

summarize, two goals are achieved in this step of entity clustering, which are filtering out

irrelevant clusters of entities and grouping relevant entities into clusters (i.e., topics).

4.5.2 Temporal Analysis of Entity Clusters

The overall frequencies of each cluster appear in the dataset are presented in Figure 4.2.

Clusters about MS-13 (Cluster e1) and cluster about US and politics (Cluster 18) have

the highest frequencies while cluster about drug cartel and human trafficker (Cluster 43)

clusters of Central America politicians (Cluster 70) and Chapo Guzmán New York (Cluster

78) are the lowest in frequencies.

Even though the frequencies enable us to gain insights on the relative popularity of

clusters, it does not show when the clusters reach its peak in frequencies and what the

underlying events cause the peaks. To dig deeper into how entity clusters fluctuate along

the one-month time frame, Figure 4.3 presents time series of the cluster frequencies. In
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the remainder of this section, I will use measures from signal processing to characterize the

time series patterns to make sense of the drug cartel situations.

Figure 4.2: Frequencies of entity clusters.

Peak Detection

One of the common ways to characterize time series is to detect peaks and their prominences

(i.e., how sharp the peak is) [224]. When the prominence is high, it is easy to visually detect

peaks. However, visually detecting peaks relies heavily on data visualization, which is some-

times misleading. For instance, Figure 4.2 shows that Cluster 43 overall has low frequencies

compared to other clusters and thus in Figure 4.3, the fluctuation is not as visually obvious

as some of the other clusters (e.g., Cluster 2). Therefore, I used a quantitative measure

to detect peaks and their prominences [226]. The peaks are detected by finding all local

maxima by comparing neighboring values. Figure 4.3 shows the time series of each cluster

within a month and the peaks of each time series are marked by red. One of the most dis-

tinctive features from Figure 4.3 is that all of the clusters peak have peaks on Day 14 (i.e.,

Nov 14, 2018) except for Cluster e1 (“MS-13”). To find out what events caused the burst

of discussions on almost all clusters on Day 14, I queried the original tweets that have the

highest frequencies of clustered that peaked on Day 14. Table 4.4 shows the tweets, which

features El Chapo and the jury. El Chapo is a former leader of the Sinaloa cartel, which

was one of the biggest supplier of drugs to the US. The detected trial event is referring to
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Figure 4.3: Time series of frequencies of entity clusters with peaks highlighted with red.

the trial in New York city where his key associates are expected to testify against him. Day

14 is also the day that cartel member testifies at New York El Chapo trial. In addition,

Cluster 98 features the entities such as “chapo” and “chapo trial” has its peak with highest

prominences (Cluster 98 in Table 4.3). This example shows that by quantifying peaks and

peak prominences, one can gain understanding of current events in regards to drug cartels

by querying high frequency tweets on peaks. In the example of Day 14 and El Chapo trial,

the high frequency tweets are sufficient to construct a consistent topic of what is happen-

ing on Day 14 and the events underlying the peaks of Day 14. Interestingly, the highest

frequency tweet from Cluster 18 does not mention El Chapo trial and insteand, it is a poll

about border security. Cluster 99 is also about U.S. border, featuring the event of caravan

immigrants from Mexico. It suggests two reasons for peaks of various clusters to occur on

the same day—same event discussed from different perspective (e.g., El Chapo trial bribe

and Sinaloa cartel) and different events (e.g., El Chapo trial and border control).
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Table 4.4: Tweets of highest frequency from clusters that peaked on day 14 of Nov 2018

ID Original Tweets English Translation*

2 ÚLTIMO MOMENTO: según la agencia AFP,
el abogado de El Chapo denunció que el actual
Presidente de México y su anteceso recibieron
sobornos del cartel de Sinaloa.

LAST MOMENT: according to the AFP agency,
El Chapo’s lawyer reported that the current
President of Mexico and his predecessor received
bribes from the Sinaloa cartel.

14 The Disappeared’ became a chilling part of Latin
America’s Cold War vocabulary. Today gang vi-
olence is taking an even bigger toll.

N/A

18 #LDTPoll: Do you believe every American
should support border security to protect citi-
zens from criminal illegal migrants

N/A

25 Pues algo si es cierto: FelipeCalderon empoderó
al Chapo (intencionadamente o no). El cartel de
Sinaloa fue el más beneficiado durante su gob-
ierno (intencionadamente o no).

Well, something is true: FelipeCalderon em-
powered El Chapo (intentionally or not). The
Sinaloa cartel was the most benefited during his
government (intentionally or not).

52 ÚLTIMO MOMENTO: según la agencia AFP,
el abogado de El Chapo denunció que el actual
Presidente de México y su anteceso recibieron
sobornos del cartel de Sinaloa.

LAST MOMENT: according to the AFP agency,
El Chapo’s lawyer reported that the current
President of Mexico and his predecessor received
bribes from the Sinaloa cartel.

55 Cuando esta gente habla de “los organismos in-
ternacionales” ¿Se refiere al Cártel de Sinaloa?
¿A los Zetas?¿A los Soles? ¿Al frente Oliver Sin-
isterra? Qué curiosidad.

When these people talk about “international or-
ganizations”, do they mean the Sinaloa Cartel?
To the Zetas? To the Suns? Oliver Sinisterra up
front? How curious.

70 Sinaloa financiaba a la derecha incluyendo a peña
nieto y a Calderón. Lo dijo el propio abogado del
Chapo Guzmán.

Sinaloa financed the right, including Peña Nieto
and Calderón. Chapo Guzmán’s own lawyer said
it.

73 Palabras de @lopezobrador “Convertir a México
en Venezuela es malo; pero trágico seŕıa conver-
tirla en Colombia, un páıs que vive una dictadura
disfrazada de democracia. Un páıs donde su clase
poĺıtica autoriza más asesinatos que el Cartel de
Sinalo”.

To turn Mexico into Venezuela is bad; but tragic
would be to turn it into Colombia, a country that
lives a dictatorship disguised as democracy. A
country where its political class authorizes more
murders than the Sinaloa Cartel.

77 Ampĺıa El abogado del capo narco Chapo
Guzmán, Jeffrey Lichtman, aseguró al jurado que
el cartel de Sinaloa pagó millonarios sobornos al
actual presidente de México, Enrique Peña Ni-
eto, y a su antecesor Felipe Calderón.

Expand The lawyer of drug lord Chapo Guzmán,
Jeffrey Lichtman, assured the jury that the
Sinaloa cartel paid millionaire bribes to the cur-
rent President of Mexico, Enrique Peña Nieto,
and his predecessor Felipe Calderón.

78 #UPDATE Drug baron Joaquin “El Chapo”
Guzman’s defense told his New York trial that
his cartel bribed Mexican presidents.

N/A

98 ÚLTIMO MOMENTO: según la agencia AFP,
el abogado de El Chapo denunció que el actual
Presidente de México y su anteceso recibieron
sobornos del cartel de Sinaloa.

LAST MOMENT: according to the AFP agency,
El Chapo’s lawyer reported that the current
President of Mexico and his predecessor received
bribes from the Sinaloa cartel.

99 Mexican Government Partnering with Cartels to
Move Migrants to U.S. Border: Mexican Police
Escort 400 from Migrant Caravan.

N/A

* The English translation was provided by Google Translation.

This example of Day 14 shows that I can query tweets from clusters based on shared

time series characteristics to understand concurrent events (e.g., peaking on the same day).

However, the patterns of multiple clusters peaking on the same day was detected by ob-

servation. To automatically detect whether these time series sharing similar features (i.e.,
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shapes), I calculated the correlations between them, which are presented in the following

section.

Correlations Between Temporal Trends

To quantify correlations between the time series of entity clusters in order to extract cor-

respondence of events, I used Pearson’s correlation [227]. Table 4.5 shows the correlation

coefficients and their P values. Among all pairs of clusters, Clusters 77 and 98 are correlated

with most of other clusters, including Cluster 2, 25, 55. Based on Table 4.3, Cluster 77 is

about various cartel names and similarly, Cluster 25, 55, and 98 are clusters that include

cartel names as well, while Cluster 2 features place names in Mexico and Cluster 70 is about

Central American politicians. Meanwhile, it is not surprising to find that Clusters 2, 25,

52, and 55 are correlated with on another as well. Among all the combinations of these

clusters, Cluster 52 and Cluster 98 has the highest correlation coefficients, i.e. 0.928 with

more than 99.999% confidence interval. Based on previous discussion and Table 4.4, Cluster

52 and 98 share the same high frequency tweets with exactly the same texts, drawing con-

nection between El Chapo (Cluster 98) and Sinaloa cartel (Cluster 52) by claiming that El

Chapo’s lawyer reported that the president of Mexico and his predecessors received bribes

from Sinaloa cartel. Cluster 98 (i.e., El Chapo) is also highly correlated with Clusters 25

(i.e., Mexican place names such as Sinaloa) and 77 (cartels such as Sinaloa and Medelĺın)

with correlation coefficients as 0.859 and 0.817 respectively. Based on the entity clustering

results in Table 4.3, the reason that Cluster 25 and Cluster 77 being highly correlated may

be that the entities in these two clusters are highly similar to each other. Sinaloa is both a

place name in Mexico and a cartel name. Although it is easy for a human to differentiate

that Sinaloa in the context of drug cartel is more likely to be referred to be a cartel name,

this problem of language ambiguity, specifically homonyms in natural languages is still a

difficult problem for computational models [228]. Especially in this research, a generic word

embedding was utilized where one word (even with various meanings) is only mapped to

one vector. As many researchers have found advanced algorithms to mitigate this problem,
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it is beyond the scope of the research presented in Chapter 4 and it will be addressed as one

of the future research directions. Despite the challenge of language ambiguity, it shows that

highly correlated clusters inform us about the connection between clusters (e.g., Cluster 98

of El Chapo and Cluster 52 of Sinaloa cartel) and by querying the high frequency tweets

from these clusters on their peak days (e.g., “El Chapo’s lawyer reported that the current

President of Mexico and his predecessor received bribes from the Sinaloa cartel”), I can

gain a better understanding in terms of why these two clusters are correlated.

In addition, Cluster e1 (“MS-13”) has the most negative correlation coefficients with

other clusters (Clusters 2, 25, 52, 77, 78, and 98) but have high positive correlation coef-

ficients with Clusters 2 and 14 (Table 4.5). While the clusters negatively correlated with

“MS-13” are clusters featuring Mexican and Northern Triangle drug cartels and politicians,

the clusters it correlates positively with are clusters mostly written in English featuring

“gang members”, “white supremacies”, “US” and US politics. It shows that the discussions

of “MS-13” are less as a drug cartel but more as a “gang” in the context of the US. It begs

the question that whether the same peaks and time series correlations will be presented if the

data is examined by different geolocations (i.e., where the tweets was posted). Therefore,

the next section will explore the spatial component of the time series characteristics.

4.5.3 Spatial and Temporal Analysis of Entity Clusters

The twitter data was consisted of tweets written in English and Spanish. Even though there

are about 51% English tweets, entities with geolocation of the US is consisted of 70% of them

because some tweets in Spanish are posted from a US location (Table 4.1). The top four

countries with highest number of entities are the US (168,041), Mexico (19,859), Columbia

(11,170), and Venezuela (7,694) and Figure 4.4 is the time series from these four countries

for Cluster 98 about El Chapo, which was analyzed in the previous section as an important

theme of Nov 2018. Figure 4.4 shows that the time series shape varies significantly from

country to country.

In Figure 4.4, some of them have the highest peak on Day 14 (i.e., the US and Mexico)
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Figure 4.4: Time series of frequencies of entity Cluster 98 in the US, Mexico, Columbia,
and Venezuela.

while others peaked the highest on Day 21 (i.e., Venezuela). To make sense of the spatial

component of the time series for cluster 18, Figure 4.5 shows heat maps of the tweets on

days that peaks appear in these four countries. On Day 14 that many geolocated countries

peaked, hot spots appeared on the map in all of the four countries. Additionally, Mexico

has the warmest colored spot (around Mexico City) denoting that the area has the highest

number of tweets of Cluster 98 on Day 14, which is the day of a large number of El Chapo

trial related tweets. Besides Day 14, all of the four countries peaked at around Days from

19-21 (Figure 4.4). The heat map illustrated the peaks spatially as hot spots in Figure 4.5.

The hot spots in Mexico from Day 18 to Day 21 (Figure 4.5(b)-(e)) slowly dissipate. At the

same time, new hot spots appear from Day 18 to 21 in Ecuador and Venezuela. To find out

the reason why these peaks appear in different days and in different countries, I examined

the high frequency tweets on Day 14 and Day 18-21 in the four countries. As discussed in

Section 4.5.2, the high frequency tweets on Day 14 are about El Chapo trial and bribe and

when examining tweets by country, the theme stays the same no matter in which country

79



(a) Day 14 (b) Day 18

(c) Day 19 (d) Day 20

(e) Day 21

Figure 4.5: Heat maps of frequencies of Cluster 98 for Day 14 and Days 18-21. The legend
on the upper right of each map denotes the percentage of magnitude.
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on Day 14. However, on Day 21, the high frequency tweets are no longer about the same

El Chapo bribe. In Venezuela, people are more interested in an event about El Chapo

and Venezuela, presented in Table 4.6. The tweet is still relevant to the trial but from the

perspective that is Sinaloa cartel fleeing the country in a Venezuela airport. This example

showcases the spatiotemporal pattern highlights how people in different locations care about

same events (Cluster 98) but from different perspective (e.g., Cluster 98 in Mexico on Day

14 versus Cluster 98 in Venezuela on Day 21).

Table 4.6: An example of tweets of high frequency on peak day in Venezuela

Original Tweets English Translation*

Ahora que en el juicio del “Chapo
Guzmán” salen a relucir aviones de Aero-
postal, es bueno recordar que el cartel de
Sinaloa aterrizó y despegó aviones en Mai-
quet́ıa ...y nada más y nada menos que a
escasos metros del hangar presidencial.

Now that in the “Chapo Guzmán” trial
Aeropostal planes come to light, it is
good to remember that the Sinaloa cartel
landed and took off planes in Maiquet́ıa ...
and nothing more and nothing less than a
few meters from the presidential hangar.

* The English translation was provided by Google Translation.

4.6 Conclusion

Drug cartels are detrimental to the stability of societies across the globe and gaining timely

situational awareness of of drug cartels enables us to understand what is the current notable

events in regard to these transnational crime organizations. Even though geolocated social

media is a useful data source for this task, they are often noisy and messy. In the research

presented in Chapter 4, I extracted the named entities of geolocated tweets collected using

several drug cartel related key words (i.e., “sinalo”, “cartel”, “cartels”, “zetas”, “ms-13”,

and “ms13”). However, not all of the tweets are relevant to drug cartels because of language

ambiguity such as homonym (e.g., “sinalo” as in place name in Mexico or as in Sinalo

cartel) and the nature of multilingual tweets (e.g., different meanings of “cartel” in Spanish

and English). I transformed the extracted named entities into word vectors using aligned
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FastText pre-trained word vectors and clustered them into different groups of entities. The

irrelevant entity clusters are then removed and the relevant entity clusters are analyzed as

concepts/themes.

The main contributions of this research are three-folded. First, this research proposes a

pipeline of achieving drug cartel situational awareness, which detects the temporal trend of

entity clusters by borrowing measurements from signal processing, including peak detection

and peak prominence. By detecting the peaks of entity cluster frequencies, I can query

tweets containing notable events of certain time frame (e.g. a month). In addition, by

measuring correlations between these time series, I can detect the concurrent events from

tweets. Second, the research demonstrated that by obtaining time series peaks from dif-

ferent regions (e.g., countries), I can detect the nuances of how same events are perceived

differently. For instance, tweets geolocated in Mexico presented peaks on Day 14 for events

of El Chapo trial in New York in terms of bribe to Mexican presidents whereas tweets geolo-

cated in Venezuela showed peaks on Day 21 for events of El Chapo and Sinalo cartel fleeing

from a Venezuela airport. Third, the research in Chapter 4 demonstrated that even though

keywords-based Twitter data collection results in noisy results, clustering entity word vec-

tors is useful for removing noises to a considerable degree. There are, however, several

limitations to this research. The process of detecting relevant clusters is manual, which

could result in delay of achieving timely situation awareness. Even though we could use the

results of manual labels for relevant/irrelevant clusters in the future as labeled data to clus-

ter tweets collected in the future (e.g., by using Nearest Neighbor clustering algorithm), it

is possible that some vocabularies that are not in our labeled relevant clusters could end up

not being recognized as relevant. One part of the future research, therefore, is to develop an

approach that could reduce the time for the manual process of identifying relevant clusters

(e.g., semi-supervised learning [229]). That being said, this chapter presents a pipeline from

Twitter data collection, data filtering and clustering, to spatiotemporal analysis in order

to achieve situational awareness for drug cartel related events and thus achieve situational

awareness through the detected events.
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Chapter 5: Conclusion

5.1 Summary of Dissertation Results

Place is a location associated with meaning. As more VGI and AGI become available, we are

able to explore the rich and individualistic meaning of place from bottom up. Specifically,

this dissertation utilizes geo-textual data to study places and their connections by answering

three research questions.

• RQ1: In what aspects do urban places become placeless based on geo-textual data?

Comparing opinions towards chain stores and independent stores from store reviews, the

research presented in Chapter 2 is able to discover that among many other factors (e.g. food

quality, atmosphere, taste), location is the most important factor for chain stores overall.

By digging deeper into what kind of information co-occurs with the aspect “location”,

the research further finds out that for chain stores, the characteristics of the surrounding

areas (e.g., “airport location”), franchise names (e.g., “Subway location”), and place names

(e.g., “Madison location”) co-occur with “location”. The results suggests that even though

the standardization of chain stores seems to make urban places look and feel the same,

individuals create features, meanings, and identities out of the characteristics of locations

(e.g., “The other Madison locations are not like this.”), which call into the question of the

assumptions underlying policies protecting local business that chains stores are the cause

of loss of place identity [118].

• RQ2: How to examine place connections in networks derived from geo-textual data?

While harvesting and analyzing a large amount of geo-textual data is valuable for un-

derstanding places, places in reality are never in isolation. We perceive places in relations
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as well (e.g., one place reminds us of another) [230]. Chapter 3 proposes a novel approach of

analyzing places in networks. The network is constructed by the thematic/topic similarities

between places. While many previous geo-textual data analytics for studying places often

conduct clustering on geo-texts to explore underlying patterns of sentiments, experiences,

or activities of places (e.g., [46, 141, 144–147, 231, 232]), clustering simplifies place relations

into either “in-cluster” or “out-of-cluster”. Research in Chapter 3 improves the previous

geo-textual data analytics on places by structuring places into networks and discovers rich

information about place relations using a variety of network statistics. The case study pre-

sented in Section 3.5 on Manhattan (New York) is able to discover places by their degrees

of uniqueness by the position of nodes (i.e., places) in the networks. The case study also

examines the correlation between themes/topic derived from the geo-textual data and the

corresponding geodemographics and reveals that a few low income areas in Manhattan (e.g.,

Harlem and Chinatown) have distinctive restaurant themes and culture.

• RQ3: In what way do geo-textual data enable us to achieve situational awareness of

drug cartels?

The impact of events is an application of geo-textual data analytics that has been

well researched by many previous studies [60, 233]. The research presented in Chapter 4

attempted to an initial effort in discovering notable events in order to achieve situational

awareness of drug cartels. To extract meaningful information out of unstructured geolocated

tweets, this research utilizes named entity recognition to identify key players of the tweets

(e.g., organizations, locations, or person). Events are then discovered by peaks in the

spatiotemporal trend (i.e., time series) of named entities. By conducting spatiotemporal

analysis of the named entities, the research also discovered that notable events show nuances

as how they are manifested in different places (i.e., countries). For instance, tweets from

Mexico and the US showed great interest in the events of the trial of El Chapo from the

perspective of Sinalo cartel’s bribe to Mexican presidents whereas tweets from Venezuela

were focued on Sinalo cartel fleeing from a Venezuela airport. The research in Chapter 4
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presents a pipeline from data collection, data filtering and clustering, to the discovery of

notable events from spatiotemporal analysis.

In summary, this dissertation examined approaches and applications of geo-textual an-

alytics for studying places, connections between places and place related event detection.

The next section discusses how these results contribute to improving the state-of-the-art

geo-textual analytics for studying places.

5.2 Contributions

The major contributions of this dissertation are: first, it identified and demonstrated the

importance of geo-textual data for comprehending places in various levels of nuances. Re-

search presented in Chapter 2 and Chapter 4 has built analytics on the basis of extracting

key elements (i.e., opinion aspects and named entities) of the geo-texual data whereas

Chapter 3 extracted latent topics out of whole reviews and tweets. Extracting key elements

facilitates us to conduct fine-grained analytics that highlights specific aspects mentioned in

geo-textual data, which would be potentially buried and ignored otherwise. For instance,

the specific aspects would not stand out in frequency-based topic modeling approach be-

cause these aspects are not necessarily repeatedly mentioned in geo-texual data. However,

low frequency does not necessarily mean unimportant. For studying place reviews, aspects

associated with certain kind of sentiments inform us a lot of place perceptions (e.g., what

people care about the most of places). That being said, topic modeling, as a widely used ap-

proach for studying places using geo-textual data, it serves well when the research question

does not require understanding low-level and nuanced elements in regard to places (e.g.,

generic themes of people’s activities and perceptions of places).

Second, the dissertation addresses the widely recognized problem of geo-textual data

source [18, 199]. The problem is to differentiate geo-textual data about and from places.

The data sources used in this dissertation are Twitter, TripAdvisor restaurant and attraction

reviews, and Yelp (restaurant) reviews. The review data is geo-textual data about places

85



so that we can use them directly to study place. However, the problem raises when using

Twitter, which is a platform that users can contribute various topics. Section 3.5.1 showed

that users tend to use different vocabularies when posting place-relevant and place-irrelevant

tweets. Since topic modeling is a vocabulary-sensitive model, it can tease out place-relevant

tweets into their own topics without time consuming hand label process. Therefore, for

future research using tweets for studying places, it is worthwhile to try as a quick method

to pre-process geo-textual data for relevancy. Third, this dissertation also showcases how

and why it is fruitful to combine advances in natural language processing and network

science with geo-textual data. Some researchers (e.g., [199] have argued that the amount of

geo-textual data nowadays allows us to explore places and build analytics that cannot be

done before the “big data era”. This dissertation further demonstrated that development

in methodologies (e.g., natural language processing algorithms) is also a driving force that

makes recent geo-textual analytics perform better or even possible. For instance, deep

learning model for natural language processing (NLP) has been developed primarily in the

last decade [115]. Even though many NLP tasks including aspect-based sentiment analysis

(Chapter 3) could be done by machine learning models instead of deep learning models, NLP

using deep learning shows better performance (e.g., F1 score) and requires less complicated

syntax based feature selection processes [110].

Therefore, this dissertation exemplifies computational social science (CSS) research [64]

through combining theories and practices from multiple disciplines as illustrated in Fig-

ure 5.1. Grounded in social science and geography, the concept of place has been examined

through non-computational methods such as interviews and ethnography as discussed in

Chapter 1. Facing the large amount of geo-textual data, place, place connections, and cor-

relations between place and events that this dissertation aims to study call for various of new

approaches. These approaches are natural language processing (NLP), geographic informa-

tion system (GIS), machine learning, and network science. This dissertation, therefore, is a

work of both geography and CSS. Meanwhile, according to Torrens, “social network anal-

ysis, which is central to computational social science, is largely overlooked by geographers
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and geographical forays into this area have largely been missed in computational social

science” [234]. This dissertation bridges the gap between between geography and CSS. On

one hand, place and their connections, as classic geographical concepts are studied using

major CSS approaches including information retrieval and network analysis [64] in Chap-

ters 2 and 3. On the other hand, research in Chapter 4 includes spatial component in the

computational analysis of sociopolitical events. Geo-textual data analytics call for interdis-

ciplinary efforts [234] and many future work can be done on the basis of this dissertation

that is discussed in the next section.

Figure 5.1: A Venn diagram that depicts interdisciplinary characteristics of geo-textual data
analytics.

5.3 Limitations and Future Work

As more data and advanced computational methodologies become available, many potential

areas of future work can be explored. In this dissertation, place is examined in different

levels of aggregation. Chapter 2 defined place as individual stores whereas Chapter 3 treats

a place as a Census tract and in Chapter 4, places are geolocations of tweets. Meanwhile,

in Chapter 3 Section 3.3.2, I pointed out that defining place in any level would result in
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the modifiable areal unit problem that is statistical summaries of the aggregated area being

influenced by the shape and size of the area [168]. However, future research could explore

the spatiotemporal trend in Chapter 4 Section 4.5.3 state or even city level of geolocated

areas instead of country level. Moreover, it is still a relatively new area to investigate

connections between places using geo-textual data [27]. Chapter 3 proposed an approach

of applying network science to unveil complex relationships between places. Building upon

this approach, future research can apply network statistics beyond network community

detection, degree centrality and boundary nodes (Chapter 3 Section 3.4). For example, one

can construct two networks from places of two cities. By comparing network level statistics

such as clustering coefficient, we can grasp the degrees of a city is tightly knit in terms

of their restaurant culture if the network is built upon restaurant reviews. In addition,

future work can also combine non-textual open source geo-located or geo-referenced data

to study place. Chapter 3 Section 3.5.2 incorporated US Census data into the thematic

networks of places to discover whether communities detected based on network structure

from online geo-texual data has connection with demographics of residents of these places.

Besides Census data, there is a large amount of open source mobile activity data available.

Future research could incorporate activity data into geo-textual data analytics to explore

whether certain place perception is associated with certain activity patterns. In order to

help researchers explore these research areas, all the programming code for this dissertation

has made available at https://bitbucket.org/xiaoyiyuan/workspace/projects/PUB.

In summary, this work demonstrates the great potential of geo-textual data for exploring

places and their connections, and thus advances research in geography and CSS.
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Appendix A: An Appendix

Table A.1: Moran’s I for All Communities.

Network Community ID Moran’s I P value

TripAdvisor Attractions 1 -0.022740 .413
2 -0.002260 .105
3 0.000641 .054
4 0.120743 .014∗
5 0.162247 .010∗∗
6 0.142676 .006∗∗
7 -0.020767 .035∗
8 0.002285 .410
9 -0.003477 .131
10 0.057185 .097
11 0.141883 .015∗
12 0.107151 .014∗
13 0.106869 .034∗
14 0.053348 .111
15 -0.005520 .326
16 -0.005640 .280
17 -0.006208 .157
18 -0.005532 .345
19 -0.015263 .430
20 -0.000060 .073
21 -0.007165 .067
22 -0.005024 .492
23 -0.004145 .208
24 -0.006130 .140
25 -0.005303 .389
26 -0.009513 .381
27 0.171691 .009∗∗
28 0.338116 .002∗∗

TripAdvisor Restaurants 1 0.004695 .052
2 0.120561 .017∗
3 0.682913 .001∗∗∗
4 -0.001215 .045∗
5 0.459894 .002∗∗
6 -0.003185 .100
7 -0.009306 .014∗
8 0.223211 .001∗∗∗
9 -0.005161 .416
10 0.174987 .001∗∗∗
11 -0.006029 .140
12 -0.025863 .045∗
13 0.112362 .026∗
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Table A.1: Moran’s I for all communities (continued).

Network Community ID Moran’s I P value

TripAdvisor Restaurants 14 0.167896 .010∗∗
15 0.038441 .170
16 -0.004510 .365
17 0.255313 .002∗∗
18 -0.003777 .186
19 0.116421 .020∗
20 -0.005524 .266
21 -0.004135 .232
22 -0.006081 .139
23 0.345028 .001∗∗∗
24 0.085735 .044∗
25 -0.009043 .358
26 -0.004745 .425
27 0.102172 .030∗
28 0.076950 .046∗
29 -0.006169 .111
30 -0.005366 .317
31 -0.004373 .352
32 -0.004645 .415
33 -0.011160 .188
34 -0.004428 .350
35 -0.005358 .343
36 -0.004536 .124
37 -0.008849 .015∗
38 -0.004531 .391
39 -0.005106 .442
40 -0.004121 .251
41 -0.004531 .390
42 -0.004252 .282
43 -0.005566 .301
44 0.572042 .001∗∗∗
45 -0.004745 .444
46 -0.004745 .429
47 -0.005653 .277
48 -0.005114 .443
49 -0.005894 .195
50 -0.002693 .085
51 0.004695 .038∗
52 -0.004088 .232
53 -0.005155 .420
54 -0.002693 .075
55 -0.007618 .024∗
56 0.004695 .053
57 0.004695 .043∗
58 0.004695 .042∗
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Table A.1: Moran’s I for all communities (continued).

Network Community ID Moran’s I P value

Twitter 1 0.004695 .046∗
2 -0.003338 .086
3 -0.006387 .161
4 0.004695 .046∗
5 -0.001215 .048∗
6 0.004695 .046∗
7 -0.010278 .404
8 -0.002693 .095
9 -0.004061 .221
10 0.328338 .001∗∗∗
11 -0.012091 .006∗∗
12 0.056188 .085
13 -0.010706 .293
14 -0.010190 .414
15 -0.003404 .113
16 -0.007665 .031∗
17 0.118175 .016∗
18 0.194717 .013∗
19 -0.004334 .347
20 -0.005818 .224
21 -0.015831 .304
22 -0.006734 .076
23 -0.009470 .010∗
24 0.019150 .246
25 0.196924 .005∗∗
26 0.077334 .063
27 -0.003777 .169
28 -0.009687 .451

∗Significant at p ≤ 0.05; ∗∗Significant at p ≤ 0.01; ∗∗∗Significant at p ≤ 0.001.
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