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4.2 Comparison between the higher order unscented transform (HOUT) and the Scaled Unscented Transform (SUT) when estimating the mean (top row), variance (second row), skewness (third row), and kurtosis (bottom row) with different polynomials. Notice that the SUT has degree of exactness two while the HOUT has degree of exactness four.
4.3 Comparison between the higher order unscented transform (HOUT) and the Scaled Unscented Transform (SUT) when estimating the mean $\mathbb{E}[f(X)]$ (top row) and higher moments of the Lorenz- 63 model at various forecast horizons. In (a) we show the Lorenz-63 attractor (black) along with an example initial ensemble (blue) and forecast ensemble (red) used to compute the true statistics. In (b,c) we show the initial and forecast ensembles (blue) together with the HOUT (red) and SUT (green) ensembles. Results in (d-g) show the forecast accuracy versus the forecast steps and are geometrically averaged over 500 different initial conditions on the attractor.


#### Abstract

HIGHER ORDER KALMAN FILTERING FOR NONLINEAR SYSTEMS Deanna Colonna Easley, PhD George Mason University, 2022 Dissertation Director: Dr. Tyrus Berry

We seek to improve upon and generalize the Ensemble Kalman Filter (EnKF) by defining a Higher Order Kalman Filter. The Kalman filter consists of two steps: forecast and assimilation. In this thesis we develop the forecast step of our desired Higher Order Kalman Filter with the higher order unscented transform (HOUT). The HOUT is a quadrature rule that estimates the expected value of the first four moments of a distribution, i.e. the mean, covariance, skewness and kurtosis. We then discuss how to generalize the assimilation step. The original Kalman Filter can be derived in three ways: the Bayesian approach, the Minimum Mean-Square Estimate (MMSE) approach and the Closure approach. Each derivation provides a different avenue for us to derive the Higher Order Kalman Filter. In order to generalize the Bayesian approach to the first four moments, instead of using a Gaussian likelihood and prior, we use exponentials with a quartic polynomial as the exponent. In order to generalize the MMSE approach we consider deriving optimal quadratic filters. Finally we may generalize the closure approach by deriving the ordinary differential equations for the skewness and kurtosis and instead of assuming that the skewness is zero, we seek new closures for the first four moments rather than just the first two.


## Chapter 1: Introduction

The Kalman Filter is an algorithm that produces estimates of unknown variables using a series of measurements observed over time, which contain statistical noise and other inaccuracies. The Kalman Filter consists of two steps: forecast and assimilation. The forecast step is our prediction step in which the Kalman filter produces estimates of the current state variables, including their uncertainties. After the next measurement is observed, comes the assimilation step or our update step in which the estimates are updated using a weighted average.

Given the linear dynamical system

$$
\begin{aligned}
& x_{k}=F x_{k-1}+\omega_{k} \\
& y_{k}=H x_{k}+\nu_{k}
\end{aligned}
$$

where $\omega_{k} \sim \mathcal{N}(0, Q)$ and $\nu_{k} \sim \mathcal{N}(0, R)$, the forecast step of the Kalman Filter consists of the equations

$$
\begin{aligned}
x_{k}^{-} & =F x_{k-1}^{+} \\
P_{k}^{-} & =F P_{k-1}^{+} F^{\top}+Q
\end{aligned}
$$

where $x_{k}^{-}$is the mean of the forecast distribution and $P_{k}^{-}$is the covariance of the forecast distribution. The assimilation step of the Kalman Filter consists of the equations

$$
\begin{align*}
x_{k}^{+} & =x_{k}^{-}+K\left(y_{k}-H x_{k}^{-}\right)  \tag{1.1}\\
P_{k}^{+} & =(I-K H) P_{k}^{-}
\end{align*}
$$

where $x_{k}^{+}$is the mean of the posterior distribution and $P_{k}^{+}$is the posterior of the forecast distribution and $K=P^{-} H^{\top}\left(R+H P^{-} H^{\top}\right)^{-1}$ is the Kalman gain. The latter are known as the Kalman Equations.

Once we consider a nonlinear dynamical system, however, a more sophisticated tool is needed to try to forecast the uncertainty. Hence, the Ensemble Kalman Filter (EnKF) was developed to account for nonlinear systems. For the EnKF, in place of the linear forecast step as previously mentioned, the unscented transform is used. Specifically, the EnKF represents the distribution of the system state with an ensemble, a collection of state vectors, and replaces the covariance matrix with the empirical covariance generated from the ensemble.

Both the Kalman Filter and the EnKF have the assumption that all probability distributions involved are Gaussian. However, if the system is nonlinear, the true distributions are no longer Gaussian, so instead for the EnKF we are just making a Gaussian approximation. This means that technically the assimilation step for the Kalman Filter is no longer optimal as it is based on linear-Gaussian assumptions, but the EnKF continues to use the same assimilation step.

This manuscript aims to generalize the EnKF to higher order moments. In other words, rather than assuming a particular distribution, we assume that we are only given the first four moments of the distribution. For the generalized forecast step, we developed a new approach for estimating the expected values of nonlinear functions applied to multivariate random variables with arbitrary distributions. In particular, we efficiently represent the distribution using a small number of quadrature nodes which are called $\sigma$-points. The classical scaled unscented transform (SUT) matches the mean and covariance of a distribution. In this manuscript, we introduce the higher order unscented transform (HOUT) which also matches any given skewness and kurtosis tensors. This work has been completed and accepted for publication [1].

Recall that in order to have a complete Kalman Filter, we need the generalization of the assimilation step. The original Kalman Filter can be derived in multiple ways, so several approaches to generalize the Kalman equations are possible. In the remainder of this introduction, we will first overview the motivation and methods of generalizing the unscented transform (forecast step) in Section 1.1 and then we will overview the methods of generalizing the Kalman equations (assimilation/update step) in Section 1.2.

### 1.1 Generalizing the Unscented Transform

A fundamental problem in uncertainty quantification is to approximate the expectation of a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ applied to a random variable $X$ sampled from a probability measure $d p$ on $\mathbb{R}^{d}$, namely

$$
\begin{equation*}
\mathbb{E}[f(X)]=\int f(x) d p \tag{1.2}
\end{equation*}
$$

Even when the distribution is known, this can be a challenging computation in high dimensions, and the problem is often compounded by uncertain or incomplete knowledge of $f$ and $d p$. Moreover, in most problems of interest $f$ has an extremely complex form. For example, $f$ may encapsulate the solution of a differential equation and the computation of some feature of interest on the solution. So we may not be able to assume that $f$ is known in an explicit form, but instead that $f$ or an approximation to $f$ is available only as a black-box computational scheme which can take inputs $x$ and produce outputs $f(x)$. Similarly, the type of partial knowledge of the probability measure can vary widely. We may have an explicit expression for a density function $p(x)=d p / d x$ (if it even exists), or we may only have some samples of $d p$, or estimates of some of the moments.

The method developed in this manuscript will assume that the first four moments of the probability measure, $d p$, exist and can be accurately estimated. Our method will not use any additional knowledge of the probability beyond these moments. Moreover, we will not require any explicit knowledge of $f$, so our method is applicable if $f$ is a black-box. In order
to derive error bounds we will require some regularity assumptions on $f$ and additional decay assumptions on the probability measure at infinity. While our error bounds depend on the error of approximating $f$ by a polynomial, our method does not require us to actually find such an approximation, and will only require evaluating $f$ on a small number of test points.

The problem of approximating (1.2) can be approached as a problem of numerical quadrature (also known as cubature when $x$ has dimensionality greater than one - we will use the term quadrature for both). A quadrature is an approximation of the form

$$
\begin{equation*}
\mathbb{E}[f(X)] \approx \sum_{i=1}^{N} w_{i} f\left(x_{i}\right) \tag{1.3}
\end{equation*}
$$

where $x_{i}$ are called nodes and $w_{i}$ are called weights. The goal is to find a small number of nodes and weights that accurately represent the probability measure for a large space of functions $f \in \mathcal{C}$ (e.g. Section 4.2, we will consider $\mathcal{C}$ to be the space of $n$ times continuously differentiable functions). A common strategy in quadrature methods is to choose nodes and weights so that the above approximation is actually an equality for all $f$ in some finite dimensional subspace $\tilde{\mathcal{C}} \subset \mathcal{C}$ (such as a space of polynomials up to a fixed degree). For $f$ outside of $\tilde{\mathcal{C}}$ we can then attempt to bound the error in the approximation (1.3) if we can control the error between $f$ and its projection into $\tilde{\mathcal{C}}$. When $f$ is sufficiently smooth and $d p$ is concentrated in a small region, then it is reasonable to approximate $f$ using the space of polynomials up to a fixed degree. Under these assumptions, we can bound the error between $f$ and a low degree polynomial via interpolation error bounds.

Ensuring that (1.3) holds with equality for all polynomials up to degree $k$ is equivalent to satisfying the so-called moment equations,

$$
\begin{equation*}
m_{j_{1}, \ldots, j_{n}}=\mathbb{E}\left[X_{1}^{j_{1}} X_{2}^{j_{2}} \cdots X_{n}^{j_{n}}\right]=\sum_{i=1}^{N} w_{i} x_{1}^{j_{1}} x_{2}^{j_{2}} \cdots x_{n}^{j_{n}} \tag{1.4}
\end{equation*}
$$

for all $j_{1}+j_{2}+\cdots j_{n} \leq k$, since polynomials of the form $x_{1}^{j_{1}}, \ldots x_{n}^{j_{n}}$ form a basis of the space of all polynomials of degree less than or equal to $k$. In other words, we are asking that the empirical moments of the nodes $x_{i}$, weighted by discrete probabilities $w_{i}$, exactly agree with the true moments $m_{j_{1}, \ldots, j_{n}}$ of the distribution. When $k=2$, the moment equations specify that weighted nodes must match the mean vector and covariance matrix of the true distribution, and this is achieved with the so-called Scaled Unscented Ensemble (SUT) [2] (see section 2.1 for an overview).

The quadrature approach is an alternative to stochastic quadrature methods such as Monte-Carlo quadrature, which is commonly used in particle filtering. Stochastic quadratures use random variables $X_{i}$ to build quadrature rules such that

$$
\begin{equation*}
\mathbb{E}[f(X)] \approx \mathbb{E}\left[\sum_{i=1}^{N} w_{i} f\left(X_{i}\right)\right] . \tag{1.5}
\end{equation*}
$$

However, the computed value $\sum_{i=1}^{N} w_{i} f\left(X_{i}\right)$ will be stochastic. This means that in addition to a possible approximation error in (1.5), we also have an error due to the variance of the random variable $\sum_{i=1}^{N} w_{i} f\left(X_{i}\right)$. While it is often easier to design stochastic quadrature methods where the approximation error in (1.5) is small or even zero, for many problems controlling the variance error requires a large number of random variables $X_{i}$ and hence a large number of function evaluations. When $f$ is very expensive to compute, it may be more efficient to use a small deterministic ensemble and accept the quadrature error in (1.3) in order to avoid the large ensemble size that would be required to control the variance in a stochastic quadrature.

The problem (1.2) is often part of a larger problem such as filtering [3], particle filtering [4], adaptive filtering [5], smoothing [6], parameter estimation [7-9] and even model-free filtering [10]. In all these applications it can be beneficial to have a deterministic approximation of (1.2) to improve the stability of the overall algorithm. For example, filters built on random ensembles can fail catastrophically since they can generate realizations that
would normally have very low probability but lead to perverse behavior $[11,12]$. Similarly, gradient based optimization method for parameter estimation will need to carefully account for any stochasticity in the objective function, so replacing a stochastic quadrature with a deterministic quadrature can be desirable in certain applications.

The highly successful Unscented Kalman Filter (UKF) [3] is based on the SUT, as are many of the other methods mentioned above. A closely related technique, called Cubature Kalman Filters (CKF) [13], follows a similar strategy and is typically designed to achieve a high degree of exactness under a Gaussian assumption on the distribution. Another potentially deterministic method would be quadrature based on sparse grids [14,15]; however designing such a quadrature typically requires detailed knowledge of the probability distribution. Similarly, polynomial chaos expansions $[16,17]$ require explicit knowledge of the function $f$ and the distribution. Our method is an alternative quadrature that only requires us to know the first four moments of the distribution. Moreover, the nodes of our quadrature will be adapted to the moments of the distribution. A potential future application of the method developed here would be to a higher order UKF which tracks four moments, and this was one of the inspirations behind this work. However, the current work only generalizes the forecast step of the UKF to four moments, and generalizing the assimilation step of the UKF is a significant remaining challenge.

In this manuscript, we develop a Higher Order Unscented Transform (HOUT) based on tensor decomposition of the first four moments of a distribution. Whereas the UKF (and implicitly most CKFs) only require the rank decomposition of the covariance matrix, the HOUT requires the CANDECOMP/PARAFAC (CP) decomposition of higher order tensors such as the skewness and kurtosis. The CP decomposition of a $k$-tensor is defined by vectors $v_{i}$ such that,

$$
\begin{equation*}
T=\sum_{i=1}^{p} v_{i}^{\otimes k} \tag{1.6}
\end{equation*}
$$

i.e. the CP decomposition decomposes a tensor as the summation of rank- 1 tensors, $v_{i}^{\otimes k}$ for
$i=1, \ldots, p$. The minimal value of $p$ such that the above decomposition exists is called the rank of $T$. For detailed definitions of tensors, tensor product $(\otimes)$ and tensor decomposition, see Section 2.2. For the sake of giving an overview, we assume these definitions for now. For details on tensor product and CP decomposition see Definitions 4 and 6. For a more detailed introduction to tensors we suggest $[18,19]$.

Ideally, we would like an exact CP decomposition (1.6) with the minimum possible number of vectors; however this turns out to be an NP-complete problem [20,21]. Instead, we will use an effective algorithm for obtaining an approximate CP decomposition up to an arbitrary tolerance. The algorithm was originally suggested by [22], and it works by repeatedly subtracting the best rank-1 approximation to a tensor until the norm of the residual is less than any desired tolerance. Many methods have been developed based on this idea (see [23] and citations therein) and in [24] it was proven to converge but without any convergence rate. In Chapter 3, we give the first proof that this algorithm converges linearly and we derive an upper bound on the convergence rate. While the approximate decomposition typically requires many more vectors than the minimal CP decomposition, it avoids the NP-completeness of that problem and gives us an effective algorithm.


Figure 1.1: The 4 -moment $\sigma$-points of the HOUT we developed of (a) a quadramodal distribution, (b) a skewed quadramodal distribution, and (c) a skewed bimodal distribution. The black points are the $\sigma$-points that correspond to the mean, the green points are the $\sigma$-points corresponding to the covariance, the points in red are the $\sigma$-points corresponding to the skewness, and the magenta points are the $\sigma$-points that correspond to the kurtosis.

In Chapter 2 we briefly review the SUT and some tensor facts and notation, including
the Higher Order Power Method (HOPM) [25] that we will use for finding tensor eigenvectors. Based on the HOPM, we prove the convergence of the approximate CP decomposition algorithm in Chapter 3. This proof also requires some new inequalities relating the maximum eigenvalue of a tensor to the entries of the tensor, and these inequalities are likely to be of independent interest. In Chapter 4 we introduce the Higher Order Unscented Transform (HOUT) which generalizes the SUT in order to match arbitrary skewness and kurtosis tensors. The HOUT gives a quadrature rule with degree of exactness four that is applicable to arbitrary distributions. For a preview of the nodes of the HOUT, see Figure 1.1 where we consider data sampled from two dimensional distributions with nontrivial skewness and kurtosis tensors. For each distribution we show the HOUT nodes that are designed so that the first four moments computed with this small number of nodes match the true moments of the distribution up to the specified tolerance. In Section 4.2 we derive error bounds under appropriate regularity assumptions on $f$ and decay assumptions on the probability. In Section 4.3 we demonstrate the HOUT on various non-Gaussian multivariate random variables on complex nonlinear transformations.

### 1.2 Generalizing the Kalman Equations

Let us focus on the assimilation step of our desired Higher Order Kalman Filter. The original Kalman Equations were derived in three distinct ways: either with the Bayesian approach, or with the Minimum Mean-Square Estimate (MMSE) approach, or with the Closure approach. Each approach provides a different method for us to derive the Higher Order Kalman Filter. Our main contribution in this manuscript is with the generalized Bayesian approach. However, we will also outline how the other approaches can be generalized.

The original Kalman Filter's assimilation step was derived with the Bayesian approach in the following way. Assume we have the prior $p(x)$ (the probability of $x$ ) and the likelihood $p(y \mid x)$ (the probability of $y$ given $x$ ). We want to find the posterior $p(x \mid y)$ (probability of
$x$ given $y$ ). By Bayes' law,

$$
p(x \mid y) \propto p(y \mid x) p(x)
$$

Assuming both the likelihood and prior are Gaussian, the posterior is also Gaussian. We then write out the likelihood and the prior as exponential functions where

$$
p(x)=e^{-\frac{1}{2}\left(x-x^{-}\right)^{\top}\left(C^{+}\right)^{-1}\left(x-x^{-}\right)} \quad \text { and } \quad p(y \mid x)=e^{-\frac{1}{2}(y-H x)^{\top} R^{-1}(y-H x)}
$$

to get

$$
p(x \mid y) \propto e^{-\frac{1}{2}(y-H x)^{\top} R^{-1}(y-H x)} e^{-\frac{1}{2}\left(x-x^{-}\right)^{\top}\left(C^{+}\right)^{-1}\left(x-x^{-}\right)} .
$$

After some algebraic calculations and completing the square inside the exponent, we get

$$
p(x \mid y) \propto e^{-\frac{1}{2}\left[x^{\top}\left(H^{\top} R^{-1} H+\left(C^{-}\right)^{-1}\right) x-2\left(y^{\top} R^{-1} H+\left(x^{-}\right)^{\top}\left(C^{-}\right)^{-1}\right) x\right] .}
$$

Since the posterior is Gaussian, we know it will have the following form

$$
p(x \mid y) \propto e^{-\frac{1}{2}\left(x-x^{+}\right)^{\top}\left(C^{+}\right)^{-1}\left(x-x^{+}\right)} \propto e^{-\frac{1}{2}\left(x^{\top}\left(C^{+}\right)^{-1} x-2\left(x^{+}\right)^{\top}\left(C^{+}\right)^{-1} x\right)}
$$

Thus we derive the mean and covariance of the posterior, getting the formulas for $x^{+}$and $C^{+}$, where we define

$$
x^{+}=C^{+}\left(H^{\top} R^{-1} y+\left(C^{-}\right)^{-1} x^{-}\right) \quad \text { and } \quad C^{+}=\left(H^{\top} R^{-1} H+\left(C^{-}\right)\right)^{-1}
$$

Reformulating $x^{+}$and $C^{+}$, we get that

$$
x^{+}=x^{-}+K\left(y-H x^{-}\right) \quad \text { and } \quad C^{+}=(I-K H) C^{-}
$$

where $K=C^{-} H^{\top}\left(R+H C^{-} H^{\top}\right)^{-1}$ is the Kalman gain. This is the general idea for how the original Kalman equations were derived using this approach.

A way we can see how to generalize the Bayesian approach is: instead of using a Gaussian likelihood and prior, i.e. exponentials with a degree two polynomial as the exponent, we use exponentials with a degree four polynomial as an exponent. This way we have an order 4-moment filter. The Bayesian update will simply be adding the polynomials in the exponent of the prior distribution and likelihood function. However this method does present some challenges. By replacing the quadratic with higher degree polynomial, we lose the nice property that Gaussians possess, which is that the mean and covariance can be easily determined from the polynomial. So there is an algebraic problem of how we can determine the first four moments of a distribution purely from the polynomial. In fact, it is also a challenge when using a cubic. The real challenge here will be figuring out the connection between the moments and the coefficients of the polynomial.

In Chapter 5 we introduce novel methods of extending the Kalman equations (1.1) to higher order moments. We will mainly cover the Bayesian approach in Section 5.1 but we will also discuss the other approaches to derivation in Sections 5.2 and 5.3. Combining the higher order unscented transform developed in Section 4.1 and the higher order Kalman filter proposed in Chapter 5 will lead to a higher order ensemble Kalman filter for nonlinear processses with more general noise statistics.

## Chapter 2: Background

We start by reviewing the Scaled Unscented Transform (SUT) in Section 2.1 which has degree of exactness two. We then briefly introduce our tensor notation in Section 2.2 and tensor-vector products and tensor norms in Section 2.3. Finally, in Section 2.4 we review tensor eigenvectors and eigenvalues and the Higher Order Power Method (HOPM) [25] for finding them.

### 2.1 Scaled Unscented Transform

The Scaled Unscented Transform (SUT) was introduced by Julier and Uhlmann in [2] and further developed in [3,26-29]. The fundamental goal of this paper is to generalize their method to higher order moments. This work was started in [28] which worked on matching the skewness, and below we show that CP decompositions are the key to generalizing their approach.

The SUT uses the mean and covariance of a distribution to choose quadrature nodes and weights such that the quadrature rule has degree of exactness 2. Degree of exactness $k$ means that a quadrature rule is exact for computing the expectation of polynomials up to degree $k$. The fundamental insight of Julier and Uhlmann is that achieving degree of exactness 2 is equivalent to matching the first two moments of the distribution. Moreover, they showed that this can be efficiently accomplished using a matrix square root of the covariance matrix.

Definition 1 ( $i$ th column of the symmetric matrix square root of $A$ ). Let $A$ be a $d \times d$ matrix. We define the $\boldsymbol{i}$ th column of the symmetric matrix square root of $\boldsymbol{A}$, denoted
$\sqrt{A}$, by

$$
\sum_{i=1}^{d} \sqrt{A}_{i}^{\otimes 2}=\sum_{i=1}^{d} \sqrt{A}_{i} \sqrt{A}_{i}^{\top}=A
$$

The notation $v^{\otimes k}$ will be defined below. Note that the following definition can use any matrix square root but we have found empirically that the unique symmetric matrix square root has the best performance. The negative of any matrix square root is also a matrix square root. The following definition perturbs the mean $\mu$ by both a matrix square root and its negative to create an ensemble of $2 d+1$ points.

Definition 2 (The Scaled Unscented Transform (SUT) [2]). Let dp be a probability measure with mean $\mu \in \mathbb{R}^{d}$ and the covariance $C \in \mathbb{R}^{d \times d}$. Then for some $\beta \in \mathbb{R}$ the $\boldsymbol{\sigma}-$ points are defined by

$$
\sigma_{i}= \begin{cases}\mu & \text { if } i=0 \\ \mu+\beta \sqrt{C}_{i} & \text { if } i=1, \ldots, d \\ \mu-\beta \sqrt{C}_{i-d} & \text { if } i=d+1, \ldots, 2 d\end{cases}
$$

and the corresponding weights are defined by

$$
w_{i}= \begin{cases}1-\frac{d}{\beta^{2}} & \text { if } i=0 \\ \frac{1}{2 \beta^{2}} & \text { if } i=1, \ldots, 2 d\end{cases}
$$

We note that the choice of $\beta$ can have significant impact on the effectiveness of the transform.

Remark 1. The absolute condition number of the Scaled Unscented Transform is bounded above by

$$
\sum_{i=0}^{2 d}\left|w_{i}\right|=\left|1-\frac{d}{\beta^{2}}\right|+\frac{d}{\beta^{2}} .
$$

If $\beta \geq \sqrt{d}$, then $\sum_{i=0}^{2 d}\left|w_{i}\right|=1$. If $\beta<\sqrt{d}$, then $\sum_{i=0}^{2 d}\left|w_{i}\right|=\frac{2 d}{\beta^{2}}-1$.
The following theorem says that the SUT matches the first two moments, $\mu$ and $C$.
Theorem 1 (Empirical mean and Empirical covariance [2]). For an arbitrary $\beta$, we have

$$
\mu=\mathbb{E}[X]=\sum_{i=0}^{2 d} w_{i} \sigma_{i} \quad \text { and } \quad C=\mathbb{E}\left[(X-\mu)(X-\mu)^{\top}\right]=\sum_{i=0}^{2 d} w_{i}\left(\sigma_{i}-\mu\right)\left(\sigma_{i}-\mu\right)^{\top}
$$

and if $q: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a polynomial of degree at most 2 , we have, $\mathbb{E}[q(X)]=\sum_{i=0}^{2 d} w_{i} q\left(\sigma_{i}\right)$.
We should note that if the distribution has zero skewness, such as a Gaussian distribution, then the symmetry of the nodes yields degree of exactness 3 , and, in the specific case of a Gaussian distribution the choice $\beta=\sqrt{3}$ achieves degree of exactness 4 [2,3,29]. The choice $\beta=\sqrt{d}$ is often called the unscented transform and sets $w_{0}=0$ so that only $2 d$ of the $\sigma$-points are required. The ability of the SUT to match the first four moments of the Gaussian distribution has led some to associate the SUT with a Gaussian assumption, however this is not required and degree of exactness 2 is achieved for arbitrary distributions. Our goal is to generalize the unscented transform to higher moments, which are tensors.

### 2.2 Tensors

Tensors are essentially multidimensional matrices, which will be used to conveniently express the notions of covariance, skewness and kurtosis in a similar fashion.

Definition 3 ( $k$-order tensor). For positive integers $d$ and $k$, a tensor $T$ belonging to $\mathbb{R}^{d^{k}}$ is called a $\boldsymbol{k}$-order tensor or simply a $\boldsymbol{k}$-tensor.

In particular, a vector in $\mathbb{R}^{d}$ can be viewed as a first order tensor and a $d \times d$ matrix as a second order tensor. Let $x \in \mathbb{R}^{d}$. We note that the outer product $x x^{\top}$ yields a $d \times d$
matrix whose $i j$-entry can be represented as

$$
\left(x x^{\top}\right)_{i j}=x_{i} x_{j}=(x \otimes x)_{i j}=\left(x^{\otimes 2}\right)_{i j} .
$$

We generalize this process of forming higher order tensors from vectors with following definition.

Definition 4 ( $k$ th-order tensor product). Let $v \in \mathbb{R}^{d}$ and $k$ be a positive integer then the $\boldsymbol{k}$ th-order tensor product is a $k$-tensor denoted

$$
v^{\otimes k}=\underbrace{v \otimes v \otimes \cdots \otimes v}_{k \text { times }},
$$

the elements are given by $\left(v^{\otimes k}\right)_{i_{1}, \ldots, i_{k}}=v_{i_{1}} \ldots v_{i_{k}}$.
Definition 4 immediately connects tensor products to the moments of a distribution since we can represent the covariance as $C=\mathbb{E}\left[(X-\mu)^{\otimes 2}\right]=\int(x-\mu)^{\otimes 2} d p(x)$ so that the skewness $S$ and kurtosis $K$ can be defined as

$$
S=\int(x-\mu)^{\otimes 3} d p(x) \quad K=\int(x-\mu)^{\otimes 4} d p(x)
$$

so that, for example,

$$
S_{i j k}=\int\left((x-\mu)^{\otimes 3}\right)_{i j k} d p(x)=\int(x-\mu)_{i}(x-\mu)_{j}(x-\mu)_{k} d p(x) .
$$

The following definition generalizes the notion of a rank-1 matrix to tensors.

Definition 5 (Rank-1 Tensor). Let $T \in \mathbb{R}^{d^{k}}$ then $T$ is called a rank-1 tensor if there exists a $v \in \mathbb{R}^{d}$ such that

$$
v^{\otimes k}=T .
$$

For tensors that are not rank-1, one may seek to decompose the tensor as a sum of rank-1 tensors.

Definition 6 (CP decomposition). The vectors $v_{1}, \ldots, v_{p}$ form a CP decomposition of a tensor $T$ if,

$$
T=\sum_{\ell=1}^{p} v_{\ell}^{\otimes k}
$$

and the minimum $p$ for which such a decomposition exists is called the rank of the tensor $T$.

This notion of rank agrees with the classical notion of matrix rank in the case of second order tensors but many of the properties of matrix rank do not generalize to higher order tensors [19-21,30,31].

### 2.3 Tensor Multiplication and Tensor Norms

In this section we introduce the necessary definitions and notation along with some preliminary results that will be needed below. To discuss how tensor multiplication works, let us first look at the simplest case where we multiply a 2 -tensor with a 1 -tensor. Recall that for a matrix $A \in \mathbb{R}^{d \times d}$ and $v \in \mathbb{R}^{d}$, the matrix-vector multiplication $A v$ is given by $(A v)_{i}=\sum_{j=1}^{d} A_{i j} v_{j}$ so we define two natural tensor-vector products

$$
\left(A \times_{1} v\right)_{i}=\sum_{j=1}^{d} A_{j i} v_{j}=\left(A^{\top} v\right)_{i} \quad \text { and } \quad\left(A \times_{2} v\right)_{i}=\sum_{j=1}^{d} A_{i j} v_{j}=(A v)_{i}
$$

Analogously, for a 3-tensor $S \in \mathbb{R}^{d \times d \times d}$ and a vector $v \in \mathbb{R}^{d}$, the tensor-vector multiplication is carried out as follows

$$
\left(S \times_{1} v\right)_{i k}=\sum_{j=1}^{d} S_{j i k} v_{j}, \quad\left(S \times_{2} v\right)_{i k}=\sum_{j=1}^{d} S_{i j k} v_{j}, \quad\left(S \times_{3} v\right)_{i k}=\sum_{j=1}^{d} S_{i k j} v_{j},
$$

each case resulting in a $d \times d$ matrix. For example, if $S \in \mathbb{R}^{3 \times 3 \times 3}$ and $v \in \mathbb{R}^{3}$ such that

then
$S \times_{1} v=\left[\begin{array}{lll}S_{111} v_{1}+S_{211} v_{2}+S_{311} v_{3} & S_{112} v_{1}+S_{212} v_{2}+S_{312} v_{3} & S_{113} v_{1}+S_{213} v_{2}+S_{313} v_{3} \\ S_{121} v_{1}+S_{221} v_{2}+S_{321} v_{3} & S_{122} v_{1}+S_{222} v_{2}+S_{322} v_{3} & S_{123} v_{1}+S_{223} v_{2}+S_{323} v_{3} \\ S_{131} v_{1}+S_{231} v_{2}+S_{331} v_{3} & S_{132} v_{1}+S_{232} v_{2}+S_{332} v_{3} & S_{133} v_{1}+S_{233} v_{2}+S_{333} v_{3}\end{array}\right]$.

Generalizing this to arbitrary order tensors yields the following definition.

Definition 7 ( $n$-mode product of a tensor). The $\boldsymbol{n}$-mode product of a $k$-order tensor $T \in \mathbb{R}^{d^{k}}$ with a vector $v \in \mathbb{R}^{d}$, denoted by $T \times_{n} v$, is defined elementwise as

$$
\left(T \times_{n} v\right)_{i_{1}, \ldots, i_{n-1}, i_{n+1}, \ldots, i_{k}}=\sum_{j=1}^{d} T_{i_{1}, \ldots, i_{n-1}, j, i_{n+1}, \ldots, i_{k}} v_{j} .
$$

Note that $T \times_{n} v \in \mathbb{R}^{d^{k-1}}$, so the order of the resulting tensor is decreased by 1 .

The above definition can also be generalized for tensor-matrix multiplication [19]. Finally we note that the Frobenius norm for matrices can be generalized to tensors in the following way.

Definition 8 (Tensor Frobenius Norm [19]). The Frobenius norm of a tensor $T \in \mathbb{R}^{d^{k}}$
is the square root of the sum of the squares of all its elements

$$
\|T\|_{F}=\sqrt{\sum_{i_{1}=1}^{d} \cdots \sum_{i_{k}=1}^{d} T_{i_{1}, \ldots, i_{k}}{ }^{2}} .
$$

Moments of a distribution have the special property in that they are symmetric in the following sense.

Definition 9 (Symmetric Tensor). A tensor $T \in \mathbb{R}^{d^{k}}$ is symmetric, if the tensor is invariant to permutations of the indices, i.e.

$$
T_{i_{1} \cdots i_{k}}=T_{p\left(i_{1} \cdots i_{k}\right)}
$$

for any permutation $p$.

Notice that if a tensor is symmetric then the $n$-mode product is independent of the mode, i.e. if $T \in \mathbb{R}^{d^{k}}$ is symmetric then

$$
T \times_{n} v=T \times_{m} v
$$

for any $1 \leq n, m \leq k$. The next lemma shows that the tensor Frobenius norm has a particularly simple formula for rank-1 tensors.

Lemma 1. Let $v \in \mathbb{R}^{d}$ and $k$ be a positive integer then the tensor Frobenius norm of the $k$ th-order tensor product is the same as the Euclidean norm of $v$ raised to the $k$, i.e.

$$
\left\|v^{\otimes k}\right\|_{F}=\|v\|^{k} .
$$

Proof. By the definition of the tensor Frobenius norm,

$$
\left\|v^{\otimes k}\right\|_{F}^{2}=\sum_{i_{1}=1}^{d} \cdots \sum_{i_{k}=1}^{d}\left[\left(v^{\otimes k}\right)_{i_{1}, \ldots, i_{k}}\right]^{2}
$$

and since $\left(v^{\otimes k}\right)_{i_{1} \ldots i_{k}}=v_{i_{1}} v_{i_{2}} \cdots v_{i_{k}}$, we have $\left\|v^{\otimes k}\right\|_{F}^{2}=\sum_{i_{1}=1}^{d} \cdots \sum_{i_{k}=1}^{d} v_{i_{1}}^{2} \cdots v_{i_{k}}^{2}$, so

$$
\left\|v^{\otimes k}\right\|_{F}^{2}=\sum_{i_{1}=1}^{d} v_{i_{1}}^{2} \sum_{i_{2}=1}^{d} v_{i_{2}}^{2} \cdots \sum_{i_{k}=1}^{d} v_{i_{k}}^{2}=\underbrace{\|v\|^{2}\|v\|^{2} \cdots\|v\|^{2}}_{k \text { times }}
$$

by definition of $\|v\|$ so

$$
\left\|v^{\otimes k}\right\|_{F}=\|v\|^{k}
$$

### 2.4 Tensor Eigenvectors and Normalized Power Iteration

The key to our approximate CP decomposition is rank-1 approximation which is based on tensor eigenvectors which can be found with the Higher Order Power Method (HOPM) which we review in this section.

Definition 10 (Tensor Eigenvectors and Eigenvalues). Let $T \in \mathbb{R}^{d^{k}}$ be a symmetric tensor then $v \in \mathbb{R}^{d}$ is an eigenvector and $\lambda \in \mathbb{R}$ is the corresponding eigenvalue of $T$ if

$$
\left(\left(\left(T \times_{1} v\right) \times_{1} v\right) \cdots \times_{1} v\right)=\lambda v .
$$

Note that since $T$ is symmetric, the choice of $n$-mode product does not affect the definition of a tensor eigenvector. The next lemma shows that an eigenvalue-eigenvector pair provides a rank- 1 approximation of a tensor in the Frobenius norm.

Lemma 2. Let $T$ be a $k$-order symmetric tensor with dimension d, i.e. $T \in \mathbb{R}^{d^{k}}$ and $v \in \mathbb{R}^{d}$ be a unit length eigenvector of $T$ with eigenvalue $\lambda \neq 0$. Then

$$
\left\|T-\lambda v^{\otimes k}\right\|_{F}^{2}=\|T\|_{F}^{2}-\lambda^{2}
$$

and $\|T\|_{F} \geq \lambda$.

Proof. We first wish to show that $\left\|T-\lambda v^{\otimes k}\right\|_{F}^{2}=\|T\|_{F}^{2}-\lambda^{2}$.

$$
\begin{aligned}
\left\|T-\lambda v^{\otimes k}\right\|_{F}^{2} & =\sum_{i_{1}=1}^{d} \cdots \sum_{i_{k}=1}^{d}\left[\left(T-\lambda v^{\otimes k}\right)_{i_{1}, \ldots, i_{k}}\right]^{2}=\sum_{i_{1}=1}^{d} \cdots \sum_{i_{k}=1}^{d}\left[T_{i_{1}, \ldots, i_{k}}-\lambda\left(v^{\otimes k}\right)_{i_{1}, \ldots, i_{k}}\right]^{2} \\
& =\sum_{i_{1}=1}^{d} \cdots \sum_{i_{k}=1}^{d}\left(T_{i_{1}, \ldots, i_{k}}^{2}-2 \lambda T_{i_{1}, \ldots, i_{k}} v_{i_{1}} v_{i_{2}} \cdots v_{i_{k}}+\lambda^{2} v_{i_{1}}^{2} v_{i_{2}}^{2} \cdots v_{i_{k}}^{2}\right) \\
& =\|T\|_{F}^{2}-2 \lambda \sum_{i=1}^{d} v_{i}\left(T \times_{2} v \times_{3} v \times_{4} \cdots \times_{k} v\right)_{i}+\lambda^{2}\left\|v^{\otimes k}\right\|_{F}
\end{aligned}
$$

Since $\|v\|=1$ and by Lemma $1,\left\|v^{\otimes k}\right\|_{F}=1$, hence

$$
\left\|T-\lambda v^{\otimes k}\right\|_{F}^{2}=\|T\|_{F}^{2}-2 \lambda\langle v, \lambda v\rangle+\lambda^{2}=\|T\|_{F}^{2}-2 \lambda^{2}\|v\|_{2}^{2}+\lambda^{2}=\|T\|_{F}^{2}-\lambda^{2}
$$

Since $\left\|T-\lambda v^{\otimes k}\right\|_{F} \geq 0,\|T\|_{F}^{2}-\lambda^{2} \geq 0$ so $\|T\|_{F}^{2} \geq \lambda^{2}$ and taking square roots, $\|T\|_{F} \geq$ $|\lambda|$.

It immediately follows from Lemma 2 that the eigenvector with the largest eigenvalue will achieve the best rank-1 approximation among the eigenpairs. In fact, it has been shown that the eigenpair with the largest eigenvalue achieves the best possible rank-1 approximation of the tensor $[22,32]$. This fact will form the basis for an effective algorithm for finding an approximate CP decomposition in the next section.

Finally, an effective algorithm for finding the eigenvector associated to the largest eigenvalue in absolute value is the Higher Order Power Method (HOPM) originally developed in [25] and further analyzed in [32,33]. In the case of symmetric tensors the Symmetric-HOPM (S-HOPM) has a simpler form that is very similar to Normalized Power Iteration (NPI) but is not guaranteed to converge [22]. The HOPM algorithm for a symmetric order-k tensor $T \in \mathbb{R}^{d^{k}}$ requires initialization with the left singular vector, $u$, corresponding to the largest singular value of the unfolding (reshaping) of the tensor into a $d \times d^{k-1}$ matrix. The HOPM then defines $k$ sequences of vectors, $v_{0}^{(1)}, \ldots, v_{0}^{(k)}$, by initializing them all to be equal to $u$, $v_{0}^{(1)}=\cdots=v_{0}^{(k)}=u$, and inductively updating

$$
\begin{align*}
w & =T \times_{1} v_{j+1}^{(1)} \times_{1} \cdots \times_{1} v_{j+1}^{(i-1)} \times_{1} v_{j}^{(i+1)} \times_{1} \cdots \times_{1} v_{j}^{(k)}  \tag{2.1}\\
v_{j+1}^{(i)} & =\frac{w}{\|w\|}
\end{align*}
$$

for each $i=1, \ldots, k$ and then increments $j$. Note that in formula (2.1), the subscripts do not represent the indices of the vector, they refer to the iteration whereas in Algorithm 2.1 subscripts indicate vector indices.

Notice that the product that updates $v_{j+1}^{(i)}$ is the tensor $T$ multiplied by the $k-1$ other vectors, leaving out $v_{j}^{(i)}$. Also note that we use the already updated $(j+1)$-step vectors for the first $i-1$ products and the $j$-step vectors for the last $k-i$ products. The HOPM is guaranteed to converge to an eigenvector of $T$ [33], and when $T$ is symmetric all $v_{j}^{(1)}, \ldots, v_{j}^{(k)}$ converge to the same eigenvector but may differ in sign for even order tensors. For completeness we summarize the HOPM algorithm of [25] in Algorithm 1.

Unlike the case of matrices, for tensors of order greater than two the basins of attraction for multiple distinct eigenvalues can have non-zero measure. It has been observed [22,32,33] that initialization with the left singular vector, $u$, of the tensor unfolding typically leads to convergence to the eigenvector with the largest eigenvalue. The next chapter will rely on

```
Algorithm 1 Higher Order Power Method (HOPM) [25]
    Inputs: A \(k\)-tensor \(T \in \mathbb{R}^{d^{k}}\)
    Outputs: Eigenvector \(v \in \mathbb{R}^{d}\) and eigenvalue \(\lambda\) such that \(T \times{ }_{1} v \times_{1} \cdots \times_{1} v=\lambda v\)
        Reshape \(T\) into a \(d \times d^{k-1}\) matrix and compute the leading left singular vector, \(v_{0}\)
        Initialize \(v^{(1)}=v^{(2)}=\cdots=v^{(k)}=u, \lambda=\operatorname{Inf}\) and \(\lambda_{\text {prev }}=0\)
        while \(\left|\lambda-\lambda_{\text {prev }}\right|>\) tol do
            for \(\ell=1, \ldots, k\) do
                Set \(v_{s}^{(\ell)}=\sum_{i_{1}, \ldots, i_{\ell-1}, i_{\ell+1}, \ldots, i_{k}=1}^{d} T_{i_{1}, \ldots, i_{\ell-1}, s, i_{\ell+1}, \ldots, i_{k}} v_{i_{1}}^{(1)} \cdots v_{i_{\ell-1}}^{(\ell-1)} v_{i_{\ell+1}}^{(\ell+1)} \cdots v_{i_{k}}^{(k)}\)
                Set \(v_{s}=\frac{v_{s}}{\left\|v_{s}\right\|}\)
            end for
            Set \(\lambda_{\text {prev }}=\lambda\)
            Set \(\lambda=\sum_{i_{1}, \ldots, i_{k}=1}^{d} T_{i_{1}, \ldots, i_{k}} v_{i_{1}}^{(1)} \cdots v_{i_{k}}^{(1)}\)
        end while
        Set \(v=v^{(1)}\)
    Return \(v, \lambda\).
```

the ability to find the eigenpair associated to the largest eigenvalue (in absolute value) so a guaranteed way to find an initial condition in the basin of the largest eigenvalue is still an important problem for future research.

## Chapter 3: Approximate CP Decomposition

In this chapter, we show how tensors eigenvectors can be used to form an approximate CP decomposition up to an arbitrary level of precision. Of course, this is not a method of finding the minimal CP decomposition, the computation of which is NP-complete [20, 21]. Moreover, we do not even see an exact CP decomposition. Instead, given an order- $k$ tensor $T$, we seek a sequence of vectors $v_{\ell}$ and constants $\lambda_{\ell}$ such that $\sum_{\ell=1}^{p} \lambda_{\ell} v_{\ell}^{\otimes k}$ approximates $T$ in the Frobenius norm up to an error that can be made arbitrarily small by increasing $p$. In the next section we will show that this approximate CP decomposition is a key component for generalizing the unscented ensemble to higher moments.

Our approach is motivated by a theorem of [22] which states that if $v$ is the unit length eigenvector of an order- $k$ tensor $T$ associated to the largest eigenvalue $\lambda$ (in absolute value), then $\lambda v^{\otimes k}$ is the best rank-1 approximation of $T$, namely

$$
\left\|T-\lambda v^{\otimes k}\right\|
$$

is minimized over all possible $\lambda,\|v\|=1$. It is well known that subtracting the best rank1 approximation does not produce an exact CP decomposition, and in fact may increase tensor rank $[30,31]$. However, it was suggested in [22] that repeatedly subtracting the rank1 approximations may result in an approximate CP decomposition. Theorem 2 below will show that this process converges subject to a certain tensor eigenvalue inequality that will be shown in Lemma 3 below.

Originally ([1]) our proof for Theorem 2 required an inequality of the form

$$
\begin{equation*}
\lambda_{\text {maxabs }} \geq\left|T_{i_{1}, \ldots, i_{k}}\right| \tag{3.1}
\end{equation*}
$$

In the case of symmetric matrices, the inequality (3.1) holds since if $T \in \mathbb{R}^{d^{2}}$ is symmetric, it has an orthogonal eigendecomposition, $T=U^{\top} \Lambda U$, so by the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\left|T_{i j}\right|=\left|\left\langle u_{i}, \lambda_{j} u_{j}\right\rangle\right| \leq\left\|u_{i}\right\|\left\|\lambda_{j} u_{j}\right\|=\left|\lambda_{j}\right| \leq \lambda_{\text {maxabs }} \tag{3.2}
\end{equation*}
$$

where $u_{k}$ is an eigenvector of $T$ and $\lambda_{k}$ is the associated eigenvalue for $1 \leq k \leq d$, and the identity matrix shows that $c=1$ is the best possible constant for matrices. Naturally, this method of proof cannot be generalized to arbitrary tensors due to the lack of a similar rank-1 eigendecomposition. However, the following result of Banach [34] will allow us to prove the inequality (3.1) for all tensors.

Corollary 1 (Banach, [34]). If $T\left(v_{1}, \ldots, v_{k}\right)$ is a symmetric $k$-linear tensor, then

$$
\sup _{\left\|v_{1}\right\| \leq 1, \ldots,\left\|v_{k}\right\| \leq 1}\left|T\left(v_{1}, \ldots, v_{k}\right)\right|=\sup _{\|v\| \leq 1}|T(v, \ldots, v)| .
$$

In fact, Corollary 1 is a special case of Banach's Satz I in [34] when applied to scalar valued tensors (the full result applies to $L^{2}$-function valued tensors). This allows us to prove the following lemma for all symmetric tensors.

Lemma 3. For all symmetric $k$-order tensors $T$ with largest eigenvalue in absolute value $\lambda_{\text {maxabs }}$, then

$$
\begin{equation*}
\lambda_{\text {maxabs }} \geq\left|T_{i_{1}, \ldots, i_{k}}\right| . \tag{3.3}
\end{equation*}
$$

Proof. By Corollary 1, we have:

$$
\lambda_{\text {maxabs }}=\sup _{\|v\|=1}|T(v, \ldots, v)|=\sup _{\left\|v_{1}\right\|=\ldots=\left\|v_{k}\right\|=1}\left|T\left(v_{1}, \ldots, v_{k}\right)\right| \geq\left|T\left(e_{i_{1}}, \ldots, e_{i_{k}}\right)\right|=\left|T_{i_{1}, \ldots, i_{k}}\right|
$$

We can now prove that repeatedly subtracting rank-1 yields an approximate CP decomposition to any desired precision.

Theorem 2. Let $T$ be a $k$-order symmetric tensor with size $d$, i.e. $T \in \mathbb{R}^{d^{k}}$. Consider the process of finding an approximate $C P$ decomposition of $T$ by starting from $T_{0}=T$ and setting $T_{\ell+1}=T_{\ell}-\lambda_{\ell} v_{\ell}^{\otimes k}$ where $\lambda_{\ell}$ is the largest eigenvalue in absolute value of $T_{\ell}$ and $v_{\ell}$ is the associated eigenvector. Then $\left\|T_{\ell}\right\|_{F} \rightarrow 0$ and for $r=\sqrt{1-\frac{1}{d^{k}}} \in[0,1)$

$$
\frac{\left\|T_{\ell+1}\right\|_{F}}{\left\|T_{\ell}\right\|_{F}} \leq r \quad \text { and } \quad T=\sum_{\ell=1}^{p} \lambda_{\ell} v_{\ell}^{\otimes k}+\mathcal{O}\left(r^{L}\right)
$$

for all $L \in \mathbb{N}$.
Proof. First let $\lambda_{\text {maxabs }}$ be the largest eigenvalue in absolute value of a tensor $T$ and recall $\lambda_{\text {maxabs }} \geq\left|T_{i_{1} \ldots i_{k}}\right|$ for all $i_{1}, \ldots, i_{k}$. We will show that there exists a constant $c=\frac{1}{d^{k / 2}} \in(0,1]$ such that $\lambda_{\text {maxabs }} \geq c\|T\|_{F}$. Since $\lambda_{\text {maxabs }} \geq\left|T_{i_{1} \ldots i_{k}}\right|$, we have

$$
\lambda_{\text {maxabs }}^{2} \geq T_{i_{1} \ldots i_{k}}^{2}
$$

which implies that

$$
d^{k} \lambda_{\text {maxabs }}^{2} \geq \sum_{i_{1}, \ldots, i_{k}} T_{i_{1} \ldots i_{k}}^{2}
$$

so we have $d^{k / 2} \lambda_{\text {maxabs }} \geq \sqrt{\sum_{i_{1}, \ldots, i_{k}} T_{i_{1} \ldots i_{k}}^{2}}$ and

$$
\begin{equation*}
\lambda_{\text {maxabs }} \geq \frac{1}{d^{k / 2}}\|T\|_{F}, \tag{3.4}
\end{equation*}
$$

where we take $c=\frac{1}{d^{k / 2}} \in(0,1]$, since $d \geq 1$.

By Lemma 2 applied to $T_{\ell}$, we have

$$
\left\|T_{\ell+1}\right\|_{F}{ }^{2}=\left\|T_{\ell}-\lambda_{\ell} v_{\ell}^{\otimes k}\right\|_{F}{ }^{2}=\left\|T_{\ell}\right\|_{F}{ }^{2}-\lambda_{\ell}{ }^{2} .
$$

Since $\lambda_{\ell}$ is defined to be the largest eigenvalue of $T_{\ell}$, (3.4) says that $\lambda_{\ell} \geq c\left\|T_{\ell}\right\|_{F}$ where $c=\frac{1}{d^{k / 2}}$ so

$$
\begin{aligned}
\left\|T_{\ell+1}\right\|_{F}{ }^{2} & \leq\left\|T_{\ell}\right\|_{F}{ }^{2}-c^{2}\left\|T_{\ell}\right\|_{F}{ }^{2} \\
& \leq\left(1-c^{2}\right)\left\|T_{\ell}\right\|_{F}{ }^{2} .
\end{aligned}
$$

Thus, setting $r=\sqrt{1-c^{2}} \in[0,1)$ we have $\left\|T_{\ell+1}\right\|_{F} \leq r\left\|T_{\ell}\right\|_{F}$ and $\left\|T_{\ell+1}\right\|_{F} \leq r^{2}\left\|T_{\ell-1}\right\|_{F}$ and so forth and proceeding inductively we find,

$$
\left\|T_{\ell+1}\right\|_{F} \leq r^{\ell+1}\left\|T_{0}\right\|_{F}=r^{\ell+1}\|T\|_{F}
$$

Since $0<r<1, \lim _{\ell \rightarrow \infty} r^{\ell+1}=0$, so $0 \leq\left\|T_{\ell+1}\right\|_{F} \leq r^{\ell+1}\|T\|_{F} \rightarrow 0$ implies $\left\|T_{\ell+1}\right\| \rightarrow 0$ as $\ell \rightarrow \infty$. Since this limit is 0 , an upper bound on the rate of convergence of $\left\|T_{\ell}\right\|_{F}$ is found by considering

$$
\frac{\left\|T_{\ell+1}\right\|_{F}}{\left\|T_{\ell}\right\|_{F}} \leq r=\sqrt{1-\frac{1}{d^{k}}} .
$$

Theorem 2 gives an effective algorithm for finding approximate CP decompositions of tensors. Note that this theorem can be improved using a result of [35] in which we define

$$
\lambda_{\text {maxabs }}=\|T\|_{2} \geq \operatorname{App}_{k}(\mathbb{R}, d, \ldots, d)\|T\|_{F}
$$

where $\operatorname{App}_{k}(\mathbb{R}, d, \ldots, d)$ is the best rank-one approximation ratio. When $d=1,2,4,8$, we
have $\operatorname{App}_{k}(\mathbb{R}, d, \ldots, d)=d^{-\frac{k-1}{2}}$ but for all other $d$ we have $\operatorname{App}_{k}(\mathbb{R}, d, \ldots, d)>d^{-\frac{k-1}{2}}$, thus

$$
\begin{equation*}
\lambda_{\text {maxabs }} \geq d^{-\frac{k-1}{2}}\|T\|_{F} \tag{3.5}
\end{equation*}
$$

which is the best inequality that holds for all $d$, although better inequalities may hold for $d \neq 1,2,4,8$. Thus, by replacing (3.4) with (3.5), the Theorem 2 can be rewritten as follows with the best possible bound for $r$.

Theorem 3. Let $T$ be a k-order symmetric tensor with size d, i.e. $T \in \mathbb{R}^{d^{k}}$. Consider the process of finding an approximate $C P$ decomposition of $T$ by starting from $T_{0}=T$ and setting $T_{\ell+1}=T_{\ell}-\lambda_{\ell} v_{\ell}^{\otimes k}$ where $\lambda_{\ell}$ is the largest eigenvalue in absolute value of $T_{\ell}$ and $v_{\ell}$ is the associated eigenvector. Then $\left\|T_{\ell}\right\|_{F} \rightarrow 0$ and for $r=\sqrt{1-d^{1-k}} \in(0,1)$

$$
\frac{\left\|T_{\ell+1}\right\|_{F}}{\left\|T_{\ell}\right\|_{F}} \leq r \quad \text { and } \quad T=\sum_{\ell=1}^{p} \lambda_{\ell} v_{\ell}^{\otimes k}+\mathcal{O}\left(r^{L}\right)
$$

for all $L \in \mathbb{N}$.

In the next chapter, we will show how to use the approximate CP decomposition to build an ensemble that simultaneously matches the mean, covariance, skewness and kurtosis.

We summarize the approximate CP decomposition algorithm below.

```
Algorithm 2 Approximate CP Decomposition
    Inputs: A \(k\)-tensor \(T \in \mathbb{R}^{d^{k}}\) and a tolerance \(\tau\).
    Outputs: Vectors, \(v_{\ell}\), and signs, \(s_{\ell} \in\{-1,1\}\) such that \(\left\|\sum_{\ell=1}^{p} s_{\ell} v_{\ell}^{\otimes k}-T\right\|_{F} \leq \tau\).
        Set \(\ell=1\)
        while \(\|T\|_{F}>\tau\) do
            Apply the HOPM (Algorithm 1) to find an eigenpair \((v, \lambda)\) of \(T\).
            Set \(s_{\ell}=\operatorname{sign}(\lambda)\) (note that if \(k\) is odd we can always choose \(s_{\ell}=1\) )
            Set \(v_{\ell}=|\lambda|^{1 / k} v\)
            Set \(T=T-s_{\ell} v_{\ell}^{\otimes k}\)
            Set \(\ell=\ell+1\)
        end while
    Return the set of all \(s_{\ell}, v_{\ell}\).
```

Finally, we demonstrate this algorithm on a random 3-tensor and 4-tensor with $d=2$ and $d=10$ in Figure 3.1. We note that in all cases the convergence is much faster than our theoretical upper bound, however for $d=10$ we see that the ratio of residual norms approaches much closer to our upper bound. Moreover, high dimensional tensors require a much larger number of vectors to achieve a given tolerance with the approximate CP decomposition. So while our approach provides an effective solution, it is likely that there is room for improvement, and the higher order unscented transform (HOUT) introduced in the next section can use any method of CP decomposition.


Figure 3.1: Top (a-d): With $d=2$ we demonstrate the convergence rate of the approximate CP decomposition of a random symmetric 3 -tensor ( $\mathrm{a}, \mathrm{b}$ ) and 4 -tensor ( $\mathrm{c}, \mathrm{d}$ ). The norm of the residual in blue (a,c) decays to numerical zero faster than the upper bound, $r^{\ell}$ (red). The ratio of successive Frobenius norms shown in blue (b,d) respect the derived upper bound $r$ (red) as long as the difference between iterations exceeds numerical precision. However, it has not really converged to the true value, it has just converged up to 16 digits of precision. Notice how the blue line in (b) violates the upper bound right before iteration 50, and at the same iteration in (a), the error levels off near numerical precision $\left(10^{-16}\right)$. Bottom (e-h): We repeat the experiment with $d=10$.

### 3.1 Sharpness

Now we wish to show the sharpness of Lemma 3, i.e. demonstrate that the inequality (3.3) is optimal. We first show that without loss of generality we only need to show sharpness for $2^{k}$ tensors.

Lemma 4. If there is an example of a symmetric tensor $T \in \mathbb{R}^{2^{k}}$ such that the inequality is shown to be sharp, then the inequality is also sharp for $\mathbb{R}^{n^{k}}$.

Proof. Suppose there is a symmetric tensor $T \in \mathbb{R}^{2^{k}}$ that demonstrates sharpness of the Lemma 3. We can extend this to the $n^{k}$ case where entries with indices that consist of ones and twos are the same as the $2^{k}$ case and all other entries 0 . This yields the following
equations:

$$
\begin{aligned}
\lambda u_{1} & =\left(T \times_{2} u \times_{3} u\right)_{1}=\sum_{j, k=1}^{n} T_{1 j k \ell} u_{j} u_{k} u_{\ell} \\
\lambda u_{2} & =\left(T \times_{2} u \times_{3} u\right)_{2}=\sum_{j, k=1}^{n} T_{2 j k \ell} u_{j} u_{k} u_{\ell} \\
\lambda u_{3} & =\left(T \times_{2} u \times_{3} u\right)_{3}=\sum_{j, k=1}^{n} T_{3 j k \ell} u_{j} u_{k} u_{\ell}=0 \\
\lambda u_{4} & =\left(T \times_{2} u \times_{3} u\right)_{4}=\sum_{j, k=1}^{n} T_{4 j k \ell} u_{j} u_{k} u_{\ell}=0 \\
& \vdots \\
\lambda u_{n} & =\left(T \times_{2} u \times_{3} u\right)_{3}=\sum_{j, k=1}^{n} T_{n j k \ell} u_{j} u_{k} u_{\ell}=0 \\
1 & =u_{1}^{1}+u_{2}^{2}+\ldots+u_{n}^{2}
\end{aligned}
$$

Obviously $u_{3}=u_{4}=\ldots=u_{n}=0$ and thus $u_{1}^{2}+u_{2}^{2}=1$. Hence we have the same equations as in the $2^{k}$ case. Therefore, we have proved the inequality for any symmetric $k$-tensor.

We first consider the case of 3 -tensors. By the eigenvalue equation, for some 3-tensor $T \in \mathbb{R}^{d^{3}}$ and eigenvector $\vec{u} \in \mathbb{R}^{d}$ of length 1 with associated eigenvalue $\lambda$ we have

$$
\begin{equation*}
T \times_{2} u \times_{3} u=\lambda u \tag{3.6}
\end{equation*}
$$

with the component-wise definition

$$
\left(T \times_{2} u \times_{3} u\right)_{i}=\sum_{j, k=1}^{d} T_{i j k} u_{j} u_{k} .
$$

By Lemma 4, we only need to consider tensors that are in $\mathbb{R}^{2^{3}}$. Consider the $2 \times 2 \times 2$ symmetric tensor $T$ with entries $T_{111}=0, T_{211}=1, T_{221}=0, T_{222}=-1$ so

and eigenvector of length $1 \vec{u}=\binom{u_{1}}{u_{2}}$. By plugging these values into the eigenvalue equation and taking the first component of both sides of (3.6) we have the following equality

$$
\lambda u_{1}=\left(T \times_{2} u \times_{3} u\right)_{1}=\sum_{j, k=1}^{2} T_{1 j k} u_{j} u_{k}=T_{111} u_{1}^{2}+T_{112} u_{1} u_{2}+T_{121} u_{2} u_{1}+T_{122} u_{2}^{2}=2 u_{1} u_{2}
$$

Now, taking the second component we have

$$
\lambda u_{2}=\left(T \times_{2} u \times_{3} u\right)_{2}=\sum_{j, k=1}^{2} T_{2 j k} u_{j} u_{k}=T_{211} u_{1}^{2}+T_{212} u_{1} u_{2}+T_{221} u_{2} u_{1}+T_{222} u_{2}^{2}=u_{1}^{2}-u_{2}^{2}
$$

Therefore, we have the system of equations

$$
\begin{align*}
\lambda u_{1} & =2 u_{1} u_{2}  \tag{3.7}\\
\lambda u_{2} & =u_{1}^{2}-u_{2}^{2}  \tag{3.8}\\
u_{1}^{2}+u_{2}^{2} & =1 \tag{3.9}
\end{align*}
$$

Rearranging (3.7) gives $\lambda=2 u_{2}$. Plugging this value of $\lambda$ into (3.8) then gives $u_{1}^{2}=3 u_{2}^{2}$. Plugging this into (3.9) and solving the equation yields $\lambda= \pm 1$.

Therefore, since $\lambda_{\text {maxabs }}=1$ and is greater than or equal to the absolute value of each
entry in the tensor, this proves that in the inequality $\lambda_{\text {maxabs }} \geq c \cdot T_{s t u}, c$ cannot have a value greater than 1 , proving the sharpness of our inequality for the 3 -tensor.

We next consider the case of 4 -tensors. By Lemma 4, we only need to consider tensors that are in $\mathbb{R}^{2^{4}}$. Note that by the eigenvalue equation, for some $T \in \mathbb{R}^{d^{4}}$ and eigenvector $\vec{u} \in \mathbb{R}^{d}$ of length 1 with associated eigenvalue $\lambda$ we have

$$
\begin{equation*}
T \times_{2} u \times_{3} u \times_{4} u=\lambda u \tag{3.10}
\end{equation*}
$$

with the component-wise definition

$$
\left(T \times_{2} u \times_{3} \times_{4} u\right)_{i}=\sum_{j, k, \ell=1}^{d} T_{i j k} u_{j} u_{k} u_{\ell} .
$$

Now, consider the $2 \times 2 \times 2 \times 2$ symmetric tensor $T$ with entries $T_{1111}=T_{2222}=3, T_{1122}=1$, and $T_{1112}=T_{1222}=0$. We then take the first component of both sides of (3.10) to get the following equality

$$
\begin{aligned}
\lambda u_{1}= & \left(T \times_{2} u \times_{3} u \times_{4} u\right)_{1} \\
= & \sum_{j, k=1}^{2} T_{1 j k \ell} u_{j} u_{k} u_{\ell} \\
= & T_{1111} u_{1}^{3}+T_{1211} u_{1}^{2} u_{2}+T_{1121} u_{1}^{2} u_{2}+T_{1112} u_{1}^{2} u_{2}+T_{1221} u_{1} u_{2}^{2}+T_{1212} u_{1} u_{2}^{2} \\
& +T_{1122} u_{1} u_{2}^{2}+T_{1222} u_{2}^{3} \\
= & T_{1111} u_{1}^{3}+\left(T_{1211}+T_{1121}+T_{1112}\right) u_{1}^{2} u_{2}+\left(T_{1221}+T_{1212}+T_{1122}\right) u_{1} u_{2}^{2}+T_{1222} u_{2}^{3} \\
= & 3 u_{1}^{3}+3 u_{1} u_{2}^{2} \\
= & 3\left(u_{1}^{3}+u_{1} u_{2}^{2}\right) .
\end{aligned}
$$

Now, taking the second component we have

$$
\begin{aligned}
\lambda u_{2}= & \left(T \times_{2} u \times_{3} u \times_{4} u\right)_{2} \\
= & \sum_{j, k=1}^{2} T_{2 j k \ell} u_{j} u_{k} u_{\ell} \\
= & T_{2111} u_{1}^{3}+T_{2211} u_{1}^{2} u_{2}+T_{2112} u_{1}^{2} u_{2}+T_{2121} u_{1}^{2} u_{2}+T_{2212} u_{1} u_{2}^{2}+T_{2221} u_{1} u_{2}^{2} \\
& +T_{2122} u_{1} u_{2}^{2}+T_{2222} u_{2}^{3} \\
= & T_{2111} u_{1}^{3}+\left(T_{2211}+T_{2112}+T_{2121}\right) u_{1}^{2} u_{2}+\left(T_{2212}+T_{2221}+T_{2122}\right) u_{1} u_{2}^{2}+T_{2222} u_{2}^{3} \\
= & 3 u_{1}^{2} u_{2}+3 u_{2}^{3} \\
= & 3\left(u_{1}^{2} u_{2}+u_{2}^{3}\right) .
\end{aligned}
$$

Therefore, we have the system of equations

$$
\begin{align*}
\lambda u_{1} & =3\left(u_{1}^{3}+u_{1} u_{2}^{2}\right)  \tag{3.11}\\
\lambda u_{2} & =3\left(u_{1}^{2} u_{2}+u_{2}^{3}\right)  \tag{3.12}\\
u_{1}^{2}+u_{2}^{2} & =1 \tag{3.13}
\end{align*}
$$

Rearranging (3.13) as $u_{2}^{2}=1-u_{1}^{2}$ and plugging this into (3.11) gives us $\lambda u_{1}=3 u_{1}$ hence $\lambda=3$. Then we rearrange (3.13) as $u_{1}^{2}=1-u_{2}^{2}$ and plug this into (3.12) to give us $\lambda u_{2}=3 u_{2}$ thus once again $\lambda=3$. Therefore $\lambda_{\text {maxabs }}=3$ and satisfies the Lemma 3

$$
\lambda_{\text {maxabs }} \geq\left|T_{i j k \ell}\right|
$$

since the largest entry in $T$ is also 3 , proving the sharpness of the lemma for the 4 -tensor.

## Chapter 4: Higher Order Unscented Transform

### 4.1 Higher Order Unscented Transform

The goal of the scaled unscented transform is to generate a small ensemble that exactly matches the mean and covariance of a distribution, thus forming a quadrature rule that can be to estimate the expected value of nonlinear functions. In this section we define the higher order unscented transform which matches the first four moments of a distribution, thus providing a quadrature rule with a higher degree of exactness. While we only describe the process explicitly for up to four moments, our method is based on the approximate tensor decomposition from the previous section and should allow generalization to an arbitrary number of moments.

Suppose we are given the following moments of the distribution of a random variable: the mean $\mu \in \mathbb{R}^{d}$, the covariance matrix $C \in \mathbb{R}^{d \times d}$, the skewness tensor $S \in \mathbb{R}^{d \times d \times d}$, and kurtosis tensor $K \in \mathbb{R}^{d \times d \times d \times d}$. Let $\tau$ be a parameter that specifies the tolerance of the approximate CP decompositions and let $S$ and $K$ have the approximate CP decompositions

$$
\left\|S-\sum_{i=1}^{J} \tilde{v}_{i}^{\otimes 3}\right\|_{F} \leq \tau / 2 \quad\left\|K-\sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 4}\right\|_{F} \leq \tau / 2
$$

where $s_{i} \in\{-1,1\}$ denote signs. Note that these approximate decompositions can be constructed by the algorithm described in Theorem 2 and then moving the eigenvalues inside the tensor power by the rule $(c v)^{\otimes k}=c^{k} v^{\otimes k}$. Note that the signs $s_{i}$ are required for the kurtosis since constants come out of even order tensor powers as absolute values.

The key to forming an ensemble that matches all four moments simultaneously is carefully balancing the interactions between the moments. For example, if we add new quadrature nodes of the form $\mu+\gamma \tilde{v}_{i}$ in order to try to match the skewness, these nodes will influence the mean of the ensemble. In order to balance these interactions we make the following definitions based on the approximate CP decompositions of the skewness and kurtosis,

$$
\tilde{\mu}=\sum_{i=1}^{J} \tilde{v}_{i}, \quad \hat{\mu}=-\gamma^{-2} \tilde{\mu}, \quad \tilde{C}=\sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 2}, \quad \hat{C}=C-\frac{1}{\delta^{2}} \tilde{C}
$$

where $\hat{L}=\sum_{i=1}^{L} s_{i}$ and $\beta, \gamma, \delta$ are arbitrary positive constants that will define the 4 moment $\sigma$-points below. We note that $C$ is assumed symmetric and positive definite since it is a covariance matrix and $\tilde{C}$ is symmetric by definition. In order to insure that $\hat{C}$ is also positive definite, let $\lambda_{\max }^{\tilde{C}}$ be the largest eigenvalue of $\tilde{C}$ and let $\lambda_{\min }^{C}$ be the smallest eigenvalue of $C$, then we require that $\delta>\sqrt{\frac{\lambda_{\text {max }}^{\tilde{C}}}{\lambda_{\text {min }}}}$ which guarantees that $\hat{C}$ is positive definite. We note that this choice can be overly conservative especially when $C$ is close to rank deficient. In these cases, it can be helpful to iterative divide $\delta$ by 2 as long as $\hat{C}$ remains positive definite. These choices balance out the interactions between the moments and are the key to proving Theorem 4 below. We are now ready to define the 4 -moment $\sigma$-points.

Definition 11 (The 4-moment $\sigma$-points of the higher order unscented transform). Let $\alpha$,
$\beta, \gamma, \delta$ be positive real numbers, we define the $\mathbf{4}$ moment $\sigma$-points by

$$
\sigma_{i}= \begin{cases}\mu & \text { if } i=-2 \\ \mu+\alpha \hat{\mu} & \text { if } i=-1 \\ \mu-\alpha \hat{\mu} & \text { if } i=0 \\ \mu+\beta \sqrt{\hat{C}_{i}} & \text { if } i=1, \ldots, d \\ \mu-\beta \sqrt{\hat{C}}_{i-d} & \text { if } i=d+1, \ldots, 2 d \\ \mu+\gamma \tilde{v}_{i-2 d} & \text { if } i=2 d+1, \ldots, 2 d+J \\ \mu-\gamma \tilde{v}_{i-2 d-J} & \text { if } i=2 d+J+1, \ldots, 2 d+2 J \\ \mu+\delta \tilde{u}_{i-2 d-2 J} & \text { if } i=2 d+2 J+1, \ldots, 2 d+2 J+L \\ \mu-\delta \tilde{u}_{i-2 d-2 J-L} & \text { if } i=2 d+2 J+L+1, \ldots, N\end{cases}
$$

and the corresponding weights by

$$
w_{i}= \begin{cases}1-d \beta^{-2}-\hat{L} \delta^{-4} & \text { if } i=-2 \\ \frac{1}{2} \alpha^{-1} & \text { if } i=-1 \\ -\frac{1}{2} \alpha^{-1} & \text { if } i=0 \\ \frac{1}{2} \beta^{-2} & \text { if } i=1, \ldots, 2 d \\ \frac{1}{2} \gamma^{-3} & \text { if } i=2 d+1, \ldots, 2 d+J \\ -\frac{1}{2} \gamma^{-3} & \text { if } i=2 d+J+1, \ldots, 2 d+2 J \\ \frac{1}{2} \delta^{-4} s_{i-2 d-2 J} & \text { if } i=2 d+2 J+1, \ldots, 2 d+2 J+L \\ \frac{1}{2} \delta^{-4} s_{i-2 d-2 J-L} & \text { if } i=2 d+2 J+L+1, \ldots, N\end{cases}
$$

For convenience, denote $N=2(d+J+L)$.

The next theorem shows that the 4 -moment $\sigma$-points match the first two moments exactly and match the skewness and kurtosis up to an error term that can be controlled below.

Theorem 4. Given the 4-moment $\sigma$-points associated with $\mu, C, S$, and $K$ we have $\sum_{i=-2}^{N} w_{i}=1$ and

$$
\begin{aligned}
\sum_{i=-2}^{N} w_{i} \sigma_{i} & =\mu \\
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 2} & =C \\
\left\|\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 3}-S\right\|_{F} & \leq \tau / 2+\alpha^{2}\left\|\hat{\mu}^{\otimes 3}\right\|_{F} \\
\left\|\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 4}-K\right\|_{F} & \leq \tau / 2+\beta^{2}\|\bar{C}\|_{F}
\end{aligned}
$$

where $\bar{C}=\sum_{i=1}^{d} \sqrt{\hat{C}_{i}}{ }^{\otimes 4}$.

Proof. We first we wish to show that the first moment equation matches our mean. We begin by splitting the sum

$$
\sum_{i=-2}^{N} w_{i} \sigma_{i}=\sum_{i=-2}^{0} w_{i} \sigma_{i}+\sum_{i=1}^{2 d} w_{i} \sigma_{i}+\sum_{i=2 d+1}^{2 d+2 J} w_{i} \sigma_{i}+\sum_{i=2 d+2 J+1}^{N} w_{i} \sigma_{i}
$$

Using the expressions defining the 4 moment $\sigma$-points $\sigma_{i}$ and the corresponding weights $w_{i}$,
we have

$$
\left.\left.\begin{array}{rl}
\sum_{i=-2}^{N} w_{i} \sigma_{i}= & \left(1-d \beta^{-2}-\hat{L} \delta^{-4}\right) \mu+\frac{1}{2 \alpha}(\mu+\alpha \hat{\mu})-\frac{1}{2 \alpha}(\mu-\alpha \hat{\mu}) \\
& +\sum_{i=1}^{d} \frac{1}{2 \beta^{2}}(\mu+\beta \sqrt{\hat{C}}
\end{array}\right)+\sum_{j=d+1}^{2 d} \frac{1}{2 \beta^{2}}\left(\mu-\beta \sqrt{\hat{C}}{ }_{i-d}\right)\right] \text { ( } \quad \begin{array}{rl}
2 d+J & 1 \\
& +\sum_{i=2 d+1}^{2 \gamma^{3}}\left(\mu+\gamma \tilde{v}_{i-2 d}\right)+\sum_{j=2 d+J+1}^{2 d+2 J} \frac{-1}{2 \gamma^{3}}\left(\mu-\gamma \tilde{v}_{i-2 d-J}\right) \\
& +\sum_{i=2 d+2 J+1}^{2 d+2 J+L} \frac{1}{2 \delta^{4}} s_{i-2 d-2 J}\left(\mu+\delta \tilde{u}_{i-2 d-2 J}\right) \\
& +\sum_{j=2 d+2 J+L+1}^{N} \frac{1}{2 \delta^{4}} s_{i-2 d-2 J-L}\left(\mu-\delta \tilde{u}_{i-2 d-2 J-L}\right)
\end{array}
$$

and regrouping like terms, we obtain

$$
\begin{aligned}
\sum_{i=-2}^{N} w_{i} \sigma_{i}= & \left(1-d \beta^{-2}-\hat{L} \delta^{-4}\right) \mu+\hat{\mu}+\sum_{i=1}^{d} \frac{1}{2 \beta^{2}}\left(2 \mu+\beta \sqrt{\hat{C}_{i}}-\beta \sqrt{\hat{C}_{i}}\right) \\
& +\sum_{i=1}^{J}\left(\frac{1}{2 \gamma^{3}}\left(\mu+\gamma \tilde{v}_{i}\right)-\frac{1}{2 \gamma^{3}}\left(\mu-\gamma \tilde{v}_{i}\right)\right)+\sum_{i=1}^{L} \frac{1}{2 \delta^{4}} s_{i}\left(2 \mu+\delta \tilde{u}_{i}-\delta \tilde{u}_{i}\right) \\
= & \left(1-d \beta^{-2}-\hat{L} \delta^{-4}\right) \mu+\hat{\mu}+\sum_{i=1}^{d} \frac{\mu}{\beta^{2}}+\sum_{i=1}^{J} \frac{\tilde{v}_{i}}{\gamma^{2}}+\sum_{i=1}^{L} \frac{s_{i} \mu}{\delta^{4}} \\
= & \left(1-d \beta^{-2}-\hat{L} \delta^{-4}\right) \mu+\hat{\mu}+d \beta^{-2} \mu+\gamma^{-2} \sum_{i=1}^{J} \tilde{v}_{i}+\delta^{-4} \mu \sum_{i=1}^{L} s_{i} \\
= & \mu+\hat{\mu}+\gamma^{-2} \tilde{\mu} \\
= & \mu
\end{aligned}
$$

using the definition $\hat{\mu}=-\gamma^{-2} \tilde{\mu}$ for the last equality.

To look at the other moment equations, let's first observe that for $n=2,3,4$,

$$
\begin{aligned}
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n}= & \sum_{i=-1}^{0} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n}+\sum_{i=1}^{2 d} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n} \\
& +\sum_{i=2 d+1}^{2 d+2 J} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n}+\sum_{i=2 d+2 J+1}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n}
\end{aligned}
$$

Notice that since the first $\sigma$-point $\sigma_{-2}$ is $\mu$, the term $w_{-2}\left(\sigma_{-2}-\mu\right)^{\otimes n}=0$. By the definition of $\sigma$-points and corresponding weights,

$$
\begin{aligned}
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n}= & \frac{\alpha^{n-1}}{2}\left(\hat{\mu}^{\otimes n}-(-\hat{\mu})^{\otimes n}\right) \\
& +\frac{\beta^{n-2}}{2}\left(\sum_{i=1}^{d}\left(\sqrt{\hat{C}_{i}}\right)^{\otimes n}+\sum_{j=d+1}^{2 d}\left(-\sqrt{\hat{C}}_{i-d}\right)^{\otimes n}\right) \\
& +\frac{\gamma^{n-3}}{2}\left(\sum_{i=2 d+1}^{2 d+J}\left(\tilde{v}_{i-2 d}\right)^{\otimes n}-\sum_{j=2 d+J+1}^{2 d+2 J}\left(-\tilde{v}_{i-2 d-J}\right)^{\otimes n}\right) \\
& +\frac{\delta^{n-4}}{2} \sum_{i=2 d+2 J+1}^{2 d+2 J+L} s_{i-2 d-2 J}\left(\tilde{u}_{i-2 d-2 J}\right)^{\otimes n} \\
& +\frac{\delta^{n-4}}{2} \sum_{j=2 d+2 J+L+1}^{N} s_{i-2 d-2 J-L}\left(-\tilde{u}_{i-2 d-2 J-L}\right)^{\otimes n}
\end{aligned}
$$

where we used the property $(a v)^{\otimes n}=a^{n} v^{\otimes n}$ where $a$ is any real number and $v$ is a vector.

When $n$ is even, we have

$$
\begin{equation*}
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n}=\beta^{n-2} \sum_{i=1}^{d}\left(\sqrt{\hat{C}_{i}}\right)^{\otimes n}+\delta^{n-4} \sum_{i=1}^{L} s_{i}\left(\tilde{u}_{i}\right)^{\otimes n} \tag{4.1}
\end{equation*}
$$

and when $n$ is odd, we obtain

$$
\begin{equation*}
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes n}=\alpha^{n-1} \hat{\mu}^{\otimes n}+\gamma^{n-3} \sum_{i=1}^{J}\left(\tilde{v}_{i}\right)^{\otimes n} \tag{4.2}
\end{equation*}
$$

Now we wish to show that the second moment equation matches our covariance. By (4.1), setting $n=2$ we have

$$
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 2}=\sum_{i=1}^{d} \sqrt{\hat{C}_{i}}{ }^{\otimes 2}+\delta^{-2} \sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 2}=\hat{C}+\delta^{-2} \tilde{C}
$$

and applying the definition of $\hat{C}=C-\delta^{-2} \tilde{C}$ we have

$$
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 2}=C
$$

as desired. Next, observe that by (4.2) and the definition of $S$,

$$
\sum_{j=0}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 3}=\alpha^{2} \hat{\mu}^{\otimes 3}+\sum_{i=1}^{J} \tilde{v}_{i}^{\otimes 3}
$$

and since we assume that $\left\|\sum_{i=1}^{J} \tilde{v}_{i}^{\otimes 3}-S\right\|_{F} \leq \frac{\tau}{2}$, by the triangle inequality we have,

$$
\left\|\sum_{j=0}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 3}-S\right\|_{F} \leq \frac{\tau}{2}+\alpha^{2}\left\|\hat{\mu}^{\otimes 3}\right\|_{F}
$$

as desired. Lastly, we wish to show that the fourth moment equation matches our kurtosis. By (4.1) and the definition of $K$, we have

$$
\begin{aligned}
\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 4} & =\beta^{2} \sum_{i=1}^{d} \sqrt{\hat{C}_{i}^{\otimes 4}}+\sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 4} \\
& =\beta^{2} \bar{C}+\sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 4}
\end{aligned}
$$

and since we assume that $\left\|\sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 4}-K\right\|_{F} \leq \frac{\tau}{2}$, by the triangle inequality we have,

$$
\left\|\sum_{j=0}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 4}-K\right\|_{F} \leq \frac{\tau}{2}+\beta^{2}\|\bar{C}\|_{F}
$$

which completes the proof.
Notice that the third and fourth moment equations do not exactly match the skewness and kurtosis, respectively. Of course, we only used an approximate CP decomposition to begin with, which accounts for the $\tau$ term in the error. Thus, the real goal is to bound the other error term by the same tolerance, $\tau$. The following corollary shows how to control the error terms on the skewness and kurtosis.

Corollary 2. Let $\tau$ be a specified tolerance for the absolute error of the skewness and kurtosis and set $\bar{C}=\sum_{i=1}^{d} \sqrt{\hat{C}}_{i}^{\otimes 4}$ and $\hat{\mu}$ as in Theorem 4. If we choose parameters $\alpha, \beta$ such
that

$$
\alpha<\sqrt{\frac{\tau}{2\left\|\hat{\mu}^{\otimes 3}\right\|_{F}}} \quad \text { and } \quad \beta<\sqrt{\frac{\tau}{2\|\bar{C}\|_{F}}}
$$

then

$$
\left\|\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 3}-S\right\|_{F}<\tau \quad \text { and } \quad\left\|\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 4}-K\right\|_{F}<\tau .
$$

Proof. The inequality for $\beta$ follows immediately from Theorem 4. Once $\beta$ is chosen, then we can define,

$$
\left\|\hat{\mu}^{\otimes 3}\right\|_{F}=\left\|\left(\left(1-d \beta^{-2}-\hat{L} \delta^{-4}\right) \mu-\gamma^{-2} \tilde{\mu}\right)^{\otimes 3}\right\|_{F}
$$

and choosing $\alpha<\sqrt{\frac{\tau}{2\left\|\hat{\mu}^{\otimes 3}\right\|_{F}}}$ we have

$$
\left\|\sum_{i=-2}^{N} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes 3}-S\right\|_{F} \leq \tau / 2+\alpha^{2}\left\|\hat{\mu}^{\otimes 3}\right\|_{F}<\tau
$$

as desired.

Corollary 2 could easily be reformulated to control relative error if desired, and taken to the extreme we could make the quadrature rule exact up to numerical precision. As a practical matter, this is not an effective strategy since it would result in a larger condition number for the numerical quadrature as shown in the following remark.

```
Algorithm 3 Higher Order Unscented Transform (HOUT)
    Inputs: A function \(f\), tolerance \(\tau\), and the mean, \(\mu\), covariance, \(C\), skewness, \(S\), and
    kurtosis, \(K\), of a random variable \(X\).
```

Outputs: Estimate of $\mathbb{E}[f(X)]$ with degree of exactness 4.
Compute the approximate CP decomposition $\left\|S-\sum_{i=1}^{J} \tilde{v}_{i}^{\otimes 3}\right\|_{F} \leq \tau / 2$
Compute the approximate CP decomposition $\left\|K-\sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 4}\right\|_{F} \leq \tau / 2$
Set $\tilde{C}=\sum_{i=1}^{L} s_{i} \tilde{u}_{i}^{\otimes 2}$.
Compute the largest eigenvalue $\lambda_{\max }^{\tilde{C}}$ of $\tilde{C}$ and the smallest eigenvalue $\lambda_{\text {min }}^{C}$ of $C$
Choose $\delta>\sqrt{\frac{\lambda_{\text {max }}^{\tilde{m}}}{\lambda_{\text {min }}^{C}}}$ (note that $C$ is positive definite so $\lambda_{\min }^{C}>0$ )
(Optional) While $C-\delta^{-2} \tilde{C}$ is positive definite, set $\delta=\delta / 2$
Set $\hat{C}=C-\delta^{-2} \tilde{C}$
Compute the symmetric square root of $\hat{C}$ with columns $\sqrt{\hat{C}_{i}}$
Set $\bar{C}=\sum_{i=1}^{d}{\sqrt{\hat{C}_{i}}}^{\otimes 4}$
Choose $\beta<\sqrt{\frac{\tau}{2\|C\|_{F}}}$ and choose $\gamma>0$ (default $\gamma=J^{-1 / 3}$ )
Set $\hat{L}=\sum_{i=1}^{L} s_{i}$ and $\tilde{\mu}=\sum_{i=1}^{J} \tilde{v}_{i}$ and $\hat{\mu}=\left(1-d \beta^{-2}-\hat{L} \delta^{-4}\right) \mu-\gamma^{-2} \tilde{\mu}$
Choose $\alpha<\sqrt{\frac{\tau}{2\left\|\hat{\mu}^{\otimes 3}\right\|_{F}}}$
Define the 4 -moment $\sigma$-points, $\sigma_{i}$, and weights, $w_{i}$, according to Definition 11
Output: $\sum_{i=-2}^{N} w_{i} f\left(\sigma_{i}\right)$

Remark 2. The absolute condition number of the higher order unscented transform is bounded above by $\sum_{i=0}^{N}\left|w_{i}\right|$. Using the bounds from Corollary 2 we find

$$
\sum_{i=0}^{N}\left|w_{i}\right|=\frac{1}{\alpha}+\frac{d}{\beta^{2}}+\frac{J}{\gamma^{3}}+\frac{L}{\delta^{4}}>\sqrt{\frac{\left\|\bar{\mu}^{\otimes 3}\right\|_{F}}{\tau}}+\frac{d\|\bar{C}\|_{F}}{\tau}+\frac{J}{\gamma^{3}}+\frac{L}{\delta^{4}}=\mathcal{O}\left(\tau^{-1}\right)
$$

which shows that the condition number has the potential to blow up as the tolerance is decreased.

We summarize the HOUT algorithm in Algorithm 3 and we now turn to some numerical experiments to demonstrate the HOUT.

### 4.2 Error Analysis

The standard approach to error estimates for the SUT is based on a Taylor's theorem approximation near the mean. These results can be immediately generalized to the HOUT as in the following theorem.

Theorem 5 (Taylor-type HOUT Error Bound). Let $f \in C^{5}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and let $X \sim p$ be $a$ random variable with distribution $p$ that has compact support. Then the error in estimating $\mathbb{E}[f(X)]$ using the 4-moment $\sigma$-points of the HOUT and corresponding weights has the upper bound

$$
\left|\mathbb{E}[f(X)]-\sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)\right| \leq\left\|D^{5} f\right\|_{\infty} \frac{d^{5}}{120}\left(\left\|M_{5, a b s}\right\|_{\max }+\left\|\tilde{M}_{5, a b s}\right\|_{\max }\right)
$$

where the $\left\|D^{5} f\right\|_{\infty}$ is taken on the support of the measure and $M_{5, a b s}, \tilde{M}_{5, a b s}$ are the absolute fifth moments of $p$ and the quadrature respectively.

Proof. Suppose $f \in C^{5}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Now we wish to find the error bound where $\mathbb{E}[f(x)]$ with $x \sim p$ is the truth and $\sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)$ is our estimate where $m$ is the number of $\sigma$-points (nodes) in the quadrature. By Taylor's theorem with remainder we can expand $f$ centered at $\mu$ as

$$
\begin{aligned}
f(x)= & f(\mu)+\nabla f(\mu)(x-\mu)+\frac{1}{2} \sum_{j, k=1}^{d} H f(\mu)_{j k}(x-\mu)_{j}(x-\mu)_{k} \\
& +\frac{1}{6} \sum_{j, k, l=1}^{d} D^{3} f(\mu)_{j k l}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l} \\
& +\frac{1}{24} \sum_{j, k, l, r=1}^{d} D^{4} f(\mu)_{j k l r}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l}(x-\mu)_{r} \\
& +\frac{1}{120} \sum_{j, k, l, r, s=1}^{d} D^{5} f\left(\mu^{*}\right)_{j k l r s}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l}(x-\mu)_{r}(x-\mu)_{s}
\end{aligned}
$$

where $\mu^{*} \in B_{\|x-\mu\|}(\mu)$ (i.e. $\left\|\mu^{*}-\mu\right\|<\|x-\mu\|$ ), and $D^{k} f(x)_{j_{1} \cdots j_{k}} \equiv \frac{\partial^{k} f}{\partial x_{j_{k}} \cdots \partial x_{j_{1}}}(x)$. Thus

$$
\begin{aligned}
\mathbb{E}[f(x)]= & \int_{\mathbb{R}^{d}} f(x) p(x) d x \\
= & f(\mu) \int_{\mathbb{R}^{d}} p(x) d x+\nabla f(\mu) \int_{\mathbb{R}^{d}}(x-\mu) p(x) d x \\
& +\frac{1}{2} \sum_{j, k=1}^{d} H f(\mu)_{j k} \int_{\mathbb{R}^{d}}(x-\mu)_{j}(x-\mu)_{k} p(x) d x \\
& +\frac{1}{6} \sum_{j, k, l=1}^{d} D^{3} f(\mu)_{j k l} \int_{\mathbb{R}^{d}}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l} p(x) d x \\
& +\frac{1}{24} \sum_{j, k, l, r=1}^{d} D^{4} f(\mu)_{j k l r} \int_{\mathbb{R}^{d}}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l}(x-\mu)_{r} p(x) d x \\
& +\frac{1}{120} \sum_{j, k, l, r, s=1}^{d} \int_{\mathbb{R}^{d}} D^{5} f\left(\mu_{x}^{*}\right)_{j k l r s}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l}(x-\mu)_{r}(x-\mu)_{s} p(x) d x \\
= & f(\mu)+\frac{1}{2} \sum_{j, k=1}^{d} H f(\mu)_{j k} C_{j k}+\frac{1}{6} \sum_{j, k, l=1}^{d} D^{3} f(\mu)_{j k l} S_{j k l}+\frac{1}{24} \sum_{j, k, l, r=1}^{d} D^{4} f(\mu)_{j k l r} K_{j k l r} \\
& +\frac{1}{120} \sum_{j, k, l, r, s=1}^{d} \int_{\mathbb{R}^{d}} D^{5} f\left(\mu_{x}^{*}\right)_{j k l r s}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l}(x-\mu)_{r}(x-\mu)_{s} p(x) d x
\end{aligned}
$$

where the subscript on $\mu_{x}^{*}$ denotes the implicit dependence on $x$ of the remainder in Taylor's theorem. Since the quadrature exactly matches the first four moments we have,

$$
\begin{gathered}
1=\sum_{i=1}^{m} w_{i}, \quad \mu=\sum_{i=1}^{m} w_{i} \sigma_{i}, \quad C_{j k}=\sum_{i=1}^{m} w_{i}\left(\sigma_{i}-\mu\right)_{j}\left(\sigma_{i}-\mu\right)_{k}, \\
S_{j k l}=\sum_{i=1}^{m} w_{i}\left(\sigma_{i}-\mu\right)_{j}\left(\sigma_{i}-\mu\right)_{k}\left(\sigma_{i}-\mu\right)_{l}, \quad \text { and } \quad K_{j k l r}=\sum_{i=1}^{m} w_{i}\left(\sigma_{i}-\mu\right)_{j}\left(\sigma_{i}-\mu\right)_{k}\left(\sigma_{i}-\mu\right)_{l}\left(\sigma_{i}-\mu\right)_{r} .
\end{gathered}
$$

So applying Taylor's theorem inside the quadrature formula yields,

$$
\begin{aligned}
\sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)= & \sum_{i=1}^{m} w_{i}\left(f(\mu)+\nabla f(\mu)\left(\sigma_{i}-\mu\right)+\frac{1}{2} \sum_{j, k=1}^{d} H f(\mu)_{j k}\left(\sigma_{i}-\mu\right)_{j}\left(\sigma_{i}-\mu\right)_{k}\right. \\
& +\frac{1}{6} \sum_{j, k, l=1}^{d} D^{3} f(\mu)_{j k l}\left(\sigma_{i}-\mu\right)_{j}\left(\sigma_{i}-\mu\right)_{k}\left(\sigma_{i}-\mu\right)_{l} \\
& +\frac{1}{24} \sum_{j, k, l, r=1}^{d} D^{4} f(\mu)_{j k l r}\left(\sigma_{i}-\mu\right)_{j}\left(\sigma_{i}-\mu\right)_{k}\left(\sigma_{i}-\mu\right)_{l}\left(\sigma_{i}-\mu\right)_{r} \\
& \left.+\frac{1}{120} \sum_{j, k, l, r, s=1}^{d} D^{5} f\left(\mu^{*}\right)_{j k l r s}(x-\mu)_{j}(x-\mu)_{k}(x-\mu)_{l}(x-\mu)_{r}(x-\mu)_{s}\right) \\
= & f(\mu)+\frac{1}{2} \sum_{j, k=1}^{d} H f(\mu)_{j k} C_{j k}+\frac{1}{6} \sum_{j, k, l=1}^{d} D^{3} f(\mu)_{j k l} S_{j k l}+\frac{1}{24} \sum_{j, k, l, r=1}^{d} D^{4} f(\mu)_{j k l r} K_{j k l r} \\
& +\frac{1}{120} \sum_{j, k, l, r, s=1}^{d}\left(\sum_{i=1}^{m} D^{5} f\left(\mu_{\sigma_{i}}^{*}\right)_{j k l r s} w_{i}\left(\sigma_{i}-\mu\right)_{j}\left(\sigma_{i}-\mu\right)_{k}\left(\sigma_{i}-\mu\right)_{l}\left(\sigma_{i}-\mu\right)_{r}\left(\sigma_{i}-\mu\right)_{s}\right)
\end{aligned}
$$

Notice that the first four terms of the true expectation and the quadrature formula agree. Since the first four terms cancel, the error becomes,

$$
\begin{aligned}
& \left|\mathbb{E}[f(x)]-\sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)\right| \\
& \left.\quad=\left.\frac{1}{120}\right|_{j, k, l, r, s=1} ^{d} \int_{\mathbb{R}^{d}} D^{5} f\left(\mu_{x}^{*}\right)_{j k l r s}(x-\mu)_{j k l r s}^{\otimes 5} d p-\sum_{i=1}^{m} D^{5} f\left(\mu_{\sigma_{i}}^{*}\right)_{j k l r s} w_{i}\left(\sigma_{i}-\mu\right)_{j k l r s}^{\otimes 5} \right\rvert\, \\
& \quad \leq \frac{1}{120} \sum_{j, k, l, r, s=1}^{d} \int_{\mathbb{R}^{d}}\left|D^{5} f\left(\mu_{x}^{*}\right)_{j k l r s}(x-\mu)_{j k l r s}^{\otimes 5}\right| d p+\sum_{i=1}^{m}\left|D^{5} f\left(\mu_{\sigma_{i}}^{*}\right)_{j k l r s} w_{i}\left(\sigma_{i}-\mu\right)_{j k l r s}^{\otimes 5}\right| \\
& \quad \leq \frac{\left\|D^{5} f\right\|_{\infty}}{120} \sum_{j, k, l, r, s=1}^{d} \int_{\mathbb{R}^{d}}\left|(x-\mu)_{j k l r s}^{\otimes 5}\right| d p+\sum_{i=1}^{m}\left|w_{i}\left(\sigma_{i}-\mu\right)_{j k l r s}^{\otimes 5}\right| \\
& \quad \leq\left\|D^{5} f\right\|_{\infty} \frac{d^{5}}{120}\left(\left\|M_{5, a b s}\right\|_{\max }+\left\|\tilde{M}_{5, a b s}\right\|_{\max }\right)
\end{aligned}
$$

While the assumption of compact support is not strictly necessary, one must make some assumption on the decay of the probability measure in order to control the error. Moreover,
the Taylor's theorem approach does not allow less regular functions $f$ or take advantage of additional regularity that may be present in $f$. Thus we take a more general approach based on the methods of polynomial approximation [36, 37].

The benefit of our ability to match four moments to arbitrary precision is that it allows us to apply the standard approach for quadrature error analysis based on polynomial approximation. In this section, we develop error bounds in the context of a quadrature that matches $n$ moments. Since the HOUT matches four moments, the bounds developed in this section apply to the HOUT with $n=4$. Of course, this immediately requires an assumption on the probability measure $d p$ that the first $n$-moments exist. However, we will not require the existence of a density or any regularity assumptions on the measure.

The polynomials $1, x,(x-\mu)^{\otimes 2}, \ldots,(x-\mu)^{\otimes n}$ form a basis for the space of degree $n$ polynomials in the components of $x \in \mathbb{R}^{d}$, denoted $\Pi_{n}^{d}$. Since expectations are linear, a quadrature which is exact on these basis polynomials will be exact for all polynomials of degree less than or equal to $n$, namely, $\mathbb{E}[q]=\sum_{i=1}^{m} w_{i} q\left(\sigma_{i}\right)$ for any $q \in \Pi_{n}^{d}$. Of course, the quadrature may only be accurate up to threshold and in finite precision arithmetic it cannot be exact. Moreover, the moments that the quadrature is matching may only be estimates of the true moments. To understand the propagation of such errors, we write the polynomial $q(x)=\sum_{s=0}^{n} \sum_{j_{1}, \ldots, j_{s}=1}^{d} a_{j_{1} \ldots j_{s}}(x-\mu)_{j_{1} \ldots j_{s}}^{\otimes s}$ in the basis of moments. Note that

$$
\begin{aligned}
E_{\text {moments }} & \equiv\left|\mathbb{E}[q]-\sum_{i=1}^{m} w_{i} q\left(\sigma_{i}\right)\right| \\
& =\left|\sum_{s=0}^{n} \sum_{j_{1}, \ldots, j_{s}=1}^{d} a_{j_{1} \cdots j_{s}}\left(\mathbb{E}\left[(x-\mu)_{j_{1} \cdots j_{s}}^{\otimes s}\right]-\sum_{i=1}^{m} w_{i}\left(\sigma_{i}-\mu\right)_{j_{1} \cdots j_{s}}^{\otimes s}\right)\right| \\
& \leq c(q) \sum_{s=0}^{n}\left\|M_{s}-\tilde{M}_{s}\right\|_{\max }
\end{aligned}
$$

where $c(q)$ is a constant depending only on the polynomial $q$ and $M_{s}=\mathbb{E}\left[(x-\mu)^{\otimes s}\right]$ are the true moments and $\tilde{M}_{s}=\sum_{i=1}^{m} w_{i}\left(\sigma_{i}-\mu\right)^{\otimes s}$ are the moments matched by the algorithm.

Whenever we approximate a function $f$ by a polynomial $q \in \Pi_{n}^{d}$, we should expect unbounded errors as the inputs approach infinity. Thus, in order to control the error on $\mathbb{E}[f]$ by polynomial approximation, we need to split the domain into the interior and exterior of a ball $\mathbb{B}_{r}(\mu)$ of radius $r$ centered on $\mu$. Outside the ball we define the error by

$$
E_{\text {outside }} \equiv \int_{\mathbb{R}^{d} \cap \mathbb{B}_{r}(\mu)^{c}}|f-q| d p
$$

and bounding this error requires assuming that the probability measure decays sufficiently fast to control the error between $f$ and $q$. Inside the ball we define the polynomial approximation error by

$$
E_{\text {inside }} \equiv\|f-q\|_{\infty}=\sup _{x \in \mathbb{B}_{r}(\mu)}|f(x)-q(x)|
$$

and bounding this error will require an appropriate regularity assumption on $f$.
By combining these error terms, we can control the error of a quadrature formula on any function $f$ by any polynomial $q$ of degree $n$, namely,

$$
\begin{aligned}
E_{\text {total }} & \equiv\left|\mathbb{E}[f]-\sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)\right| \\
& \leq|\mathbb{E}[f]-\mathbb{E}[q]|+E_{\text {moments }}+\left|\sum_{i=1}^{m} w_{i} q\left(\sigma_{i}\right)-\sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)\right| \\
& \leq E_{\text {moments }}+\int_{\mathbb{R}^{d}}|f-q| d p+\sum_{i=1}^{m} w_{i}\left|f\left(\sigma_{i}\right)-q\left(\sigma_{i}\right)\right| \\
& \leq E_{\text {moments }}+\int_{\mathbb{R}^{d} \cap \mathbb{B}_{r}(\mu)^{c}}|f-q| d p+\int_{\mathbb{B}_{r}(\mu)}| | f-q\left\|_{\infty} d p+\sum_{i=1}^{m} w_{i}\right\| f-q \|_{\infty} \\
& \leq E_{\text {moments }}+E_{\text {outside }}+2 E_{\text {inside }}
\end{aligned}
$$

where we assume that $r$ is sufficiently large that $\sigma_{i} \in \mathbb{B}_{r}(\mu)$ for all $i=1, \ldots, m$. Notice that
the three error terms all depend on the choice of the polynomial $q$, and since the inequality holds for all $q \in \Pi_{n}^{d}$ we can write

$$
\left|\mathbb{E}[f]-\sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)\right| \leq \inf _{q \in \Pi_{n}^{d}}\left\{E_{\text {moments }}+E_{\text {outside }}+2 E_{\text {inside }}\right\} .
$$

From this general framework, many potential results can be derived depending on the localization of the probability measure and the regularity of $f$. If we assume that the moments are exactly approximated, then one such result would be the following theorem.

Theorem 6 (General HOUT Error Bound). Let $f \in C^{n}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ be bounded in absolute value by a polynomial, $|f(x)| \leq a+b\|x\|^{t}$. Let $x$ be a random variable with probability density $p(x)<c e^{-\alpha\|x-\mu\|^{\beta}}$ for some $\alpha, \beta>0$ and all $\|x-\mu\|>r_{0}$. Let $Q(f) \equiv \sum_{i=1}^{m} w_{i} f\left(\sigma_{i}\right)$ be exact on the first $k$ moments of $p$. For any radius $r \geq r_{0}$ such that $\sigma_{i} \in \mathbb{B}_{r}(\mu)$ we have

$$
|\mathbb{E}[f]-Q(f)| \leq c_{1}\left(\frac{r}{k}\right)^{n}\left(\frac{\left\|D^{n} f\right\|_{\infty}}{k}+\sum_{|\gamma|=n|x-y|<\frac{1}{k}} \sup _{\gamma}\left|D_{\gamma}^{n} f(x)-D_{\gamma}^{n} f(y)\right|\right)+c_{2} k r^{t+k+d-\beta} e^{-\alpha r^{\beta}},
$$

where $c_{1}$ depends on $n, d$ and $c_{2}$ depends on $a, b, \alpha, \beta$.

Proof. Recall that the total quadrature error is bounded above by the sum of the error due to the moments, $E_{\text {moments }}$, the error inside the ball, $E_{\text {inside }}$, and the error outside, $E_{\text {outside }}$. Since we assume that the quadrature exactly matches the first $k$ moments, we have $E_{\text {moments }}=0$. Next, combining the bound on $f$ and the exponential decay bound on
the density we have,

$$
\begin{aligned}
E_{\text {outside }}= & \int_{\mathbb{B}_{r}(\mu)^{c}}|f-q| d p \leq \int_{\mathbb{B}_{r}(\mu)^{c}}\left(a+b\|x-\mu\|^{t}+b_{2}\|x-\mu\|^{k}\right) c e^{-\alpha\|x-\mu\|^{\beta}} d x \\
= & \omega_{d} \int_{r}^{\infty}\left(a s^{d-1}+b s^{t+d-1}+b_{2} s^{k+d-1}\right) c e^{-\alpha s^{\beta}} d s \\
\leq & c \omega_{d} \int_{r}^{\infty} a s^{d-\beta} s^{\beta-1} e^{-\alpha s^{\beta}}+b s^{t+d-\beta} s^{\beta-1} e^{-\alpha s^{\beta}}+b_{2} s^{k+d-\beta} s^{\beta-1} e^{-\alpha s^{\beta}} d s \\
= & \left(c_{3} r^{d-\beta}+c_{4} r^{t+d-\beta}+c_{5} r^{k+d-\beta}\right) e^{-\alpha r^{\beta}} \\
& +c \omega_{d} \int_{r}^{\infty} a_{1} s^{d-\beta-1} e^{-\alpha s^{\beta}}+b_{3} s^{t+d-\beta-1} e^{-\alpha s^{\beta}}+b_{4} s^{k+d-\beta-1} e^{-\alpha s^{\beta}} d s .
\end{aligned}
$$

The above integration by parts can be repeated until $d-\beta, t+d-\beta, k+d-\beta$ are all less than $\beta-1$, then the integrands are bounded above by $s^{\beta-1} e^{-\alpha s^{\beta}}$ which is integrable exactly. These integration by parts pick up polynomial terms multiplied by $e^{-\alpha r^{\beta}}$ all of which are bounded by $r^{t+k+d-\beta} e^{-\alpha r^{\beta}}$. Since there are fewer than $k$ such terms, we have

$$
E_{\text {outside }} \leq c_{2} k r^{t+k+d-\beta} e^{-\alpha r^{\beta}}
$$

Finally, we turn to the error of polynomial approximation inside $\mathbb{B}_{r}(\mu)$. Defining $\tilde{f}(x)=$ $f(r x+\mu)$ on the unit ball, we can apply Theorem 3.4 of [37] which says there exists a polynomial $\tilde{q}$ such that,

$$
\|\tilde{f}-q\|_{\infty, \mathbb{B}_{1}(0)} \leq \frac{c_{1}}{k^{n}}\left(\frac{\left\|D^{n} \tilde{f}\right\|_{\infty}}{k}+\sum_{|\gamma|=n} \sup _{|x-y|<1 / k}\left|D_{\gamma}^{n} \tilde{f}(x)-D_{\gamma}^{n} \tilde{f}(y)\right|\right)
$$

By the chain rule we have $\left|D^{n} \tilde{f}\right|=r^{n}\left|D^{n} f\right|$ so that

$$
\|f-q\|_{\infty} \leq c_{1}\left(\frac{r}{k}\right)^{n}\left(\frac{\left\|D^{n} f\right\|_{\infty}}{k}+\sum_{|\gamma|=n} \sup _{|x-y|<1 / k}\left|D_{\gamma}^{n} f(x)-D_{\gamma}^{n} f(y)\right|\right)
$$

where $q(x)=\tilde{q}((x-\mu) / r)$.

The proof of Theorem 6 follows from upper bounds on the error of the multivariate polynomial of best approximation found in $[36,37]$ together with bounds on the integrals of polynomials multiplied by an exponential.

Of course, the HOUT currently has only been derived for $k=4$, however we chose to derive the general error bounds to show how matching more moments can potentially improve the estimation in the future.

### 4.3 Numerical Experiments



Figure 4.1: (a) Comparison between the higher order unscented transform ensemble (HOUT, red dots) and the Scaled Unscented Transform ensemble (SUT, green dots) on a nonGaussian distribution. Note that the SUT uses $5 \sigma$-points while the HOUT uses $69 \sigma$-points. (b,c) Estimating the output mean and covariance for various values of $\beta$ in the SUT and various values of $\gamma$ in the HOUT.

We first compare the HOUT and SUT on various polynomials applied to a two dimensional input distribution. In order to generate a non-Gaussian input distribution, we start by
generating an ensemble of $10^{5}$ standard Gaussian random variables, $Z \in \mathbb{R}^{2}$ and then transforming them by a map $X=A Z+B(Z \odot Z \odot \operatorname{sign}(Z))$ where $A, B$ are random $2 \times 2$ matrices with entries chosen from a Gaussian distribution with mean 0 and standard deviation $1 / 10$ and $\odot$ is componentwise multiplication. The resulting ensemble is shown in Fig. 4.1(a) along with the HOUT (red dots) and SUT (green dots) ensembles.

The SUT has the free parameter $\beta$ but the HOUT requires a certain inequality for $\beta$ and instead the HOUT has $\gamma$ as a free parameter. In order to explore the effect of these parameters on the SUT and HOUT, we considered a random quadratic polynomial $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$. In Fig. 4.1 we show the error of the HOUT and SUT estimates of the mean $\mathbb{E}[f(X)]$ and variance $\mathbb{E}\left[(f(X)-\mathbb{E}[f(X)])^{2}\right]$ as a function of $\beta$ for the SUT and $\gamma$ for the HOUT. Notice that since $f$ is a quadratic polynomial, the mean is also a quadratic polynomial, whereas the variance is a quartic polynomial. Since the SUT has degree of exactness two, it is exact on the mean but not on the variance. The HOUT has degree of exactness four and is exact on both up to the specified tolerance ( $10^{-5}$ in these experiments). Reducing the tolerance below this point led to increased error, most likely due to the conditioning of the HOUT quadrature rule.


Figure 4.2: Comparison between the higher order unscented transform (HOUT) and the Scaled Unscented Transform (SUT) when estimating the mean (top row), variance (second row), skewness (third row), and kurtosis (bottom row) with different polynomials. Notice that the SUT has degree of exactness two while the HOUT has degree of exactness four.

Using the same two-dimensional distribution, $X$, we passed it through several polynomial functions of the form $f(x)=a x+b c x^{n}$ for $n=2,3,4,5$ where $a$ and $b$ are made random $1 \times 2$ vectors. To show the influence of the strength of the nonlinearity, we sweep
through different values of $c$. In Fig. 4.2 we compare the HOUT and SUT for estimating the mean and variance of the output of each of these polynomials. As expected, the HOUT is exact for the means up to $n=4$ and for the variances up to $n=2$ due to having degree of exactness four. For higher degree polynomials, the HOUT has comparable or better performance. Whenever the nonlinearity is not too strong, such as when $c$ is small and/or the power $n$ is small, the HOUT has a big advantage. However, for some strong nonlinearities when $c$ and the power $n$ is large then the HOUT and SUT may have similar performance.

Of course, the HOUT and SUT are intended for use beyond polynomial functions. In fact, the most common application is for forecasting dynamical systems. Next, we consider the problem of forecasting the chaotic Lorenz-63 dynamical system [38]. We integrate the Lorenz-63 system with a Runge-Kutta order four method and a time step $\tau=0.1$. In order to generate a non-Gaussian initial state, we start by choosing a random point on the attractor and adding a small amount of Gaussian noise. We then run the ensemble forward $N_{1}=5$ steps and we consider this the initial state, see Fig. 4.3(a) (blue) and Fig. 4.3(b) (blue). We compute the statistics of the initial state using the ensemble shown, and use these statistics to generate the HOUT and SUT as shown in Fig. 4.3(b). All three ensembles are then integrated forward in time $N_{2}$ additional steps and the true forecast statistics from the large ensemble are compared to the HOUT and SUT estimates. An example is shown in Fig. 4.3(c) with $N_{2}=15$.

We then repeat this experiment 500 times with different randomly selected initial states on the attractor and we compute the geometric average of the error between the HOUT estimate and the true statistics at each forecast time, shown in Fig. 4.3(d-g)(blue). Similarly, we compute the geometric average of the error between the SUT estimate and the true statistics (red) at each forecast time, shown in Fig. 4.3(d-g)(red). We note that the HOUT provides improved estimates of the first four moments up to at least 4 forecast steps, which is 0.4 model time units. In particular, the mean forecast is improved by an order of magnitude in this forecast range.


Figure 4.3: Comparison between the higher order unscented transform (HOUT) and the Scaled Unscented Transform (SUT) when estimating the mean $\mathbb{E}[f(X)]$ (top row) and higher moments of the Lorenz-63 model at various forecast horizons. In (a) we show the Lorenz-63 attractor (black) along with an example initial ensemble (blue) and forecast ensemble (red) used to compute the true statistics. In (b,c) we show the initial and forecast ensembles (blue) together with the HOUT (red) and SUT (green) ensembles. Results in (d-g) show the forecast accuracy versus the forecast steps and are geometrically averaged over 500 different initial conditions on the attractor.

## Chapter 5: A Higher Order Kalman Filter

We just went over the completed forecast step of the proposed Higher Order Kalman Filter. Now, let us explore how we can get the assimilation step. How we do this is by observing the various ways to derive the Kalman Filter. There is the Bayesian approach, the Minimum Mean-Square Estimate (MMSE) approach and the Closure approach. Since each of these approaches leads to the same Kalman filter, each one provides a different avenue for potentially generalizing the Kalman Filter. We'll now discuss each of these briefly in turn and how they might be generalized to higher order Kalman Filtering.

### 5.1 Bayesian approach

### 5.1.1 Generalizing the Bayesian Approach

To see about generalizing this approach, instead of having Gaussian noise, we will allow a much more general class of noise. Thus instead of using likelihood and prior that are exponentials with a quadratic function as an exponent, we will use exponentials with a quartic function as an exponent. Not only are we generalizing this approach by using non Gaussian statistics that have non trivial skewness and kurtosis, we are also allowing the noise to be more complicated at the same time. One nice feature of this generalization is that we will also be using a maximum entropy distribution. The idea is if you specify the first $k$ moments of a distribution, then there are a lot of distributions that have those $k$ moments. But if you try to find out of all those possible distributions, the one that has maximum entropy, then there is a unique answer and it turns out to be $e$ to a $k$ th degree polynomial. We speculate that one of the reasons the Kalman filter works so well is that the Kalman update is based on a Gaussian assumption which is also a maximum entropy assumption. So we should note that doing this $e$ to a quartic polynomial idea it may be
a very natural generalization because it is also using maximum entropy distribution for 4 moments. One of our goals would be to connect the performance of the filter with this maximum entropy distribution. Is there some reason that choosing a maximum entropy distribution is a really nice choice? We wish to investigate that.

Notice even in the one-dimensional case, this is a difficult problem to solve. As motivation, let us briefly explore the one-dimensional derivation of the original Kalman filter. In the one-dimensional case, the prior and likelihood are defined as

$$
p(x)=e^{-\frac{\left(x-\mu^{-}\right)^{2}}{2\left(\sigma^{2}\right)^{-}}} \quad \text { and } \quad p(y \mid x)=e^{-\frac{(y-H x)^{2}}{2 r^{2}}}
$$

respectively. Let

$$
\begin{aligned}
& q(x)=-\frac{\left(x-\mu^{-}\right)^{2}}{2\left(\sigma^{2}\right)^{-}} \\
& r(x)=-\frac{(y-H x)^{2}}{2 r^{2}}
\end{aligned}
$$

Then expanding the above equations give us

$$
\begin{aligned}
q(x) & =-\frac{\left(\mu^{-}\right)^{2}}{2\left(\sigma^{2}\right)^{-}}+\frac{\mu^{-}}{\left(\sigma^{2}\right)^{-}} x-\frac{1}{2\left(\sigma^{2}\right)^{-}} x^{2}=a_{0}+a_{1} x+a_{2} x^{2} \\
r(x) & =-\frac{y^{2}}{2 r^{2}}+\frac{H y}{r^{2}} x-\frac{H^{2}}{2 r^{2}} x^{2}=b_{0}+b_{1} x+b_{2} x^{2}
\end{aligned}
$$

Thus by Bayes' Law

$$
p(x \mid y) \propto e^{q(x)} e^{r(x)}=e^{q(x)+r(x)}
$$

where grouping like terms we have

$$
q(x)+r(x)=-\frac{\left(\mu^{-}\right)^{2} r^{2}+\left(\sigma^{2}\right)^{-} y^{2}}{2 r^{2}\left(\sigma^{2}\right)^{-}}+\left(\frac{\left(\mu^{-}\right)^{2}}{\left(\sigma^{2}\right)^{-}}+\frac{H y}{r^{2}}\right) x-\frac{1}{2}\left(\frac{1}{2\left(\sigma^{2}\right)^{-}}+\frac{H^{2}}{2 r^{2}}\right) x^{2} .
$$

Since the posterior is Gaussian, it has the following form

$$
p(x \mid y) \propto e^{-\frac{\left(x-\mu^{+}\right)^{2}}{2\left(\sigma^{2}\right)^{+}}}=e^{\hat{p}(x)}
$$

So after expanding we have

$$
\hat{p}(x)=-\frac{\left(\mu^{+}\right)^{2}}{2\left(\sigma^{2}\right)^{+}}+\frac{\mu^{+}}{\left(\sigma^{2}\right)^{+}} x-\frac{1}{2\left(\sigma^{2}\right)^{+}} x^{2}=c_{0}+c_{1} x+c_{2} x^{2}
$$

Then once we set $\hat{p}(x)=q(x)+r(x)$, or more specifically setting $c_{1}=a_{1}+b_{1}$ and $c_{2}=a_{2}+b_{2}$, we find that posterior moments are defined as follows

$$
\begin{aligned}
\mu^{+} & =\left(\sigma^{2}\right)^{+}\left(\frac{\left(\mu^{-}\right)^{2}}{\left(\sigma^{2}\right)^{-}}+\frac{H y}{r^{2}}\right) \\
\left(\sigma^{2}\right)^{+} & =\left(\frac{1}{2\left(\sigma^{2}\right)^{-}}+\frac{H^{2}}{2 r^{2}}\right)^{-1}
\end{aligned}
$$

From this we can see the general idea for how we can write the posterior moments in terms of the prior moments is by setting the coefficients of $q(x)+r(x)$ equal to the coefficients of $\hat{p}(x)$. Now, the nice thing about the gaussian is that it is very easy to read off the mean and covariance from the polynomial that $e$ is raised to. That may be harder when we deal with say quartic polynomials as opposed to quadratic polynomials.

The general approach we would like to take is using Bayes' law so we get

$$
p(x \mid y) \propto e^{q(x)} e^{r(x)}
$$

where $q(x)$ and $r(x)$ are two quartic polynomials and we wish to write it as

$$
p(x \mid y) \propto e^{\hat{\rho}(x)}
$$

where $\hat{p}(x)$ is a quartic polynomial. The real challenge here comes with figuring out the connection between the moments and the coefficients to that polynomial. We are going to follow John Harlim's approach in [39].

### 5.1.2 A Solution to the Moment Problem

Let $q(x)$ be a $k$-degree polynomial defined as such

$$
q(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{k} x^{k},
$$

where the distribution is $p(x)=e^{q(x)}$ and the raw moments (moments about the origin) are defined as

$$
m_{j}=\mathbb{E}\left[x^{j}\right]=\int_{-\infty}^{\infty} x^{j} p(x) d x
$$

where $a_{0}$ is chosen so that $m_{0}=1$.
In the terms of the first four moments of a distribution that we have been discussing, i.e. the mean, variance, skewness and kurtosis, where

$$
\begin{aligned}
\mu & =\mathbb{E}[X] \\
\sigma^{2} & =\mathbb{E}\left[(X-\mu)^{2}\right]=\mathbb{E}\left[X^{2}\right]-\mu^{2} \\
S & =\mathbb{E}\left[(X-\mu)^{3}\right]=\mathbb{E}\left[X^{3}\right]-3 \mu \mathbb{E}\left[X^{2}\right]-2 \mu^{3} \\
\kappa & =\mathbb{E}\left[(X-\mu)^{4}\right]=\mathbb{E}\left[X^{4}\right]-4 \mu \mathbb{E}\left[X^{3}\right]+6 \mu^{2} \mathbb{E}\left[X^{2}\right]-3 \mu^{4},
\end{aligned}
$$

(in this case the second, third and fourth moments would be considered central moments),
they can be represented in the following way in terms of $m_{j}$,

$$
\begin{aligned}
\mu & =m_{1} \\
\sigma^{2} & =m_{2}-m_{1}^{2} \\
S & =m_{3}-3 m_{1} m_{2}-2 m_{1}^{3} \\
\kappa & =m_{4}-4 m_{1} m_{3}+6 m_{1}^{2} m_{2}-3 m_{1}^{4} .
\end{aligned}
$$

We wish to find $\mathbb{E}\left[x^{j} q^{\prime}(x)\right]$ in terms of the moments for $j=0,1,2, \ldots, k-1$. Plugging in the derivative

$$
q^{\prime}(x)=a_{1}+2 a_{2} x+3 a_{3} x^{2}+\cdots+k a_{k} x^{k-1}
$$

we have

$$
\begin{aligned}
\mathbb{E}\left[x^{j} q^{\prime}(x)\right] & =\mathbb{E}\left[x^{j}\left(a_{1}+2 a_{2} x+3 a_{3} x^{2}+\cdots+k a_{k} x^{k-1}\right)\right] \\
& =\mathbb{E}\left[a_{1} x^{j}+2 a_{2} x^{j+1}+3 a_{3} x^{j+2}+\cdots+k a_{k} x^{j+k-1}\right]
\end{aligned}
$$

By linearity,

$$
\mathbb{E}\left[x^{j} q^{\prime}(x)\right]=a_{1} \mathbb{E}\left[x^{j}\right]+2 a_{2} \mathbb{E}\left[x^{j+1}\right]+3 a_{3} \mathbb{E}\left[x^{j+2}\right]+\cdots+k a_{k} \mathbb{E}\left[x^{j+k-1}\right]
$$

Thus in terms of the moments,

$$
\begin{equation*}
\mathbb{E}\left[x^{j} q^{\prime}(x)\right]=a_{1} m_{j}+2 a_{2} m_{j+1}+3 a_{3} m_{j+2}+\cdots+k a_{k} m_{j+k-1} \tag{5.1}
\end{equation*}
$$

Now we use integration by parts to find another expression for $\mathbb{E}\left[x^{j} q^{\prime}(x)\right]$. By the definition of expectation,

$$
\mathbb{E}\left[x^{j} q^{\prime}(x)\right]=\int_{-\infty}^{\infty} x^{j} q^{\prime}(x) p(x) d x=\int_{-\infty}^{\infty} x^{j} q^{\prime}(x) e^{q(x)} d x
$$

Let $u=x^{j}$ and $d v=q^{\prime}(x) e^{q(x)} d x$. Then $d u=j x^{j-1} d x$ and $v=e^{q(x)}$. Thus by integration by parts,

$$
\begin{aligned}
\mathbb{E}\left[x^{j} q^{\prime}(x)\right] & =\left.x^{j} e^{q(x)}\right|_{-\infty} ^{\infty}-\int_{-\infty}^{\infty} j x^{j-1} e^{q(x)} d x \\
& =0-j \int_{-\infty}^{\infty} x^{j-1} e^{q(x)} d x \\
& =-j \int_{-\infty}^{\infty} x^{j-1} p(x) d x \\
& =-j \mathbb{E}\left[x^{j-1}\right]
\end{aligned}
$$

Hence we have

$$
\begin{equation*}
\mathbb{E}\left[x^{j} q^{\prime}(x)\right]=-j m_{j-1} \tag{5.2}
\end{equation*}
$$

From (5.1) and (5.2), we have

$$
\begin{equation*}
a_{1} m_{j}+2 a_{2} m_{j+1}+3 a_{3} m_{j+2}+\cdots+k a_{k} m_{j+k-1}=-j m_{j-1} \tag{5.3}
\end{equation*}
$$

So, for $j=0,1,2, \ldots, k-1$, we get the following system of equations

$$
\begin{aligned}
a_{1} m_{0}+2 a_{2} m_{1}+3 a_{3} m_{2}+\cdots+k a_{k} m_{k-1} & =0 \\
a_{1} m_{1}+2 a_{2} m_{2}+3 a_{3} m_{3}+\cdots+k a_{k} m_{k} & =-m_{0} \\
a_{1} m_{2}+2 a_{2} m_{3}+3 a_{3} m_{4}+\cdots+k a_{k} m_{k+1} & =-2 m_{1} \\
a_{1} m_{3}+2 a_{2} m_{4}+3 a_{3} m_{5}+\cdots+k a_{k} m_{k+2} & =-3 m_{2} \\
& \vdots \\
a_{1} m_{k-1}+2 a_{2} m_{k}+3 a_{3} m_{k+1}+\cdots+k a_{k} m_{2 k-2} & =-(k-1) m_{k-2}
\end{aligned}
$$

which can be represented as the following matrix equation

$$
\left(\begin{array}{ccccc}
m_{0} & 2 m_{1} & 3 m_{2} & \cdots & k m_{k-1} \\
m_{1} & 2 m_{2} & 3 m_{3} & \cdots & k m_{k} \\
m_{2} & 2 m_{3} & 3 m_{4} & \cdots & k m_{k+1} \\
m_{3} & 2 m_{4} & 3 m_{5} & \cdots & k m_{k+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_{k-1} & 2 m_{k} & 3 m_{k+1} & \cdots & k m_{2 k-2}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
a_{3} \\
a_{4} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
-m_{0} \\
-2 m_{1} \\
-3 m_{2} \\
\vdots \\
-(k-1) m_{k-2}
\end{array}\right)
$$

Hence

$$
\left(\begin{array}{c}
a_{1} \\
a_{2} \\
a_{3} \\
a_{4} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{ccccc}
m_{0} & 2 m_{1} & 3 m_{2} & \cdots & k m_{k-1} \\
m_{1} & 2 m_{2} & 3 m_{3} & \cdots & k m_{k} \\
m_{2} & 2 m_{3} & 3 m_{4} & \cdots & k m_{k+1} \\
m_{3} & 2 m_{4} & 3 m_{5} & \cdots & k m_{k+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_{k-1} & 2 m_{k} & 3 m_{k+1} & \cdots & k m_{2 k-2}
\end{array}\right)^{-1}\left(\begin{array}{c}
0 \\
-m_{0} \\
-2 m_{1} \\
-3 m_{2} \\
\vdots \\
-(k-1) m_{k-2}
\end{array}\right)
$$

Notice the difficulty here is that we need $k-2$ additional moments in order to solve for the $k$ coefficients. So we are going to explore the different ways of closing these equations either by making some ansatz for $m_{k+1}, m_{k+2}, \ldots, m_{2 k-2}$ or maybe looking for some additional equations to add. This challenge is only going to get harder in higher dimensions with tensors.

### 5.1.3 Three-Moment Filter

Let us first explore the simpler case in which we try the Bayesian approach with the following cubic polynomial

$$
q(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3},
$$

then by (5.3) we have

$$
a_{1} m_{j}+2 a_{2} m_{j+1}+3 a_{3} m_{j+2}=-j m_{j-1}
$$

Then for $j=0,1,2$, we have the following system of equations

$$
\begin{align*}
& a_{1} m_{0}+2 a_{2} m_{1}+3 a_{3} m_{2}=0 \\
& a_{1} m_{1}+2 a_{2} m_{2}+3 a_{3} m_{3}=-m_{0}  \tag{5.4}\\
& a_{1} m_{2}+2 a_{2} m_{3}+3 a_{3} m_{4}=-2 m_{1}
\end{align*}
$$

which can be represented as the following matrix equation

$$
\left(\begin{array}{lll}
m_{0} & 2 m_{1} & 3 m_{2} \\
m_{1} & 2 m_{2} & 3 m_{3} \\
m_{2} & 2 m_{3} & 3 m_{4}
\end{array}\right)\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)=\left(\begin{array}{c}
0 \\
-m_{0} \\
-2 m_{1}
\end{array}\right)
$$

Hence

$$
\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)=\left(\begin{array}{lll}
m_{0} & 2 m_{1} & 3 m_{2} \\
m_{1} & 2 m_{2} & 3 m_{3} \\
m_{2} & 2 m_{3} & 3 m_{4}
\end{array}\right)^{-1}\left(\begin{array}{c}
0 \\
-m_{0} \\
-2 m_{1}
\end{array}\right)
$$

Solving the above equation gives us

$$
\begin{aligned}
& a_{1}=\frac{2 m_{3} m_{1}^{2}-2 m_{1} m_{2}^{2}-m_{4} m_{1}+m_{3} m_{2}}{m_{4} m_{1}^{2}-2 m_{1} m_{2} m_{3}+m_{2}^{3}-m_{4} m_{2}+m_{3}^{2}} \\
& a_{2}=\frac{2 m_{1}^{2} m_{2}-2 m_{3} m_{1}-m_{2}^{2}+m_{4}}{2\left(m_{4} m_{1}^{2}-2 m_{1} m_{2} m_{3}+m_{2}^{3}-m_{4} m_{2}+m_{3}^{2}\right)} \\
& a_{3}=\frac{-2 m_{1}^{3}+3 m_{2} m_{1}-m_{3}}{3\left(m_{4} m_{1}^{2}-2 m_{1} m_{2} m_{3}+m_{2}^{3}-m_{4} m_{2}+m_{3}^{2}\right)}
\end{aligned}
$$

Thus in terms of $\mu, \sigma^{2}, S, \kappa$ we have

$$
\begin{aligned}
& a_{1}=-\frac{4 \mu^{5}+4 \mu^{3} \sigma^{2}+S \mu^{2}-\mu\left(\sigma^{2}\right)^{2}+\kappa \mu-S \sigma^{2}}{S^{2}+8 S \mu^{3}+16 \mu^{6}+\left(\sigma^{2}\right)^{3}-\kappa \sigma^{2}} \\
& a_{2}=\frac{8 \mu^{4}+2 S \mu-\left(\sigma^{2}\right)^{2}+\kappa}{2\left(S^{2}+8 S \mu^{3}+16 \mu^{6}+\left(\sigma^{2}\right)^{3}-\kappa \sigma^{2}\right)} \\
& a_{3}=-\frac{4 \mu^{3}+S}{3\left(S^{2}+8 S \mu^{3}+16 \mu^{6}+\left(\sigma^{2}\right)^{3}-\kappa \sigma^{2}\right)}
\end{aligned}
$$

Now, we would like to solving the system of equations (5.4) for $m_{1}, m_{2}, m_{3}$ in terms of $a_{1}, a_{2}, a_{3}$ which can be represented as the following matrix equation

$$
\left(\begin{array}{cccc}
2 a_{2} & 3 a_{3} & 0 & 0 \\
a_{1} & 2 a_{2} & 3 a_{3} & 0 \\
2 & a_{1} & 2 a_{2} & 3 a_{3}
\end{array}\right)\left(\begin{array}{l}
m_{1} \\
m_{2} \\
m_{3} \\
m_{4}
\end{array}\right)=\left(\begin{array}{c}
a_{1} \\
-1 \\
0
\end{array}\right)
$$

Gaussian Elimination results in the following augmented matrix

$$
\left(\begin{array}{cccc|c}
1 & 0 & 0 & \frac{27 a_{3}^{3}}{2\left(4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}\right)} & \frac{-\left(3 a_{3} a_{1}^{2}-4 a_{2}^{2} a_{1}-6 a_{2} a_{3}\right)}{2\left(4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}\right)} \\
0 & 1 & 0 & \frac{-9 a_{2} a_{3}^{2}}{4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}} & \frac{-\left(a_{2} a_{1}^{2}-3 a_{3} a_{1}+2 a_{2}^{2}\right)}{4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}} \\
0 & 0 & 1 & \frac{3\left(4 a_{2}^{2} a_{3}-3 a_{1} a_{3}^{2}\right)}{2\left(4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}\right)} & \frac{a_{1}^{3}-2 a_{2} a_{1}-6 a_{3}}{2\left(4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}\right)}
\end{array}\right)
$$

thus

$$
\begin{aligned}
& m_{1}=\frac{-\left(3 a_{3} a_{1}^{2}-4 a_{2}^{2} a_{1}-6 a_{2} a_{3}\right)-27 a_{3}^{3} m_{4}}{2\left(4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}\right)} \\
& m_{2}=\frac{-\left(a_{2} a_{1}^{2}-3 a_{3} a_{1}+2 a_{2}^{2}\right)+9 a_{2} a_{3}^{2} m_{4}}{4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}} \\
& m_{3}=\frac{a_{1}^{3}-2 a_{2} a_{1}-6 a_{3}-3\left(4 a_{2}^{2} a_{3}-3 a_{1} a_{3}^{2}\right) m_{4}}{2\left(4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}\right)}
\end{aligned}
$$

We can see here that there are infinitely many solutions that depend on $m_{4}$. However, perhaps optimizing the variance with respect to $m_{4}$ can give us a possible closure. By taking the above solutions for $m_{1}$ and $m_{2}$, we see that the variance is

$$
\sigma^{2}=\frac{-\left(a_{2} a_{1}^{2}-3 a_{3} a_{1}+2 a_{2}^{2}\right)+9 a_{2} a_{3}^{2} m_{4}}{4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}}-\left(\frac{-\left(3 a_{3} a_{1}^{2}-4 a_{2}^{2} a_{1}-6 a_{2} a_{3}\right)-27 a_{3}^{3} m_{4}}{2\left(4 a_{2}^{3}-6 a_{1} a_{3} a_{2}+9 a_{3}^{2}\right)}\right)^{2} .
$$

To optimize the variance, we wish to solve for

$$
\frac{d}{d m_{4}}\left(\sigma^{2}\right)=-\frac{9 a_{3}^{2}\left(81 a_{3}^{4} m_{4}-8 a_{2}^{4}+\left(9 a_{1}^{2}-36 a_{2}\right) a_{3}^{2}\right)}{2\left(-4 a_{2}^{3}+6 a_{1} a_{3} a_{2}-9 a_{3}^{2}\right)^{2}}=0
$$

which yields the following solution

$$
m_{4}=\frac{8 a_{2}^{4}+36 a_{3}^{2} a_{2}-9 a_{1}^{2} a_{3}^{2}}{81 a_{3}^{4}} .
$$

Plugging this into equation for $m_{1}, m_{2}$, and $m_{3}$ we get

$$
\begin{aligned}
& m_{1}=-\frac{a_{2}}{3 a_{3}} \\
& m_{2}=\frac{2 a_{2}^{2}+3 a_{1} a_{3}}{9 a_{3}^{2}} \\
& m_{3}=-\frac{4 a_{2}^{3}+3 a_{1} a_{3} a_{2}+9 a_{3}^{2}}{27 a_{3}^{3}} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\mu & =-\frac{a_{2}}{3 a_{3}} \\
\sigma^{2} & =\frac{a_{2}^{2}+3 a_{1} a_{3}}{9 a_{3}^{2}} \\
S & =\frac{4 a_{2}^{3}+6 a_{1} a_{3} a_{2}-9 a_{3}^{2}}{27 a_{3}^{3}} \\
\kappa & =\frac{a_{2}\left(25 a_{2}^{3}+30 a_{1} a_{3} a_{2}+36 a_{3}^{2}\right)}{81 a_{3}^{4}} .
\end{aligned}
$$

This means that with respect $p(x \mid y)=e^{\hat{p}(x)}$ where $\hat{p}(x)=a_{0}^{+}+a_{1}^{+} x+a_{2}^{+} x^{2}+a_{3}^{+} x^{3}$, the
posterior moments are

$$
\begin{aligned}
\mu^{+} & =-\frac{a_{2}^{+}}{3 a_{3}^{+}} \\
\left(\sigma^{2}\right)^{+} & =\frac{\left(a_{2}^{+}\right)^{2}+3 a_{1}^{+} a_{3}^{+}}{9\left(a_{3}^{+}\right)^{2}} \\
S^{+} & =\frac{4\left(a_{2}^{+}\right)^{3}+6 a_{1}^{+} a_{3}^{+} a_{2}^{+}-9\left(a_{3}^{+}\right)^{2}}{27\left(a_{3}^{+}\right)^{3}} \\
\kappa^{+} & =\frac{a_{2}^{+}\left(25\left(a_{2}^{+}\right)^{3}+30 a_{1}^{+} a_{3}^{+} a_{2}^{+}+36\left(a_{3}^{+}\right)^{2}\right)}{81\left(a_{3}^{+}\right)^{4}}
\end{aligned}
$$

so in terms of the prior $p(x)=e^{q(x)}$ and the likelihood $p(y \mid x)=e^{r(x)}$ where $r(x)=b_{0}+$ $b_{1} x+b_{2} x^{2}+b_{3} x^{3}$,

$$
\begin{aligned}
\mu^{+} & =-\frac{a_{2}+b_{2}}{3\left(a_{3}+b_{3}\right)} \\
\left(\sigma^{2}\right)^{+} & =\frac{\left(a_{2}+b_{2}\right)^{2}+3\left(a_{1}+b_{1}\right)\left(a_{3}+b_{3}\right)}{9\left(a_{3}+b_{3}\right)^{2}} \\
S^{+} & =\frac{4\left(a_{2}+b_{2}\right)^{3}+6\left(a_{1}+b_{1}\right)\left(a_{3}+b_{3}\right)\left(a_{2}+b_{2}\right)-9\left(a_{3}+b_{3}\right)^{2}}{27\left(a_{3}+b_{3}\right)^{3}} \\
\kappa^{+} & =\frac{\left(a_{2}+b_{2}\right)\left(25\left(a_{2}+b_{2}\right)^{3}+30\left(a_{1}+b_{1}\right)\left(a_{3}+b_{3}\right)\left(a_{2}+b_{2}\right)+36\left(a_{3}+b_{3}\right)^{2}\right)}{81\left(a_{3}+b_{3}\right)^{4}}
\end{aligned}
$$

where in terms of the prior moments

$$
\begin{aligned}
& a_{1}=-\frac{4\left(\mu^{-}\right)^{5}+4\left(\mu^{-}\right)^{3}\left(\sigma^{2}\right)^{-}+S^{-}\left(\mu^{-}\right)^{2}-\mu^{-}\left(\left(\sigma^{2}\right)^{-}\right)^{2}+\kappa^{-} \mu^{-}-S^{-}\left(\sigma^{2}\right)^{-}}{\left(S^{-}\right)^{2}+8 S^{-}\left(\mu^{-}\right)^{3}+16\left(\mu^{-}\right)^{6}+\left(\left(\sigma^{2}\right)^{-}\right)^{3}-\kappa^{-}\left(\sigma^{2}\right)^{-}} \\
& a_{2}=\frac{8\left(\mu^{-}\right)^{4}+2 S^{-} \mu^{-}-\left(\left(\sigma^{2}\right)^{-}\right)^{2}+\kappa^{-}}{2\left(\left(S^{-}\right)^{2}+8 S^{-}\left(\mu^{-}\right)^{3}+16\left(\mu^{-}\right)^{6}+\left(\left(\sigma^{2}\right)^{-}\right)^{3}-\kappa^{-}\left(\sigma^{2}\right)^{-}\right)} \\
& a_{3}=-\frac{4\left(\mu^{-}\right)^{3}+S^{-}}{3\left(\left(S^{-}\right)^{2}+8 S^{-}\left(\mu^{-}\right)^{3}+16\left(\mu^{-}\right)^{6}+\left(\left(\sigma^{2}\right)^{-}\right)^{3}-\kappa^{-}\left(\sigma^{2}\right)^{-}\right)}
\end{aligned}
$$

### 5.1.4 Four-Moment Filter

Since the HOUT involves the first four moments, ideally we would like to construct a 4 moment filter. Let $q(x)$ be

$$
q(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}
$$

where $a_{4}<0$. Then by (5.3) for $n=4$, we have

$$
a_{1} m_{j}+2 a_{2} m_{j+1}+3 a_{3} m_{j+2}+4 a_{4} m_{j+3}=-j m_{j-1}
$$

So, for $j=0,1,2,3$, we get the following system of equations

$$
\begin{align*}
& a_{1} m_{0}+2 a_{2} m_{1}+3 a_{3} m_{2}+4 a_{4} m_{3}=0 \\
& a_{1} m_{1}+2 a_{2} m_{2}+3 a_{3} m_{3}+4 a_{4} m_{4}=-m_{0} \\
& a_{1} m_{2}+2 a_{2} m_{3}+3 a_{3} m_{4}+4 a_{4} m_{5}=-2 m_{1}  \tag{5.5}\\
& a_{1} m_{3}+2 a_{2} m_{4}+3 a_{3} m_{5}+4 a_{4} m_{6}=-3 m_{2}
\end{align*}
$$

which can be represented as the following matrix equation

$$
\left(\begin{array}{llll}
m_{0} & 2 m_{1} & 3 m_{2} & 4 m_{3} \\
m_{1} & 2 m_{2} & 3 m_{3} & 4 m_{4} \\
m_{2} & 2 m_{3} & 3 m_{4} & 4 m_{5} \\
m_{3} & 2 m_{4} & 3 m_{5} & 4 m_{6}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
a_{3} \\
a_{4}
\end{array}\right)=\left(\begin{array}{c}
0 \\
-m_{0} \\
-2 m_{1} \\
-3 m_{2}
\end{array}\right)
$$

## Hence

$$
\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3} \\
a_{4}
\end{array}\right)=\left(\begin{array}{llll}
m_{0} & 2 m_{1} & 3 m_{2} & 4 m_{3} \\
m_{1} & 2 m_{2} & 3 m_{3} & 4 m_{4} \\
m_{2} & 2 m_{3} & 3 m_{4} & 4 m_{5} \\
m_{3} & 2 m_{4} & 3 m_{5} & 4 m_{6}
\end{array}\right)^{-1}\left(\begin{array}{c}
0 \\
-m_{0} \\
-2 m_{1} \\
-3 m_{2}
\end{array}\right)
$$

Solving the above equation gives us

$$
\begin{aligned}
& 2 m_{6} m_{1}^{2} m_{3}-2 m_{1}^{2} m_{4} m_{5}-2 m_{6} m_{1} m_{2}^{2}-m_{1} m_{2} m_{3} m_{5}+5 m_{1} m_{2} m_{4}^{2}-2 m_{1} m_{3}^{2} m_{4}-m_{6} m_{1} m_{4} \\
& \begin{aligned}
& a_{1}= \frac{+m_{1} m_{5}^{2}+3 m_{2}^{3} m_{5}-6 m_{2}^{2} m_{3} m_{4}+3 m_{2} m_{3}^{3}+m_{6} m_{2} m_{3}-m_{2} m_{4} m_{5}-m_{3}^{2} m_{5}+m_{3} m_{4}^{2}}{m_{6} m_{1}^{2} m_{4}-m_{1}^{2} m_{5}^{2}-2 m_{6} m_{1} m_{2} m_{3}+2 m_{1} m_{2} m_{4} m_{5}+2 m_{1} m_{3}^{2} m_{5}-2 m_{1} m_{3} m_{4}^{2}+m_{6} m_{2}^{3}} \\
&-2 m_{2}^{2} m_{3} m_{5}-m_{2}^{2} m_{4}^{2}+3 m_{2} m_{3}^{2} m_{4}-m_{6} m_{2} m_{4}+m_{2} m_{5}^{2}-m_{3}^{4}+m_{6} m_{3}^{2}-2 m_{3} m_{4} m_{5}+m_{4}^{3}
\end{aligned} \\
& 2 m_{6} m_{1}^{2} m_{2}-2 m_{1}^{2} m_{3} m_{5}-3 m_{1} m_{2}^{2} m_{5}+m_{1} m_{2} m_{3} m_{4}+2 m_{1} m_{3}^{3}-2 m_{6} m_{1} m_{3}+2 m_{1} m_{4} m_{5}
\end{aligned}
$$

$$
\begin{aligned}
& \left.-2 m_{2}^{2} m_{3} m_{5}-m_{2}^{2} m_{4}^{2}+3 m_{2} m_{3}^{2} m_{4}-m_{6} m_{2} m_{4}+m_{2} m_{5}^{2}-m_{3}^{4}+m_{6} m_{3}^{2}-2 m_{3} m_{4} m_{5}+m_{4}^{3}\right) \\
& a_{3}=\frac{-2 m_{6} m_{1}^{3}+3 m_{5} m_{1}^{2} m_{2}+4 m_{1}^{2} m_{3} m_{4}-3 m_{1} m_{2}^{2} m_{4}-5 m_{1} m_{2} m_{3}^{2}+3 m_{6} m_{1} m_{2}}{3\left(m_{6} m_{1}^{2} m_{4}-m_{1}^{2} m_{5}^{2}-2 m_{6} m_{1} m_{2} m_{3}+2 m_{1} m_{2} m_{4} m_{5}+2 m_{1} m_{3}^{2} m_{5}-2 m_{1} m_{3} m_{4}^{2}+m_{6} m_{2}^{3}\right.} \\
& \left.-2 m_{2}^{2} m_{3} m_{5}-m_{2}^{2} m_{4}^{2}+3 m_{2} m_{3}^{2} m_{4}-m_{6} m_{2} m_{4}+m_{2} m_{5}^{2}-m_{3}^{4}+m_{6} m_{3}^{2}-2 m_{3} m_{4} m_{5}+m_{4}^{3}\right) \\
& 2 m_{5} m_{1}^{3}-5 m_{1}^{2} m_{2} m_{4}-2 m_{1}^{2} m_{3}^{2}+8 m_{1} m_{2}^{2} m_{3}-3 m_{5} m_{1} m_{2}
\end{aligned}
$$

Now, we would like to solving the system of equations (5.5) for $m_{1}, \ldots, m_{6}$ in terms of $a_{1}$, ..., $a_{6}$ which can be represented as the following matrix equation

$$
\left(\begin{array}{cccccc}
2 a_{2} & 3 a_{3} & 4 a_{4} & 0 & 0 & 0 \\
a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & 0 & 0 \\
2 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & 0 \\
0 & 3 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4}
\end{array}\right)\left(\begin{array}{l}
m_{1} \\
m_{2} \\
m_{3} \\
m_{4} \\
m_{5} \\
m_{6}
\end{array}\right)=\left(\begin{array}{c}
a_{1} \\
-1 \\
0 \\
0
\end{array}\right)
$$

Gaussian Elimination results in the following augmented matrix

where

$$
\xi=16 a_{2}^{4}-36 a_{1} a_{3} a_{2}^{2}-80 a_{4} a_{2}^{2}+90 a_{3}^{2} a_{2}+16 a_{1}^{2} a_{4} a_{2}+9 a_{1}^{2} a_{3}^{2}+96 a_{4}^{2}-60 a_{1} a_{3} a_{4}
$$

thus

$$
\begin{aligned}
& 2\left(2 a_{4} a_{1}^{3}-6 a_{2} a_{3} a_{1}^{2}+4 a_{2}^{3} a_{1}+9 a_{3}^{2} a_{1}-16 a_{2} a_{4} a_{1}+6 a_{2}^{2} a_{3}\right. \\
& \left.+18 a_{3} a_{4}\right)+\left(81 a_{3}^{4}-216 a_{2} a_{4} a_{3}^{2}+96 a_{1} a_{4}^{2} a_{3}-192 a_{4}^{3}\right. \\
& m_{1}=\frac{\left.+64 a_{2}^{2} a_{4}^{2}\right) m_{5}+4\left(27 a_{4} a_{3}^{3}-48 a_{2} a_{4}^{2} a_{3}+16 a_{1} a_{4}^{3}\right) m_{6}}{16 a_{2}^{4}-36 a_{1} a_{3} a_{2}^{2}-80 a_{4} a_{2}^{2}+90 a_{3}^{2} a_{2}+16 a_{1}^{2} a_{4} a_{2}+9 a_{1}^{2} a_{3}^{2}+96 a_{4}^{2}-60 a_{1} a_{3} a_{4}} \\
& 3 a_{3} a_{1}^{3}-4 a_{2}^{2} a_{1}^{2}-8 a_{4} a_{1}^{2}+18 a_{2} a_{3} a_{1}-8 a_{2}^{3}+16 a_{2} a_{4} \\
& -2\left(27 a_{2} a_{3}^{3}-18 a_{1} a_{4} a_{3}^{2}+48 a_{4}^{2} a_{3}-48 a_{2}^{2} a_{4} a_{3}\right. \\
& m_{2}=\frac{\left.+32 a_{1} a_{2} a_{4}^{2}\right) m_{5}-8\left(16 a_{4}^{3}-8 a_{2}^{2} a_{4}^{2}-6 a_{1} a_{3} a_{4}^{2}+9 a_{2} a_{3}^{2} a_{4}\right) m_{6}}{16 a_{2}^{4}-36 a_{1} a_{3} a_{2}^{2}-80 a_{4} a_{2}^{2}+90 a_{3}^{2} a_{2}+16 a_{1}^{2} a_{4} a_{2}+9 a_{1}^{2} a_{3}^{2}+96 a_{4}^{2}-60 a_{1} a_{3} a_{4}} \\
& 2 a_{2} a_{1}^{3}-9 a_{3} a_{1}^{2}-4 a_{2}^{2} a_{1}+24 a_{4} a_{1}-30 a_{2} a_{3} \\
& -\left(32 a_{4} a_{2}^{3}-36 a_{3}^{2} a_{2}^{2}-96 a_{4}^{2} a_{2}+27 a_{1} a_{3}^{3}-72 a_{3}^{2} a_{4}\right) m_{5} \\
& m_{3}=\frac{-4\left(-12 a_{3} a_{4} a_{2}^{2}+8 a_{1} a_{4}^{2} a_{2}-24 a_{3} a_{4}^{2}+9 a_{1} a_{3}^{2} a_{4}\right) m_{6}}{16 a_{2}^{4}-36 a_{1} a_{3} a_{2}^{2}-80 a_{4} a_{2}^{2}+90 a_{3}^{2} a_{2}+16 a_{1}^{2} a_{4} a_{2}+9 a_{1}^{2} a_{3}^{2}+96 a_{4}^{2}-60 a_{1} a_{3} a_{4}} \\
& -a_{1}^{4}+8 a_{2} a_{1}^{2}-12 a_{3} a_{1}+12 a_{2}^{2}-24 a_{4}-2\left(12 a_{3} a_{2}^{3}\right. \\
& -8 a_{1} a_{4} a_{2}^{2}-18 a_{1} a_{3}^{2} a_{2}+12 a_{3} a_{4} a_{2}+27 a_{3}^{3}-24 a_{1} a_{4}^{2} \\
& m_{4}=\frac{\left.+12 a_{1}^{2} a_{3} a_{4}\right) m_{5}-8\left(4 a_{4} a_{2}^{3}-8 a_{4}^{2} a_{2}-6 a_{1} a_{3} a_{4} a_{2}+2 a_{1}^{2} a_{4}^{2}+9 a_{3}^{2} a_{4}\right) m_{6}}{16 a_{2}^{4}-36 a_{1} a_{3} a_{2}^{2}-80 a_{4} a_{2}^{2}+90 a_{3}^{2} a_{2}+16 a_{1}^{2} a_{4} a_{2}+9 a_{1}^{2} a_{3}^{2}+96 a_{4}^{2}-60 a_{1} a_{3} a_{4}}
\end{aligned}
$$

Similarly, to what we did for the three-moment filter, perhaps optimizing the variance and kurtosis with respect to $m_{5}$ and $m_{6}$ can give us some possible closures. The idea would
be computing the gradients

$$
\begin{gathered}
\nabla \sigma^{2}=\binom{\frac{\partial \sigma^{2}}{\partial m_{5}}}{\frac{\partial \sigma^{2}}{\partial m_{6}}} \\
\nabla \kappa=\binom{\frac{\partial \kappa}{\partial m_{5}}}{\frac{\partial \kappa}{\partial m_{6}}}
\end{gathered}
$$

and setting to 0 and then solving for $m_{5}$ and $m_{6}$. Then once we find the equations for $m_{5}$ and $m_{6}$, we can then plug them back in to the above equations and then find the representation of the posterior moments in terms of the quartic's coefficients.

Once can see from this process that while we do not have a simple formula for the posterior moments solely in terms of prior moments and likelihood moments, we have a general procedure that can be applied to an algorithm. Now we will discuss other approaches that could be developed more in the future.

### 5.2 Minimum Mean-Square Estimate (MMSE) Approach

The Kalman filter can also be derived by by minimizing the expected value of the square of the magnitude of this vector, $\mathbb{E}\left[\left\|x_{k}-\hat{x}_{k \mid k}\right\|^{2}\right]$ which is equivalent to minimizing the trace of the posterior estimate of the covariance matrix $P_{k \mid k}$. The derivation begins by making the ansatz

$$
\begin{aligned}
\hat{x}_{k \mid k} & =\left[\begin{array}{ll}
A_{k} & B_{k}
\end{array}\right]\left[\begin{array}{c}
\hat{x}_{k \mid k-1} \\
\hat{y}_{k}
\end{array}\right] \\
& =A_{k} \hat{x}_{k \mid k-1}+B_{k} \hat{y}_{k}
\end{aligned}
$$

which is called a linear filter since the next estimate is a linear combination of the previous estimate and the observation. Constraining the filter to be unbiased, meaning the $\mathbb{E}\left[\hat{x}_{k \mid k}\right]=$ $x_{k}$, we find that $A_{k}=I-B_{k} H_{k}$ so the filter becomes

$$
\hat{x}_{k \mid k}=\left(I-B_{k} H_{k}\right) \hat{x}_{k \mid k-1}+B_{k} \hat{y}_{k} .
$$

Now minimize over all possible $B_{k}$, the trace of the covariance matrix $P_{k \mid k}$ and we find that the minimum is achieved by the Kalman gain matrix so $B_{k}=K_{k}$. This gives the MMSE filter

$$
\hat{x}_{k \mid k}=\left(I-K_{k} H_{k}\right) \hat{x}_{k \mid k-1}+K_{k} \hat{y}_{k},
$$

which is identical to the Kalman filter.

A possible way to generalize the MMSE approach is by looking for look for optimal quadratic filters where we propose a quadratic ansatz as follows

$$
\hat{x}_{k \mid k}=C_{k}\left[\begin{array}{c}
\hat{x}_{k \mid k-1} \\
\hat{y}_{k}
\end{array}\right]+D_{k} \times_{3}\left[\begin{array}{c}
\hat{x}_{k \mid k-1} \\
\hat{y}_{k}
\end{array}\right] \times{ }_{2}\left[\begin{array}{c}
\hat{x}_{k \mid k-1} \\
\hat{y}_{k}
\end{array}\right]
$$

where $C_{k}$ is a $n \times(n+m)$ matrix and $D_{k}$ is a $n \times(n+m) \times(n+m) 3$-tensor in which $n$ is the dimension of the state and $m$ is the dimension of the observation.

Notice that,

$$
\begin{aligned}
\left(C\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right]+D \times_{3}\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right] \times{ }_{2}\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right]\right)_{i}= & \sum_{j=1}^{n} C_{i j} \hat{x}_{j}+\sum_{j=n+1}^{n+m} C_{i j} \hat{y}_{j-n} \\
& +\sum_{j=1}^{n}\left[\sum_{k=1}^{n} D_{i j k} \hat{x}_{k}+\sum_{k=n+1}^{n+m} D_{i j k} \hat{y}_{k-n}\right] \hat{x}_{j} \\
& +\sum_{j=n+1}^{n+m}\left[\sum_{k=1}^{n} D_{i j k} \hat{x}_{k}+\sum_{k=n+1}^{n+m} D_{i j k} \hat{y}_{k-n}\right] \hat{y}_{j-n} \\
= & \sum_{j=1}^{n} C_{i j} \hat{x}_{j}+\sum_{j=n+1}^{n+m} C_{i j} \hat{y}_{j-n}+\sum_{j=1}^{n} \sum_{k=1}^{n} D_{i j k} \hat{x}_{k} \hat{x}_{j} \\
& +\sum_{j=1}^{n} \sum_{k=n+1}^{n+m} D_{i j k} \hat{y}_{k-n} \hat{x}_{j}+\sum_{j=n+1}^{n+m} \sum_{k=1}^{n} D_{i j k} \hat{x}_{k} \hat{y}_{j-n} \\
& +\sum_{j=n+1}^{n+m} \sum_{k=n+1}^{n+m} D_{i j k} \hat{y}_{k-n} \hat{y}_{j-n}
\end{aligned}
$$

is a quadratic polynomial in the entries of $\hat{x}$ and $\hat{y}$.

Recall that $\mathbb{E}\left[\hat{y}_{k}\right]=H x_{k}$ and assume that $\mathbb{E}\left[\hat{x}_{k \mid k-1}\right]=x_{k}$, then

$$
\begin{aligned}
\left(\mathbb{E}\left[C\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right]+D \times_{3}\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right] \times\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right]\right]\right)= & \sum_{j=1}^{n} C_{i j} \mathbb{E}\left[\hat{x}_{j}\right]+\sum_{j=n+1}^{n+m} C_{i j} \mathbb{E}\left[\hat{y}_{j-n}\right]+\sum_{j=1}^{n} \sum_{k=1}^{n} D_{i j k} \mathbb{E}\left[\hat{x}_{k} \hat{x}_{j}\right] \\
& +\sum_{j=1}^{n} \sum_{k=n+1}^{n+m} D_{i j k} \mathbb{E}\left[\hat{y}_{k-n} \hat{x}_{j}\right]+\sum_{j=n+1}^{n+m} \sum_{k=1}^{n} D_{i j k} \mathbb{E}\left[\hat{x}_{k} \hat{y}_{j-n}\right] \\
& +\sum_{j=n+1}^{n+m} \sum_{k=n+1}^{n+m} D_{i j k} \mathbb{E}\left[\hat{y}_{k-n} \hat{y}_{j-n}\right]
\end{aligned}
$$

and using the fact that $P_{k j}=\mathbb{E}\left[\left(\hat{x}_{k}-x_{k}\right)\left(\hat{x}_{j}-x_{j}\right)\right]$ and $R_{k j}=\mathbb{E}\left[\nu_{k} \nu_{j}\right]$ is the covariance
matrix of the noise,

$$
\begin{aligned}
\left(\mathbb{E}\left[C\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right]+D \times_{3}\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right] \times\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right]\right]\right)_{i}= & \sum_{j=1}^{n} C_{i j} x_{j}+\sum_{j=n+1}^{n+m} C_{i j}(H x)_{j-n}+\sum_{j=1}^{n} \sum_{k=1}^{n} D_{i j k}\left(P_{k j}+x_{k} x_{j}\right) \\
& +\sum_{j=1}^{n} \sum_{k=n+1}^{n+m} D_{i j k}(H x)_{k-n} x_{j}+\sum_{j=n+1}^{n+m} \sum_{k=1}^{n} D_{i j k} x_{k}(H x)_{j-n} \\
& \left.+\sum_{j=n+1}^{n+m} \sum_{k=n+1}^{n+m} D_{i j k}\left((H x)_{k-n}(H x)_{j-n}+R_{k j}\right)\right]
\end{aligned}
$$

For the filter to be unbiased, we need to set the right side of the above equation equal to $x_{i}$.

We still want an unbiased filter and the minimized variance. We will probably have room for more constraints as we could even consider minimizing the kurtosis to help us look for the best possible $C_{k}$ and $D_{k}$. There are some concerns however. The linear filter has some nice properties that we are kind of giving up by going to this more strongly nonlinear form. Stability for one thing might be an issue with a quadratic filter so we may need to use our constraints to enforce stability.

### 5.3 Closure Approach

The evolution of the posterior probability density, $p(x, t)$, is described by the Kushner partial differential equation

$$
d p=\mathcal{L}^{*} p d t+p(h-\bar{h}) R^{-1} d z
$$

where

$$
\mathcal{L}^{*} p=-\sum_{i} \frac{\partial}{\partial x_{i}}\left(f_{i} p\right)+\sum_{i, j} \frac{\partial^{2}}{\partial x_{j} \partial x_{i}}\left(Q_{i j} p\right)
$$

is the Kolmogorov Forward operator where $Q_{i j}=\frac{1}{2}\left(q q^{\top}\right)_{i j}=\frac{1}{2} \sum_{k} q_{i k} q_{j k}$ is the system noise covariance matrix, $h$ is the observation function,

$$
\bar{h}=\mathbb{E}_{p}[h(x, t)]=\int h(x, t) p(x, t) d x
$$

is the expected observation, $R_{i j}=\left(r r^{\top}\right)_{i j}=\sum_{k} r_{i k} r_{j k}$ is the observation noise covariance matrix, and

$$
d z=d y-\bar{h} d t
$$

is the the innovation process where $d y$ are the true observations.

Starting off from this Kushner partial differential equation, we can compute ordinary differential equations for the mean and variance. Recall that the mean is

$$
\mu(t)=\mathbb{E}[x]=\int x p(x, t) d x
$$

Then the derivative of the mean is

$$
\dot{\mu}(t)=\int x \frac{\partial}{\partial t} p(x, t) d x .
$$

We then substitute $\frac{\partial}{\partial t} p(x, t)$ with the Kushner equation and integrate by parts and find that

$$
\dot{\mu}(t)=\left(f\left(x_{0}\right)+D f\left(x_{0}\right)\left(\mu-x_{0}\right)\right) d t+\sigma D h\left(x_{0}\right)^{\top} R^{-1} d z .
$$

Similarly we can compute a dynamical system for the covariance

$$
\dot{\sigma}=\left(\sigma F^{\top}+F \sigma+Q-\sigma H^{\top} R^{-1} H \sigma^{\top}\right) d t+S \cdot H^{\top} R^{-1} d z
$$

where $S$ is the skewness tensor. If we assume the skewness equals zero (i.e. assume the
distribution is gaussian), this closure gives us the Kalman equations.

We propose to go further by deriving the ordinary differential equations for the skewness and kurtosis. Instead of assuming the skewness is zero, we will find new closures for the first four moments rather than just the first two moments. One downside is that when we get to the equation for the kurtosis, it will involve the fifth moment so we are going to have to make a closure there. The easiest thing would be to just assume that the fifth moment is zero. We will try to find more realistic closures in the future.
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