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The radial velocity (RV) technique has proven to be one of the most successful methods

to search for extra-solar planets. RV measurements are necessary to independently confirm

and determine the masses of orbiting bodies, and thus begin to probe their density and

therefore compositions. In this thesis, we develop a set of novel routines to precisely measure

the relative velocities of stellar sources with the RV technique by measuring the Doppler

shift from high resolution stellar spectra. We demonstrate the applications of our codes to

detect and characterize extra-solar planets with a variety of modern spectrographs.



In chapter 1, we introduce the radial velocity technique, its success, and current

limitations in the modern era.

In chapter 2, we introduce the concepts of echelle spectroscopy, and develop techniques

(pipelines) in the IDL and Python programming languages to process the spectra and

compute corresponding precise radial velocities of stellar sources. We demonstrate first

applications of our codes with the near-infrared iSHELL spectrograph with observations of

RV standards.

In chapter 3, we perform a case-study on AU Mic. AU Mic is a young & early M dwarf

which hosts an edge on debris disk as well as at least two transiting planets. Attempts to

detect planets orbiting AU Mic have historically been plagued by the large rotationally

modulated stellar-activity signals present in both photometric and radial-velocity observa-

tions primarily due to spots (cooler regions) and plages & facula (hotter regions), ultimately

driven by the dynamic magnetic fields AU Mic produces. In order to characterize the masses

of the recently identified transiting planets, we exploit the wavelength dependence of stellar-

activity present in our multi-wavelength RV dataset. Since the RV signal from a planet is

achromatic, this helps us to isolate activity from Keplerian signals. We develop chromatic

Gaussian process (GP) kernels and introduce methods to aid in isolating chromatic activity

signals larger than the Keplerian components. We demonstrate the validity of our RV model

through injection and recovery analyses, and ultimately use our model to characterize the

AU Mic planetary system.



Chapter 1: Introduction

1.1 The Radial Velocity Technique

Planets do not orbit a stationary host star, but rather the entire system orbits about

the center of mass of the system. For single star systems, the star is responsible for the

majority of the mass1, and therefore kinematically experiences only minor perturbations

thanks to Newton’s second law. While small, these perturbations are not negligible, and

can be measured to determine the existence of orbiting bodies with modern instruments

and techniques. To measure these changes in the velocity of the star, we utilize the Doppler

method. As a planet gravitationally influences the host-star, the stellar spectrum will be

Doppler shifted according to the projected velocity along our line of sight. Significant

periods observed in changes to the velocity of the star as a function of time correspond

to the period of a planet’s orbit, while the amplitude of these velocity changes correspond

to the relative mass of the orbiting body. Specifically, the semi-amplitude of the observed

velocity signal is given by (6):

K =

✓
28.4329 m s�1

p
1� e2

◆✓
Mp

1 MJ

◆✓
Mp +M?

1M�

◆�2/3✓
P

1 yr

◆�1/3

(1.1)

Here, Mp and M? are the masses of the planet and star, respectively. P is the period of

the orbit, and e 2 [0, 1) is the eccentricity of the orbit where e = 0 corresponds to a circular

orbit, while for e 2 (0, 1) the orbit is an ellipse. e � 1 corresponds to unbounded orbits,

and thus not periodic nor typically considered in precise RV work. The factor of 28.4329

m s�1 corresponds to the semi-amplitude for a 1 MJ planet in a one year orbit around a 1

M� star.

1>99.5% of the mass in our own solar system is within the Sun.
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1.2 History, Success, & Limitations

Measuring the minuscule changes in the velocity of a star caused by planet-mass companions

has long been a notoriously di�cult and delicate craft. To provide a scale of the measure-

ments being recorded, a 1 m s�1 change in the velocity of a star corresponds to a shift on

the detector of approximately 10�3 of one pixel. For scale, the Earth induces a measly

semi-amplitude of ⇡10 cm s�1 on the Sun, while Jupiter induces a signal of ⇡12.5 m s�1

1.2.1 Instrumental Calibration

Performing Doppler measurements are first complicated by the environmental stability of

the spectrograph. In order to measure the stellar RV, one must use a reference spectrum

with Doppler stability at least as good as the desired precision (and preferably much better).

In particular, the “calibrator” must both provide a means to convert detector pixels to

wavelength, and constrain the intrinsic line profile (the shape of a monochromatic light)

of the spectrograph. Historically, the two most widely-used calibrators are emission lamps

and absorption gas cells. Typically, gas cells are inserted directly into the “science” (stellar)

beam, superimposing a forest of absorption lines onto the recorded science spectrum. In

the case of lamps, thousands of emission lines are produced over the appropriate spectral

range, but these calibration exposures will typically bridge the science images (opposed

to simultaneous). Both methods have achieved long-term Doppler stability of 1-2 m s�1

(e.g., HARPS, HIRES). Newer techniques leveraging nearly continuous, high signal-to-noise

(S/N) interference patterns produced by Fabry-Pérot etalons or laser frequency combs are

used to provide an even more robust calibrator, and will serve as the “gold-standard”

calibrators for next-generation spectrometers (e.g., NEID, ESPRESSO, EXPRES).

1.2.2 Telluric Contamination

The process is further complicated by relatively unstable atmospheric (“telluric”) features

that contaminate all ground-based data (Fig. 1.1). Light recorded at the spectrograph will
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Figure 1.1: Absorption features caused by Earth’s atmosphere. Relevant molecular species
are water, methane, carbon dioxide, nitrous oxide, oxygen, & ozone. Highlighted in orange
are the three primary wavelength regimes modern echelle spectrographs operate at.

pick up absorption features from Earth’s atmosphere, while telluric emission features will

naturally illuminate the entire viewing apparatus. Ironically, these features may be used

to calibrate the spectrograph, however their precision is limited to > 5 m s�1 due to the

changing line profile and atmospheric winds (e.g., 7). Therefore, regions of even moderate

telluric contamination must be either flagged or modeled in order to accurately measure

the stellar RV at the few m s�1 level.

1.2.3 Not All Stars Are Created Equal

As delicate as these measurements are, the RV technique has been successfully applied to

reveal hundreds of systems around solar-type (FGK dwarf) stars since the discovery of 51

Pegasi b in 1995 (8) 2. Observations are usually performed at visible wavelengths where

these stars are brightest and telluric lines are relatively scarce (9; 10).

RV observations of M dwarfs, especially mid- to late-type M dwarfs (M4+), are more

2The Nobel Prize in Physics 2019 was awarded to Michel Mayor and Didier Queloz for “the discovery of
an exoplanet orbiting a solar-type star.”
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challenging than those of solar-type stars. M dwarfs are intrinsically faint and require

long integration times per epoch to acquire su�cient S/N , especially for spectroscopic

observations where light is dispersed. Late M dwarfs are also more magnetically active

(11; 12). Star spots and other sources of activity can introduce RV noise and spurious

signals at periods corresponding to the stellar rotation period Prot and harmonics Prot/n

where n > 0 is a small integer (13). A further realization for M1–M4 dwarf stars is the

stellar rotation period overlaps with the range in periods of habitable zone worlds (14; 15).

RV follow-up of hotter stars is challenged by their lack of stellar features; their photo-

spheres are hot enough such that most atoms and molecules become fully ionized, and thus

emit primarily black-body radiation instead of exhibiting discrete atomic and molecular

transitions. Such systems are largely ignored by the RV community due to the significant

amount of time needed to achieve adequate precision with so few spectral features.

1.2.4 Wavelength of the Observations

Due to the di�culties of RV observations of M dwarfs in the optical, interest has grown

in the last decade in developing near-infrared (NIR) spectrographs for these observations.

M dwarfs are brightest at near-infrared (NIR) wavelengths, and the flux contrast between

star spots and the surrounding chromosphere is reduced (16; 17; 18; 19; 20). To first order

in wavelength, the flux contrast (and thus RV signal) from activity is expected to follow a

�
�1 relationship, although additional challenges arise from the wavelength dependence of

limb-darkening and convective blue-shift (21). NIR RV e↵orts have made rapid progress in

precision (and thus mass detection) capabilities. NIRSPEC on Keck (K-band, R⇠25000)

obtained 45 m s�1 precision observing late M dwarfs (22). CSHELL (K-band, R⇠46,000)

on IRTF obtained 35 m s�1 observing GJ 15 A (23). NIR RV e↵orts have gained traction

both with absorption gas cells (e.g., 24) and the use of fiber-feeds to stabilized environments

for instruments. As a recent example, the Habitable Zone Planet Finder (HPF) on the 10

meter Hobby-Eberly Telescope (R⇠50,000, Y- and J-bands) has shown < 3 m s�1 precision
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on Barnard’s Star, su�cient to detect rocky worlds in the habitable zone of M dwarfs

(25; 26).

Most NIR RV instruments exploited the Y , J , and H regions of the spectrum, although

RV information content in the Y- and J-band is found to be lower than expected from

synthetic spectra (27). The K-band spectra of M dwarfs also contains deep sharp lines of CO

at � > 2.29 µm suitable for RV measurements. However, observations in this wavelength

region are also plagued with telluric lines of water and methane as well as other trace

molecules that complicate the data analysis (28).

1.3 This Work

In this thesis, we develop and apply a set of novel routines to accurately measure the

Doppler-shifts in stellar spectra. In chapter 2, we introduce pychell, a Python library to

process the raw stellar spectra recorded at the telescope and precisely measure the cor-

responding RVs. We carry-out our first applications and demonstrations with data from

the near-infrared iSHELL spectrograph on the NASA Infrared Telescope Facility (IRTF).

In chapter 3, we leverage the chromaticity (wavelength) of stellar activity present in RV

datasets, introduce methods to mitigate these e↵ects, and apply them to RV follow-up of

the young, active, and planet bearing AU Mic system.
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Chapter 2: Process and Analysis of Echelle Spectra with

In this chapter, we introduce our process and analyses of high-resolution echelle spectra

to generate precise RVs. At the heart of these analyses is pychell, a set of routines

to process high-resolution echelle spectra with a focus on applications to precise radial

velocities. While it was not our initial goal, pychell has become a robust tool for a wide

variety of spectrographs. Early versions of pychell (formerly PySHELL) were split into

Python & IDL (Interactive Data language) sub-packages, and developed with only the

iSHELL spectrometer in mind. Although the current version of pychell is fully in Python

with updated algorithms and now supports a variety of spectrometers, we only describe

our first working version of pychell made specifically for the iSHELL spectrograph in this

chapter. We delegate appropriate sections in the remaining chapters of this thesis to discuss

more recent adaptations and modification to pychell.

In Section 2.1, we first briefly discuss echelle gratings, the fundamental instrument in

precise Doppler work. In Section 2.2, we discuss iSHELL observations of Barnard’s Star

(GJ 699), GJ 15 A, and 61 Cygni A, all previously used in RV searches and suitable as

RV standards. In Sections 2.3 and 2.4, we discuss the spectral processing and forward

modeling tools, respectively, which are used to carefully measure the precise RVs. We

present the results in Section 2.5. We analyze the fidelity of our stellar template retrieval in

Section 2.5.3, and forward model parameter distributions in section 2.5.4. In Section 2.6 we

discuss our particular choice of forward model and how our obtained iSHELL RV precision

compares to other precise NIR spectrographs, as well as prospects for planet confirmation.

A summary of this work is provided in Section 2.7.
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2.1 Echelle Gratings

Echelle gratings are the instrument at the heart of precise Doppler work. Recording a contin-

uous spectrum with a large spectral range compared to the resolution of the spectrograph is

not e�cient with square imaging detectors. Single order echelle spectrographs pick out one

order from the di↵racted signal to be incident on the detector, centered on a small spectral

window surrounding the “blaze-wavelength” (wavelength of max-transmission) of one order.

By utilizing a second di↵raction element (grating or prism) called a cross-disperser which is

aligned perpendicularly to the echelle di↵raction axis, di↵erent orders can be “stacked” on a

square detector. Since the blaze wavelength for each order will gradually change according

to the grating equation, each order contains a unique spectral window, although there is

typically overlap at the edges of orders in the detector plane. A full description of echelle

gratings for precise Doppler work is provided in (29). An example multi-order echelle image

(“echellogram”) is shown in figure 2.1.
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Figure 2.1: A sub-frame of an unprocessed multi-order spectral image of 61 Cygni A from

Oct. 16 observed with iSHELL. The full frame contains 29 orders with dimensions 2048 x

2048. Numerous “bad” pixels appearing on the stellar trace as dark values, and between

traces as bright values, are flagged during data processing, but can be missed if the S/N is

not su�cient to properly identify them as outliers.

2.2 Observations with iSHELL

We obtained echelle spectra with the iSHELL spectrograph on the 3 meter NASA Infrared

Telescope Facility (IRTF) between October 2016 and October 2017, with the majority of ob-

servations taking place during the first half of this period. Table 2.2 provides the estimated

S/N (per detector pixel) of each observation as well as the number of observations (Nobs)

obtained each night. Spectra are recorded with iSHELL in KGAS mode (2.18–2.47 µm)

with a 0.375” slit at R ⇡ 80, 000. A Hawaii 2RG array records 29 cross-dispersed echelle
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orders (m = 212� 240) spanning this spectral range. A methane isotopologue (13CH4) gas

cell in the calibration unit with 90% continuum throughput is used to provide a common op-

tical path wavelength reference and to constrain the variable line spread function (LSF ) of

the spectrograph (30; 31). To minimize errors in the barycenter correction1 and telluric op-

tical depths of individual spectra, integration times are limited to 5 minutes. The exposure

midpoint (opposed to flux-weighted) is used to determine the barycentric correction since

iSHELL does not have an exposure meter as is common in visible precise RV instruments

(32). Unfortunately, the error in barycenter correction scales with square of the exposure

time (33), so doubling an exposure time will quadruple our barycenter velocity uncertainty.

Various factors can further contribute to a non-constant photon rate, particularly changes

in airmass and atmospheric transparency. The telluric content (particularly water) can be

variable on time-scales of an hour or less along with the changing airmass of our target

(34), so we limit our maximum exposure time to avoid any errors that could potentially

be introduced in the telluric modeling, although we do not characterize this. We further

limit integration times to avoid the nonlinear detector regime of the detector for brighter

targets. After every target is observed, a set of five flat-fields is obtained before slewing the

telescope to the next target. An example of a raw unprocessed two-dimensional fits image

is shown in Fig. 2.1. All data are publicly available online at the NASA/IPAC Infrared

Science Archive.2

We choose three bright RV standards to evaluate the RV precision obtainable with

iSHELL using pychell routines. These targets have already been observed to show RV

stability at or below the expected iSHELL precision, and are summarized in table 2.1.

Barnard’s Star (GJ 699) shows no RV variations down to 2 m s�1 over several years using

data sets from Keck/HIRES and Lick/Hamilton after accounting for the observed secular

1Barycentric corrections account for the motion of Earth around the Sun and the rotation of Earth at
the location of the observatory which bias the measured RVs.

2Available at https://irsa.ipac.caltech.edu/applications/irtf/. All IRTF data has a proprietary period of
18 months starting at the end of that observing semester.
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acceleration of 4.515 m s�1 yr�1 (35). More recent e↵orts have found a low-amplitude pe-

riodic signal at 233 days with K = 1.2 m s�1 (36). 61 Cygni is a binary system of two

comparatively bright K dwarfs with an orbital period of 653 years, neither of which are

known to host any planets. GJ 15 A is suspected to host a single planet with K = 2.9 ms�1

and a period of 11.44 days (37).

Table 2.1: Summary of Observed Targets.

Star R.A./Decl.
Spec.

Type
Kmag Planets Reference

GJ 699
17:57:48.5

+04:41:36.1
M4V 4.52

b: Kamp = 1.2 ms�1,

P=233 days

(38)

(36)

GJ 15 A
00:18:22.9

+44:01:22.6
M2V 4.02

b: Kamp = 2.9 ms�1,

P=11.4 days

(38)

(37)

61 Cygni A
21:06:53.9

+38:44:57.9
K5V 2.68 No known planets (39)
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Table 2.2: The obtained S/N per detector pixel for all iSHELL observations.

UT Date Nobs Int. Time S/Ni
a

S/Ntot
b

—Barnard’s Star—

2016 Oct. 16 4 5 min 139 277

2016 Oct. 23 7 5 min 159 420

2016 Nov. 06 8 5 min 146 413

2016 Nov. 07 4 5 min 201 402

2017 Apr. 06 9 5 min 132 397

2017 Jun. 18 6 5 min 164 402

2017 Jun. 26 6 5 min 160 392

2017 Jul. 05 7 5 min 152 402

2017 Jul. 29 10 5 min 133 420

2017 Oct. 20 16 20 sec 41c 164c

2017 Oct. 21 16 20 sec 41c 164c

2017 Oct. 22 16 20 sec 41c 164c

2017 Oct. 23 16 20 sec 41c 164c

—GJ 15 A—

2016 Oct. 16 7 2.5 min 198 525

2016 Oct. 17 12 2.5 min 150 521

2016 Oct. 22 8 2.5 min 179 505

2016 Oct. 23 17 2.5 min 122 503

2016 Nov. 06 16 1.5 min 127 506

2016 Nov. 07 11 2.5 min 158 524
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Table 2.3: Table 2.2 continued.

UT Date Nobs Int. Time S/Ni
a

S/Ntot
b

—61 Cygni A—

2016 Oct. 16 10 30 sec 170 537

2016 Oct. 17 12 1 min 152 525

2016 Oct. 22 23 15 sec 105 502

2016 Oct. 23 10 1 min 162 513

2016 Nov. 06 6 1 min 127 506

2016 Nov. 07 16 15 sec 126 502

2017 Apr. 06 7 1.5 min 194 514

2017 Apr. 12 6 1.5 min 210 515

2017 Jun. 18 5 1.5 min 258 577

2017 Jun. 26 6 1.5 min 223 546

2017 Jul. 05 11 1.5 min 154 510

a
S/Ni represents the S/N per spectral pixel for an individual spectrum

measured by summing the area of a Gaussian PSF model to the data

near the blaze peak with no spectral features with the iSHELL observing

user interface. Contamination from the background sky noise is not

considered in this estimation.

b
S/Ntot represents the total (co-added) S/N per spectral pixel for a con-

secutive series of observations, with S/Ntot =
p
NObsS/Ni.

c
S/N was not recorded during the last four observations for Barnard’s Star

and are an estimation from the previous nights assuming a relationship

of S/N / p
texp.
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2.3 Spectral Reduction

“Data reduction” (spectral reduction here) can imply a variety of di↵erent steps for di↵erent

astronomers. For pychell, we consider reduction to include at most the following steps:

• Bias, flat-field, and dark frame calibration.

• Mapping of the individual echelle orders on the detector, commonly referred to as

“order tracing.”

• Extraction of the desired spectra by converting the two-dimensional spectrum into

one-dimension by summing over the spatial axis.

• Telluric, spectral line profile, wavelength, or normalization calibrations/corrections.

Carrying out the first step is a fairly standardized process. Given data-cubes of in-

dividual darks, bias, and flat-field images, each of shape (Nimg, Ny, Nx), we compute the

standard master calibration frames as follows, where * represents a wildcard character to

consider all indices in that dimension, and MED represents the median of its argument.

MB(y, x) = MED(BiasCube(⇤, y, x)) (2.1)

MD(y, x) = MED(DarkCube(⇤, y, x)�MB(y, x)) (2.2)

MF (y, x) = MED(FlatCube(⇤, y, x)�MB(y, x)�MD(y, x)) (2.3)

A master dark image is computed for each unique set of exposure times. For slit-fed

or fiber-fed flat-field images, MF is also re-normalized according to the 75th percentile to

ensure the science counts are not artificially increased. The corresponding science frame

calibrations are applied as:
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Scical(y, x) =
Sci(y, x)�MB(y, x)�MD(y, x)

MF (y, x)
(2.4)

The exposure of each master dark frame MD must match the corresponding science (or

flat-field) image it is calibrating. The remaining steps in reduction are not as trivial (nor

standardized), and are left to the subsections that follow. For iSHELL observations, we

briefly explored the use of dark frames during calibration and qualitatively found nearly

identical results, so we choose to ignore dark frame calibration for iSHELL data in particular.

2.3.1 Order Tracing

Here we seek to determine the approximate locations of the echelle orders on the detector,

ym(x) where m 2 N indexes the echelle order, and x 2 [1, Npix] are the (sub) detector pixels.

For simplicity, we assume echelle orders are approximately aligned with detector rows, as

is commonly the case3. pychell requires the use of a featureless, high S/N spectrum

(e.g, master flat-field images) to first approximate ym(x). We isolate individual orders by

comparing the master flat field image with a version which is vertically shifted by one

pixel. The spatial (vertical) profile of a flat field resembles a top-hat function, and therefore

the arithmetic di↵erence between the original image and its shifted version will be nearly

zero, except for the edges of orders. With the two isolated edges (top and bottom), we

identify and compute the corresponding midpoints of each order, which are then modeled

with independent second-degree polynomials. These midpoints provide reasonable starting

points for the science images, and will be refined in the remaining steps.

2.3.2 Flat-field Artifacts

With iSHELL spectra, we also choose to isolate and remove the sinusoidal fringing from

the flat-field images. The fringing in iSHELL is not stable in phase and amplitude, nor is

3If aligned with detector columns, the image may be transposed before further processing.
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the slit-illumination function identical between flat-field (quartz lamp) and stellar (point)

sources, and thus does not perfectly divide out if left in the flat-fields. By removing the

fringing from the flat-fields, we can then directly model the original fringing signal present

in the science spectra simultaneously with other spectral features.

For each flat-field order, we straighten the order into a rectangular array by linear inter-

polation in the spatial direction determined by the initial trace position, ym(x). We smooth

in the spectral direction using a 45-pixel rolling median. We then divide the straightened

flat by the spectrally-smoothed flat to isolate instrumental fringing in the flat-field (See

Section 2.4.2). A one-dimensional version of the fringing is then obtained by taking the

vertical median in the spatial direction, and smoothing the resulting 1-dimensional array

with a three-pixel rolling median. We then explicitly model this signal with a modified si-

nusoid determined by an amplitude, phase, and period. The period is further parametrized

to vary linearly over the detector for a given order due to the fact the fringing period grad-

ually changes with wavelength and we are still working in detector-pixel space (opposed

to wavelengths). A two-dimensional fringing pattern is then generated by copying the

one-dimensional pattern across detector rows. We finally divide the two-dimensional order

image by the model fringing pattern in each order to finally remove the fringing present in

the flat-fields (Fig. 2.2).
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Figure 2.2: Top Left : A sub-frame of a raw flat-field image. Top Right : The same image

and region as the top left but with a high resolution color scaling (narrow range in counts)

centered around the fringing signal. Bottom Left : The fringing present in the flat-fields

isolated through a rolling median with a window comparable to the dominant period in

wavelength of �� ⇠ 0.3 nm. iSHELL fringing is further discussed in Section 2.4.2. Bottom

Right : A median combined flat-field to be used to correct the science data. Fringing shown

in panels 2 and 3 are removed from this image.

2.3.3 Spectral Extraction

Spectral extraction is the process of converting a two-dimensional spectrum to one-dimension

by summing over the spatial axis, resulting in a single flux value for each wavelength (de-

tector row). To extract a given trace, we must also more precisely determine 1. the location
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of the trace on the detector, 2. the illumination profile (also called the seeing profile, point-

spread-function - PSF), and 3. a background signal induced from scattered light in Earth’s

atmosphere and/or atmospheric emission lines.

To extract the spectra, we use a multi-step iterative process. First, we straighten the

individual spectral orders of each science exposure with the corresponding order’s central

position polynomial (from the flat-fields). For each order, an initial PSF is constructed

using a median filter in the dispersion (wavelength) direction. A first spectral extraction

is performed by using the estimated point spread function as an extraction weight on the

rectified order. A cross-correlation of the estimated profile with the straightened data is

next performed at each spectral position where the estimated spectral flux density is above

half of a cuto↵ value, set at the 80% quartile value of the spectral flux density. This results

in a more precise trace position of the data within each order, which is next modeled with

a second-degree polynomial.

We next create a curved two-dimensional spectral profile from the spatial point spread

function and refined second-degree polynomial of the science trace position. We obtain

a better estimate of the spectral flux density and avoid interpolation by using this two-

dimensional profile as an extraction weight on the non-straightened science order. Signif-

icant outliers in the resulting spectral flux density are also masked iteratively by flagging

large deviations taking place within less than three spectral pixels.

Next, this cleaned up version of the spectral flux density is used in combination with

the two-dimensional trace to build a clean version of the two-dimensional science trace.

Dividing the science trace by this resulting image allows us to flag bad pixels directly in

the two-dimensional data by looking at significant outliers in flux deviations that happen

within three pixels. This allows us to mask the deviant pixels directly in the two-dimensional

image and to refine our best estimate of the spectral flux density by performing an optimal

(maximum S/N) extraction (40) using the masked two-dimensional spectral trace and the

curved two-dimensional point spread function. The background signal B(x) is estimated

by computing the median of the 8 pixels with the least counts within each vertical aperture
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(sub column). We summarize these equations below.

Fopt(x) =

P
y
w(y, x)[S(y, x)�B(x)]

P
y
w(y, x)

P
y
w(y, x)P (y, x)

(2.5)

where (2.6)

w(y, x) =

✓
P (y, x)

�(y, x)

◆2

(2.7)

�(y, x) = S(y, x) + RON+ �B(x) (2.8)

�B(x) =

r
B(x)

N � 1
(2.9)

�F (x) =

qP
y
�(y, x)

P
y
w(y, x)P (y, x)

(2.10)

Here, RON is the e↵ective read noise, N is the number of rows used to compute the

background signal with corresponding uncertainty �B(x), and �F (x) is the error in the

extracted spectrum. For each column, the trace profile P is normalized such that it inte-

grates to unity. For the analyses presented in 2.5, we had incorrectly normalized our spatial

profile such that the maximum value is unity. With discretely sampled pixels, this incor-

rect normalization injected a sampling alias we incorrectly interpreted as a second fringing

signal.

As a final step to refine the spectral flux density, we allow the width of the spatial line

profile to vary linearly in the spectral direction within each order. To do this required

modeling the spatial point spread function; we found that a Gaussian profile represents

the data adequately. A Gaussian profile is fit at each spectral position of the masked two-

dimensional science trace, and the resulting Gaussian profile width versus spectral pixel

position is fit with a first-degree polynomial. This is used to build a final version of the

curved two-dimensional extraction profile, and a last optimal extraction is performed with
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this profile to obtain our final extracted spectral flux density. Examples of reduced spectra

are shown in Figs. 2.3 & 2.4.

From here, a variety of post-extraction calibrations are typically performed for any

spectroscopic work, including wavelength calibration, telluric correction, and/or continuum

corrections. pychell o↵ers none of this functionality directly, but are all appropriately

performed simultaneously when computing RVs in the following section (2.4).

Figure 2.3: A reduced spectrum as a function of pixels (blue to red in wavelength) for 61

Cygni A from Oct. 16, 2016 for order 28 (m = 239, � = 2.18 � 2.194 µm). The optimally

(weighted) extracted spectrum used in RV calculations is shown in black, and the unweighted

is shown in red. Inversely weighing pixels by their distance from the center of the trace

mitigates sky noise resulting in fewer outliers and an overall smoother spectrum. Order

28 is relatively free of tellurics, gas cell, and stellar lines, so the OS fringing (see Section

2.4.2) and now correctly identified sampling alias are clearly seen with overall peak-to-peak

amplitudes of ⇡10%.
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Figure 2.4: A reduced spectrum for 61 Cygni A from Oct. 16, 2016 for order 16 (m = 227).

The wavelength grid was generated with the initial guess parameters to the RV pipeline

(see Section 2.4). The unmodified input templates for the methane gas cell, telluric water,

& telluric methane for this order are also shown.
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2.4 Measuring Radial Velocities

In this section, we describe the methods used to extract RVs by forward modeling single-

order extracted (one-dimensional) science spectra (2.4.1–2.4.3), then compute nightly RV

measurements and finally optimize multi-order RVs in Section 2.4.4. We adapt the RV

pipeline for CSHELL spectra described in (23). We have rewritten the CSHELL code in

a Python script pychell taking into account iSHELL’s larger spectral grasp with multiple

orders. Due to variability in the blaze function and due to the lower S/N , we choose

to ignore the first and last 200 pixels at the edges of the extracted spectra. Utilizing

the remaining pixels is a subject of future work. Our radial velocity pipeline represents a

significant departure from traditional analyses with iodine cell calibrated data. Rather than

splitting orders into smaller chunks and introducing discontinuities at the boundaries, we

model entire orders as a single “chunk”. This necessitates a more complex forward model

than is used with traditional iodine cells (e.g. (41)).

2.4.1 Choice of Numerical Solver

To fit a model to the extracted one-dimensional spectra, we have implemented a cus-

tom downhill Nelder-Mead algorithm that performs simplex calls for the entire parame-

ter space followed by consecutive two-dimensional subspace calls for all neighboring pairs

of parameters to better handle large dimensional spaces, as standard Nelder-Mead algo-

rithms fail to converge. A similar approach that we did not test would be to: first use

SciPy’s minimize routine with method=Nelder-Mead a single time for the entire param-

eter space; second use minimize for each consecutive pair of parameters keeping others

constant ((1, 2), (2, 3), ..., (Npars�1, Npars), (Npars, 1)); and finally third, repeat the first two

steps for the number of parameters in the model. The fit quality is continuously improved

with each call to minimize as the parameters converge. Our algorithm is therefore depen-

dent on the parameter ordering, and we do not explore the impact of parameter ordering
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in this work. However, the RMS of the residuals typically converges before ⇠ Npars/2 itera-

tions of the algorithm. Our specific Nelder-Mead algorithm in Python for a given simplex is

based on that used for CSHELL given by (42) but with stricter convergence requirements.

Specifically, the largest fractional di↵erence in the RMS for the current simplex must be

less than 10�5 three times in a row for the solver to be considered successfully converged.

2.4.2 Spectral Forward Model

For a given echelle order, we define the normalized forward model intensity as

IM (�) = B(�)FAR(�)LSF (�) ⇤ [I?(�?) T
⌧g
g (�) T ⌧t

t
(�t) FOS(�)] (2.11)

where * represents a convolution. We describe each of the forward model terms in turn.

I?(�?) is the Doppler shifted stellar spectrum derived iteratively and described in detail in

Section 2.4.3. Tg is our gas cell spectrum, obtained with a Fourier Transform Spectrometer

(FTS) at the NASA Jet Propulsion Laboratory (JPL) at R⇠500,000 (30; 31). Like (23), we

find the gas cell optical depth ⌧g = 0.97 (vs. unity) because of the o↵-axis angle the gas cell

was placed in the FTS, as opposed to CSHELL & iSHELL where the path length is mini-

mized. Tt(�t) corresponds to the Doppler shifted telluric absorption spectrum with optical

depth ⌧t. For KGAS mode, the relevant telluric components are water (H2O), methane

(CH4), nitrous oxide (N2O), and carbon dioxide (CO2). Each component is obtained from

Transmissions of the AtmosPhere for AStromomical data, (TAPAS) (43). We use realistic

temperature-pressure profiles for Maunakea corresponding to the zenith and date of April

12, 2018 at midnight (arbitrarily chosen). The telluric shift is common to all species, but

each can have di↵erent optical depths to account for variable atmospheric content. The stel-

lar and telluric shifts are computed on a logarithmic grid keeping � ln� = v/c = constant.

If a telluric component has no absorption features > 1% prior to convolution, it is excluded

from the fit for that order. The e↵ective sampling of the gas cell and telluric templates in
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our spectral model are approximately 5 and 15 times that of the data, respectively.

B(�) is the residual blaze function left over after the flat division in data reduction.

The residual blaze is relatively consistent across orders for a sequence of observations, and

is approximately quadratic. While the deviations from the quadratic are not well-modeled

with an analytic function, they are relatively small in flux (< 10%). We first model the

blaze with a quadratic to approximate the general curvature of the continuum, then use

14 cubic splines as an additive correction. A wavelength grid for the blaze function spline

correction is generated by first starting from an initial guess for the wavelength solution.

The corresponding �j grid for each spline point bsj is then generated using a linearly spaced

array with endpoints corresponding to the estimated wavelengths of pixels 200 and 1848

(the cropped data) with an extra padding of 0.1 nm to account for the error in the initial

wavelength solution, ensuring that all points are bridged by at least two spline knots.

LSF represents the line spread function (line profile) of the spectrograph and is con-

structed using a sum of Gaussians with Hermite polynomial coe�cients (44). These are

derived iteratively using

 k(x) =

r
2

k

✓
x k�1(x)�

r
k � 1

2
 k�2(x)

◆
(2.12)

with  0(x) = ⇡
� 1

4 e
� 1

2x
2

and  1(x) =
p
2x 0(x) (2.13)

where x = �/a0 with a0 being the Gaussian width of  0. The LSF is then constructed by

summing over  k,

LSF (x) =  0(x) +
NHX

k=1

ak k(x) (2.14)
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where NH is the highest order of the Hermite function series. We use NH = 6 (up to a5),

and explore other LSF models in Section 2.6.2. The LSF is area-normalized as a final step.

Further, the convolution is only performed within a window of ±0.17 nm for the model

pixel as convolution is computationally expensive, and the LSF quickly goes to zero near

the edges of this window.

Like the residual blaze function, we compute the wavelength grid of the data, �(Pi) for

pixels {Pi}, via a main quadratic component, plus a cubic spline correction for small local

deviations. Unlike the blaze, a need for splines here is not initially obvious. As discussed

further in Section 2.6.1, however, inclusion of a spline correction in the wavelength solution

improves the resulting RVs. To obtain the main quadratic component for the wavelength

solution, pixel Pi 2 {1, 1024.5, 2048} (from blue to red) is mapped to a window �i ± 0.05

nm. An initial guess for the zero points �i are predetermined from modeling several nights

of Vega data with no stellar lines. From here, the polynomial coe�cients are determined

through a matrix inversion and a quadratic wavelength solution is obtained for all pixels.

While �i are not orthogonal parameters, we find that polynomial coe�cients yield similar

RV precision, and opt to use set-points for their simple behavior. Wavelength splines are

placed on top of the quadratic by first choosing evenly spaced pixels (for the cropped data)

equal to the number of splines plus one. Each pixel gets mapped to the range ±0.0125 nm

and are interpolated onto the data pixel grid using cubic spline interpolation. The sum of

the quadratic and spline correction yields the final wavelength solution for a given spectrum.

Fringing

In (45), we discuss two sources of fringing present in iSHELL spectra: FOS(�) & FAR(�).

After a closer inspection of our spectral extraction codes, we learned that FAR(�) is caused

by a sampling alias and injected into the data during spectral extraction (Section 2.3). We

briefly discuss the FOS(�) term. We leave the description of the model and corresponding

parameters used for the injected signal FAR to (45).

We initially attributed FOS(�) to the order selection (OS) filter (45), before the light
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is di↵racted at the echelle grating. However, upgrades to iSHELL in late 2019 including

a wedged version did not eliminate this source of fringing. This yet to be identified low

amplitude interference signal is present in raw, unprocessed iSHELL data, so we are certain

it is not introduced during data-processing (see fig. 2.2). The sinusoidal-like pattern is

modeled by:

FOS(�) = 1�AOS


2

FOS

✓
1 + FOS

1 + FOS sin2(�OS/2)
� 1

◆
� 1

�
, (2.15)

where �OS =
2⇡DOS

�
and FOS =

4R

(1�R)2
. (2.16)

Here, AOS is the amplitude of the signal and DOS traces the optical path length through the

cavity. FOS corresponds to the finesse of the cavity, where R is the reflectance (46). A large

finesse manifests as sharper downward cavity absorption spikes for the sinusoid, but we

don’t see significant evidence for a large cavity finesse for FOS(�) in our data. Varying FOS

reveals no obvious preference for any particular value and solutions settle at both upper and

lower bounds (0.1, 2) and shows no significant improvement in RVs, so we force FOS = 1. A

summary of all forward model parameters is given in table 2.4.
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Table 2.4: A summary of the spectral forward model parameters used to compute precise

RVs from the iSHELL spectrograph.

Num. Description [units] Symbol Value/Bounds

1 Stellar Doppler Shift [ms�1] v? unbounded

2 Gas Cell Optical Depth ⌧g 0.97

3 Telluric Doppler Shift [ms�1] vt (-200, 200)

4 H2O Optical Depth ⌧t1 (0.02, 4.0)

5 CH4 Optical Depth ⌧t2 (0.1, 3.0)

6 N2O Optical Depth ⌧t3 (0.05, 3.0)

7 CO2 Optical Depth ⌧t4 (0.05, 3.0)

8 OS Filter Fringing Amplitude AOS (0.015, 0.043)

9 OS Filter Fringing Cavity Length Scale [nm] DOS

(1.8390 ⇥ 107, 1.8393 ⇥

107)

10 OS Filter Fringing Finesse FAR 1.0

11-13
Wavelength Solution Lagrange Points (3 to-

tal) [nm]
�i ± 0.05

14 Blaze Function Quadratic Term b2 (�5⇥ 10�5, 1⇥ 10�8)

15 Blaze Function Linear Term b1 (�5⇥ 10�4, 5⇥ 10�4)

16 Blaze Function 0th Order Term b0 (0.98, 1.08)

17 LSF Width [Model pixels] a0 (5.5, 12)

18-23 LSF Hermite Terms (6 total) aj ± 0.4

24-38 Blaze Spline Lagrange Point (15 total) bsj ± 0.135

39-45
Wavelength Solution Spline Lagrange Points

(7 total) [nm]
wsj ± 0.0125
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2.4.3 Stellar Template Retrieval

The derivation of the unconvolved stellar spectrum I? has consistently proven to be a di�cult

step in forward modeling spectra, particularly in the NIR (24). One approach is to use

synthetic model spectra instead. Models of stellar atmospheres can produce synthetic stellar

spectra given the e↵ective temperature, metallicity, and surface gravity (22; 47; 48; 49). Due

to their lower e↵ective temperatures, atmospheres of late M dwarfs (and brown dwarfs)

contain molecular ro-vibrational transitions which can which can significantly contribute to

the opacity and a↵ect the emitted spectrum at certain wavelengths (50). While the addition

and refinement of molecular opacities and full 3D radiation transfer in newer models (such

as the BT-Settl PHEONIX models) are providing a better match with observations (51),

there are still some deficiencies.

A second approach is to deconvolve spectra of A or B stars with little to no stellar

spectral features observed through an absorption gas cell (e.g iodine). Spectral lines from

the gas cell (and tellurics) provide a means of obtaining the line profile (LSF ) of the spec-

trograph, and this can be used to deconvolve the spectrum of a science target taken just

before or soon after at a similar airmass and direction in the sky. However this approach

presumes the LSF remains stable between observations. This may be true for instruments

relying on stabilization, but may not be the case for iSHELL as it slews with the telescope

at the Cassegrain focus.

We therefore choose to rely on the target observations themselves to extract the stel-

lar spectrum using an iterative deconvolution method described in (52). If I? is the only

unknown variable in the model, then the residuals from a model using an imperfect stel-

lar template correspond to the missing (or extra) features of the stellar template, up to

a convolution and Doppler shift. Furthermore, by averaging together many spectra, the

coadded signal-to-noise is much higher than in individual spectra. In the limit of iteratively

adding the residuals back to the stellar template, the template approaches the unconvolved

spectrum. This iterative deconvolution method does have its own limitations. First, suf-

ficient sampling at multiple barycenter velocities with high combined S/N are necessary
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(e.g. two RV data points are not enough). Second, residual correlated noise can gradually

get repeatedly added into the stellar template from missed bad pixels, or from non-stellar

spectral features that are not well fit.

In our work, we start with a flat guess for I? and forward model all spectra. We choose a

forward model wavelength grid resolution that is about 8 times the data spectral resolution

to oversample the data and LSF. Higher resolution models yield similar RV precision and

RMS values. To compare the model to the observed spectrum (compute an RMS), the high

resolution model is linearly interpolated onto the lower-resolution data grid. We shift each

set of residuals to a pseudo rest frame of the star according to the barycenter corrections

(vBC) obtained from barycentric vel.pro4 (32), decoupling stellar features from any coherent

features in the rest frame of the gas cell. We interpolate residuals onto the high resolution

model wavelength grid using cubic splines and then median combine across spectra, weighted

by RMS�2 of the residuals from the forward model fit. We add the median values to the

previous template, and re-fit the spectra. We repeat this process until the RVs stabilize,

which happens anywhere between 5-40 iterations for orders low in RV content, but typically

at later iterations for orders high in RV content. We run all targets through 41 iterations

to assess convergence and RV precision.

Furthermore, we run the flat template twice on the “first” iteration, where we attempt

to minimize the e↵ect of the deep stellar CO lines on the solver by masking values deeper

than 4� in the residuals of the first attempt. The blaze function splines in particular are

not well-constrained in the presence of poorly fit stellar lines, and are not included in the

first iteration. We do not assess the impact of the initial error in the blaze on the RVs

and stellar template generation at later iterations. We also force max{I?}  1, as the

continuum is not well-constrained in early iterations. This requirement may be loosened

at later iterations, although this is not explored in this work. Lastly, on iteration 10 and

each iteration thereafter, we flag the worst 5 pixels in each set of residuals (see Fig. 2.6).

After 41 iterations, this flags nearly 10% of all originally used pixels (150 of ⇠1648), but

4Available at http://astroutils.astronomy.ohio-state.edu/exofast/
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improves RV precision at later iterations. Each iteration produces a Doppler shift v? for

each individual spectrum (and order). To calculate an individual relative RV, we “subtract”

o↵ the barycenter correction from the full Doppler shift, RV? = v? + vBC. An outline of the

forward model is given in Fig. 2.5.

After each iteration for a given order, we output text files and corresponding figures for

the:

• Best fit model to the data and corresponding parameters.

• Wavelength solution to the data.

• Flagged (ignored) pixels.

• The stellar template used for this iteration.

• Individual and co-added nightly RVs.

• Residuals between the data and models with flagged pixels marked as zeros and the

corresponding RMS values and number of target function calls.

To forward model our spectra in a timely manner, we use the ARGO cluster provided

by the O�ce of Research Computing at George Mason University, VA, which can designate

280 cores to a single user, and the exo cluster at George Mason University with 216 cores

at the time of this work. Forward modeling a single-order spectrum takes 5-15 minutes at

early iterations per core, but only 1-5 minutes at later iterations as parameters have already

converged from their updated initial guess.

2.4.4 RV Calculations

We explore two methods for computing one radial velocity measurement for each night

averaged across echelle orders. The first extends on (23) utilizing a series of weighted

statistical formulas (Section 2.4.5). We also explore a second approach which numerically

solves for the relative “zero-points” for each echelle order (Section 2.4.6).

29



2.4.5 Weighted Statistics

In the equations that follow, i, j, k, & m correspond to the i
th night, j

th individual

observation, kth data pixel, and m
th echelle order, respectively. In order to minimize our

RV error per epoch, individual observations at S/N
i
are co-added to obtain a measurement

at S/N tot (see table 2.2), weighted by RMS�2 from the forward model fit:

RVi,m =

N
i
ObsP
j

RVm,jwm,j

N
i
ObsP
j

wm,j

, (2.17)

where wm,j =
N

m,j
pix

N
m,j

pixP
k

[IObs(�k)� IM (�k)]2

(2.18)

where RVm,j and wm,j are the j
th individual RVs and weights for order m, respectively.

N
i

Obs corresponds to the number of observations for the i
th night. IObs and IM are the

observed and model spectra, respectively, computed at the k
th data pixel. N

m,j
pix

is the

number of used pixels for the jth observation for order m (e.g. Nm,j
pix

⇠1648–flagged pixels).

Deviant pixels flagged during data reduction or forward modeling are not included in the

sum.

Nightly error bars are computed via an unbiased weighted standard deviation, divided

by the square root of the number of spectra used for that night, N i

Obs.

�RVi,m =

vuuuuuuut

N
i

ObsP
j

wm,j

(
N

i

ObsP
j

wm,j)2 �
N

i

ObsP
j

w
2
m,j

N
i

ObsP
j

wm,j [RVm,j �RVi,m]2

N
i

Obs

(2.19)
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Before RVs from di↵erent echelle orders are combined, the weighted average RV RVm

of each order is subtracted o↵. Combined nightly RVs are then computed through a second

weighted average,

RVm =

NnightsP
i

wi,mRVi,m

NnightsP
i

wi,m

(2.20)

RVi =

NOrdP
m

wi,m[RVi,m �RVm]

NOrdP
m

wi,m

(2.21)

�RVi =

vuuuuuut

NOrdP
m

wi,m

(
NOrdP
m

wi,m)2 �
NOrdP
m

w
2
i,m

NOrdP
m

wi,m[RVi,m �RVm �RVi]2

NOrd

(2.22)

with wi,m = 1/�RV
2
i,m (2.23)

where NOrd is the number of echelle orders used.

2.4.6 Detrending Minimization

Second, to better constrain the intrinsic order dependent characteristic RVs (assumed to

be RVm above), we utilize a version of the Trend Filtering Algorithm (TFA) (53) which is

frequently used to remove systematics and detrend light curves (54; 55). We implement

and minimize a modified weighted formula from (56) akin to the weighted implementation

of TFA in (57):
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X

i,m

wi,m[RVi,m �RVm �RV
0
i �RV 0

m]2 where wi,m = 1/�RV
2
i,m (2.24)

RVi,m are the nightly RVs from Eq. 2.17, RV 0
m are the new order o↵sets, and RV

0
i
are the

“detrended” RVs for the i
th night. RV 0

m and RV
0
i
are sets of free parameters with lengths

NOrd and Nnights, respectively. The weighted average RVm of each order from Eq. 2.20 is

still subtracted from RVi,m before optimizing. Values of RV 0
m and RV

0
i
are set to zero as

an initial guess with bounds ± 5 ms�1 and ± 50 ms�1, respectively. Final error bars are

computed using Eq. 2.22 with the detrended orders, RVi,m �RVm �RV 0
m. The parameters

are optimized using the same Nelder-Mead algorithm described in Section 2.4.1. To lift the

degeneracy between o↵sets and RVs, we lock the o↵set value of the first used order.
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Figure 2.5: A schematic of the RV pipeline. The proposed parameters for the first iteration

are given in table 2.4. After each iteration, a new stellar template is generated by co-adding

the barycenter shifted residuals, and the new proposed parameters are set to the previous

iteration’s converged values. The worst 5 pixels are only flagged on iteration 10 and each

iteration thereafter.

33



2.5 Results

For each of the three stars, we run orders 5�26 (m = 216�237) through 41 iterations. Order

numbers 1�4 (m = 212�215) contain su�cient stellar and gas cell RV information content,

but are also higher in water absorption and haven’t yielded comparable RV precision (>30

m s�1 long-term). We aim to explore a more sophisticated telluric model for these orders

in future work. Higher order numbers shortward of the CO band (< 2.29 µm, m>229) are

relatively low in stellar RV content and have fewer gas cell lines for a precise wavelength

calibration (see Section 2.5.2).

For Barnard’s Star, we also compute RVs separately from the first nine nights for orders

6 � 17 (m = 217 � 228), which we refer to as the “high S/N run” in the rest of this

chapter. Barnard’s Star has historically been shown to have the highest long-term RV

stability with precisions below our expected noise floor, so we use it to assess multi-order

RV precision (Section 2.5.1), forward model parameter distributions (Section 2.5.4) and

alternative forward model implementations (Section 2.6). This also shows the impact of

including lower S/N observations in the stellar template generation. Fig. 2.6 shows example

fits of the model spectrum to a high and low S/N observation of Barnard’s Star. The

residuals (and thus RMS) for the low S/N observations are typically twice as large compared

to the high S/N observations (⇠ 2% vs. 1%), and are therefore weighted less in generating

the stellar template.
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Figure 2.6: Top: An example fit to a spectrum of Barnard’s Star from July 29, 2017, for

order 6 (m = 217) from iteration 41 (last) from the high S/N run. The data is in blue

and the model in red. The deep and wide absorption lines with near zero transmission

correspond to water in Earth’s atmosphere. The worst pixels flagged between iterations

10-41 are marked as red X’s. Bottom: A lower S/N example fit from Oct. 20, 2017, to a

spectrum of Barnard’s Star for order 15 (m = 226) and iteration 15. The data is in blue

and the model in red. Any major stellar features will have visually converged at this point.

2.5.1 RVs

To assess our combined order precision, we utilize a powerset (all possible subsets of a

given set) to analyze the RV precision as a function of orders used and look for orders that
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statistically yield lower combined RV precision. We do so using the weighted statistical

approach given by eqs. 2.17–2.23. Using Eq. 2.25 (see Section 2.5.2), we take our RV

precision �RV / N
�1/2
Ord , and find the long-term RV precision follows this relationship (Fig.

2.7). Lastly, for Barnard’s Star, we subtract o↵ from each individual (single spectrum) RV

the secular acceleration of 4.515 m s�1 yr�1 given by (35) before any multi-order or nightly

RVs are computed. We don’t perform this for other targets as their relative spatial motion is

not significant enough to produce a detectable acceleration. Orders that yielded the lowest

long-term precision are then optimized through eq. 2.20, and typically reproduce RVs from

the weighted formulation (Fig. 2.9). The long-term RV precisions for each individual order

are presented in table 2.5. We present the best combined order precision in table 2.6 and

corresponding figures 2.8–2.11. We obtain best case long-term RV precisions of 4.3 m s�1

for Barnard’s Star, 2.7 m s�1 for GJ 15 A, and 3.8 m s�1 for 61 Cyg A. For 61 Cyg A, the

RV is a large outlier for the last night (+ 1 kms�1). This outlier has a typical multi-order

RV uncertainty, and survived numerous modifications to the code during development. We

suspect this is an observational error where we mistakenly observed 61 Cygni B, or a flare

event on the surface of the star. We therefore disregard this night from any long-term RV

calculations.
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Figure 2.7: Left : The orange circles correspond to the average long-term RV RMS obtained

for all possible combinations ofN orders. The trend is obtained by fitting a function AN
�1/2
Ord

where A is a constant parameter. On average our multi-order velocities are consistent with
averaging out random noise. Right : A histogram of long-term RV precisions obtained trying
all possible order combinations for the 12 orders (6–17, m = 217 � 228) for the high S/N

Barnard’s run. In yellow, we show all order combinations of 2–12 orders (e.g. there is only
one 12-order combination, 12 11-order combinations, etc.), and in green order combinations
with 10–12 combined orders. The total number of order combinations are 4083 and 79,
respectively. For the latter green histogram with 10 or more combined orders, the 5th
percentile is 5.0 m s�1, while the 10th percentile is 5.2 m s�1, and the 20th is 5.4 m s�1.

Figure 2.9: The best case multi-order RV combination that yielded the lowest RMS for

Barnard’s Star for the full dataset. The unweighted standard deviation is 5.13 m s�1 for

the optimized set. The weighted statistics formulation (Section 2.4.5) agrees well with the

optimized RVs (Section 2.4.6). Hidden error bars are of similar size.
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Table 2.5: The best single-order long-term RV precisions (unweighted standard deviation)
for each of the four runs, and the corresponding best iteration. We only include the first 10
nights for 61 Cyg A in the calculation.

Image
Order

Echelle
Order

Barnard’s
Star
(High
S/N)
[ms�1]

Iter

Barnard’s
Star
(All)
[ms�1]

Iter
GJ 15 A
[ms�1]

Iter
61
Cyg A
[ms�1]

Iter

5 216 - - 19.02 10 50.07 32 16.68 31
6 217 15.87 28 13.68 33 32.39 15 32.92 40
7 218 13.95 9 16.25 12 3.61 32 13.17 15
8 219 11.66 20 10.68 23 7.39 32 9.48 16
9 220 18.05 7 14.50 40 6.59 13 15.14 39
10 221 16.53 27 17.15 21 8.36 18 19.32 32
11 222 15.10 23 14.93 24 4.81 40 10.95 26
12 223 21.11 40 16.59 6 17.38 34 11.99 12
13 224 12.99 40 27.16 25 9.39 12 11.88 20
14 225 29.20 19 33.23 33 13.38 6 24.46 18
15 226 16.17 17 11.19 21 9.07 15 30.22 19
16 227 16.22 40 15.44 16 20.88 6 27.24 6
17 228 31.07 14 28.14 15 7.34 26 26.85 34
18 229 - - 28.91 40 127.77 18 488.75 6
19 230 - - 25.14 23 49.54 17 475.78 6
20 231 - - 27.34 24 48.82 11 96.62 7
21 232 - - 20.17 22 67.97 14 895.76 6
22 233 - - 49.28 40 89.55 40 240.85 6
23 234 - - 46.82 40 90.12 18 124.50 9
24 235 - - 41.13 15 42.95 6 60.39 14
25 236 - - 68.48 27 132.62 40 195.59 6
26 237 - - 45.51 40 95.76 16 67.75 21
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Table 2.6: The best multi-order RVs for each target obtained through a pow-

erset. The unweighted standard deviation � and value of �2
red

of the measure-
ments is noted.

JD-2457677 Nightly RV [m s�1] Unc. [m s�1]
—Barnard’s Star (high S/N) (Orders 7-9, 11, 13), � = 4.33 m s�1, �2

red = 0.81—
0.76914091 5.26 3.55
7.72960279 -1.70 5.17
21.71375211 -6.50 4.78
22.69412594 -1.20 5.43
173.07680052 4.89 7.68
246.08399455 -1.35 5.32
253.97949511 0.69 11.04
262.9147927 8.16 5.84
286.90298491 -2.39 8.42
—Barnard’s Star (All) (Orders 6-10, 14, 17, 20), � = 5.13 m s�1, �2

red = 0.61—
0.76914091 -1.94 7.06
7.72960279 -4.02 4.11
21.71375211 -4.68 6.92
22.69412594 7.09 8.61
173.07680052 6.86 7.70
246.08399455 2.30 4.81
253.97949511 -6.65 8.81
262.9147927 6.35 5.19
286.90298491 -0.04 9.68
369.6983861 1.65 4.47
370.68776439 9.96 8.76
371.69478571 -3.60 5.38
372.68679116 -2.62 5.60

—GJ 15 A (Orders 8, 9, 10), � = 2.72 m s�1, �2
red = 0.50—

0.82538026 2.81 5.93
1.83099163 -0.980 3.43
6.88132949 0.71 6.57
7.88033167 0.13 6.29
21.8549003 -5.16 3.80
22.86261265 2.92 4.24

—61 Cyg A1(Orders 8-9, 11-12, 17), � = 3.77 m s�1, �2
red = 0.71—

0.79182255 -3.28 10.66
1.7336577 -0.65 11.27
6.8404918 -0.570 2.34
7.80991716 6.21 2.38
21.79603189 3.44 5.67
22.7468759 3.97 8.79
173.15354752 1.02 15.35
179.14649648 -0.10 23.62
246.12869699 -7.58 12.27
254.07051542 -2.45 4.30
263.01044249 1403.12 17.50
1 Only the first ten nights are considered in any calculations for 61 Cyg A.
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Figure 2.8: The best case multi-order RV combination that yielded the lowest RMS for
Barnard’s Star from the high S/N run. The unweighted standard deviation is 4.33 m s�1.
JD0 corresponds to the first nightly JD for each target given in table 2.6.

Figure 2.10: The best case multi-order RV combination that yielded the lowest RMS for

GJ 15 A. The unweighted standard deviation is 2.72 ms�1.
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Figure 2.11: The best case multi-order RV combination that yielded the lowest RMS for 61

Cyg A. The unweighted standard deviation is 3.77 m s�1. The last data point is not shown.
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2.5.2 Error Analysis

We compare our obtained RV precisions with the expected analytic precision in the opti-

mistic photon noise limit. Following (58), we compute a photon noise model precision:

�RV = c

X

i

(�idAi/d�i)2

Ai

��1/2

(2.25)

for both the convolved stellar template and gas cell used in our forward model, which we

then add in quadrature to obtain a photon noise estimated RV precision. We do this for

each order. Ai is the signal at pixel i given in photo-electrons (PEs). We adopt a peak S/N

of 300 (per detector pixel) and gain of 1.8 to convert S/N to PEs5. This is performed on

the data grid, ignoring cropped pixels. A sinc⇠1.6 models the observed blaze function prior

to flat-fielding su�ciently well, so we modulate the templates to approximately account

for the lower S/N near the edges of the orders. We also convolve both templates with a

Gaussian LSF with a0 = 8, which is a representative LSF width in our model grid, and is

roughly equal to one data pixel.

For GJ 15 A and 61 Cyg A, our nightly RV precision, �RVi,m, is comparable to the

photon noise estimate (Figs. 2.13, 2.14). Nightly scatter in RVs for Barnard’s Star are a

few m s�1 above the photon noise estimate, even when ignoring the lower S/N data (Fig.

2.12).

Achieving this precision over long timescales is challenging due to other standard and

non-standard sources in the RV error budget unaccounted for in the photon noise approx-

imation. Known sources of external error arise from the fact that iSHELL is mounted at

Cassegrain focus, and thus mechanically flexes as the telescope moves. Finally, iSHELL

has a fringing source that will induce errors of > 10� 20 ms�1 if not modeled su�ciently,

and >50 ms�1 if not modeled at all (23). Determining telluric induced error on RVs is the

5http://irtfweb.ifa.hawaii.edu/̃ishell/iSHELL observing manual.pdf
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subject of a future investigation, but regions of large residuals are not found to be correlated

with regions of high telluric absorption. We find that order 14 (m = 225) is an outlier for

all three targets, and suggests that the gas cell spectrum or telluric template is in error for

this order.

Figure 2.12: The nightly Barnard’s Star RV uncertainties for each order (markers), averaged

over nights, alongside the estimated photon noise limit (solid line). Nights from the full

data set are in red, and the high S/N run are shown in orange. The lower S/N data

(last 4 nights) are ignored in generating this plot. Error bars represent a 1� spread of the

uncertainties in the nightly RVs. Barnard’s Star nightly RV uncertainties are above the

noise floor, unlike GJ 15 A and 61 Cyg A. Including lower S/N measurements can still

impact nights at higher S/Ns due to the common stellar template generation. The CO

bandhead for cool stars starts at 2.29 µm (m  228).
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Figure 2.13: Same as Fig. 2.12, but for GJ 15 A.

Figure 2.14: Same as Fig. 2.12, but for 61 Cyg A.
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For our optimized multi-order RVs, we also compute the reduced chi-squared statistic

given by:

�
2
red

=
1

⌫

NnightsX

i

✓
RVi �RVi

�RVi

◆2

(2.26)

where ⌫ = Nnights � 1 corresponds to the largest possible degrees of freedom (59), RVi is

the average RV of all nights weighted by 1/�RV
2
i
, and �RVi is the uncertainty given by

Eq. 2.22. By looking at all possible values of �RV from the powerset, we find for the high

S/N Barnard’s run, �2
red

= 1 corresponds to approximately 4–6 m s�1 (Fig. 2.15). When

observing stars with unknown RVs, we do not have this freedom of picking the orders that

lead to the lowest long-term �RV. However, when using at least 8 orders, less than 1 percent

of �2
red

are less than 1. So, we can be confident in obtaining long-term multi-order precision

of 5–7 m s�1, so long as we are using a su�cient number of orders and if the RV content

allows for it, which will be the case for most K & M dwarfs, and late G dwarfs as well.

2.5.3 Stellar Template Generation

For each star and each order, a high resolution (8 times the data) deconvolved stellar tem-

plate is obtained. For all orders, after a large number of iterations, randomly coherent noise

eventually begins to accumulate in the stellar template, particularly for values near the

continuum where the RV content is less, and especially near the edges where the S/N is rel-

atively low. Additionally, the empirically derived template wavelength grid is still Doppler

shifted by the unknown absolute RV of the star relative to the Solar system barycenter.

This can be estimated by cross-correlating our empirically-derived template to a synthetic

template. Examples of retrieved stellar templates are shown in figures 2.16–2.19.
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Figure 2.15: The corresponding values of �2
red

from all possible combinations of multi-order
RVs. Points are colored according to the number of orders used for that combination,
showing the expected improvement in RV precision by using increasing numbers of orders.
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Figure 2.16: The generation of the stellar template for Barnard’s Star for order 16 (m = 227)

for the high S/N run. Stellar features continue to get added to the template through early

iterations, but a noisy continuum develops at later iterations, although RVs continue to

improve.
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Figure 2.17: Same as Fig. 2.16, but using the full data set. The noisy continuum that

develops at later iterations is worse at the edges compared to the high S/N run, because

relatively lower S/N data is being used to generate the template, even though they are

down-weighted.
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Figure 2.18: The generation of the stellar template for GJ 15 A for order 26 (m = 237).

The stellar RV information is less shortward the CO bandhead (< 2.29 µm), but there are

still broad lines from other molecules that can provide nightly RV precisions of 10–20 m s�1

(see fig. 2.13). Sharp lines like those found at 2.202 µm are bad pixels.

49



Figure 2.19: The generation of the stellar template for 61 Cyg A for order 16. K dwarfs

also exhibit a strong CO bandhead past 2.29 µm.
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In our approach to extract heliocentric RVs, all spectra are compared to a common

empirically-derived stellar template, and therefore we must be concerned whether or not

our RV errors are caused by inherent astrophysical RV variability or internal errors in the

stellar template spectrum itself. We do not quantitatively investigate the RV precision as

a function of the number of epochs used in the analysis to identify a minimum number of

epochs required for adequate barycenter velocity sampling in the stellar template derivation.

Instead, in order to test how robust our stellar template retrieval is, we run two seasonal

data sets of Barnard’s Star and compare the generated templates. We choose only the high

S/N data set taken in October–November 2016 and the following high S/N data set taken

from April–July 2017. We do this for order 13 which is high in stellar and gas RV content.

Qualitatively, we find that using fewer spectra in the analysis allow bad pixels to increas-

ingly a↵ect the template (Fig. 2.20). We find that it is critical in our analysis to flag bad

pixels in the data or in the residuals on the data wavelength grid, because a single bad pixel

gets spread out into many on the template grid due to the high resolution of the model.

Additionally, we find that deep lines with high RV content are fairly consistent between the

two seasons and the mismatches are typically found for values near the continuum (Fig.

2.21).
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Figure 2.20: Two separately retrieved stellar templates for Barnard’s Star (fall 2016, spring-

summer 2017).
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Figure 2.21: An absorption vs. absorption plot for two separately retrieved stellar templates

for Barnard’s Star (fall 2016, spring-summer 2017). Only features deeper than 2% in both

templates are shown. A one-to-one line corresponding to perfect agreement between the

separately retrieved templates is shown in blue. The disagreement is slightly larger for

values with less absorption (near the continuum).

2.5.4 Model Parameters

Multi-Order Consistencies

The same set of forward model parameters are used for all orders (see table 2.4). We

forward model all orders independently - e.g. the parameters derived from one order are

not used to constrain the parameters for other neighboring orders, when in principle some

parameters should be identical across orders or related by simple analytic approximations.

Thus, we can investigate parameters that are consistent across orders as a sanity check on

our analysis. For this Section, we use the high S/N Barnard’s Star run results. We find the

telluric water and methane optical depths are consistent across orders (Fig. 2.22). Order 15

tends to require a systematically higher water optical depth compared to the other orders,

indicating error in the synthetic telluric template at that wavelength.
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The fringing parameters are not well-behaved across orders, but show clear nightly con-

sistency (Fig. 2.23). The telluric shift shows a large scatter order to order relative to our

RV precision, and is relatively more consistent intra-order across all nights (Fig. 2.23). This

could be used in future work to refine our telluric template.

Figure 2.22: Left : The water optical depth for multiple orders from the high S/N run.

Right : Same, but for telluric methane. Only every other observation is plotted. The water

and methane depths are also unique supporting our hypothesis of variable atmospheric

content.
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Figure 2.23: Left : Same as Fig. 2.22 but for the telluric shift. Nights within an order

show less scatter in the fit telluric shifts than the scatter between orders. This implies that

there is room for improvement in our telluric model components. Right : Same, but for

the fringing amplitude. There is little inter-order agreement, but intra-night stability still

allows for nights to cluster together.

Correlations

Our choice of forward model implementation for the work presented here uses 48 parame-

ters. We investigate parameters that are highly correlated with RVs or other parameters.

Some parameters are expected to be correlated without concern. The quadratic wavelength

solution Lagrange points are not orthogonal parameters, and are indeed strongly correlated

with one another. We also find neighboring spline points to be correlated for the blaze

and wavelength corrections and are not further discussed as they are also not orthogonal.

Other correlated parameters are found through computing the Pearson linear correlation

coe�cient ⇢ defined in (60) for all pairs of parameters and for each order. Significant linear

correlation or anti-correlation corresponds to ⇢! ±1. We calculate ⇢ for all pairs of param-

eters, including RV? for each spectrum. We flag all pairs of parameters such that | ⇢ |> 0.5

for all orders (6-17) using the high S/N Barnard’s Star results. We find that the LSF width
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a0 is degenerate with even LSF Hermite terms aj (odd terms are usually zero), despite be-

ing an orthogonal basis. We also find that the water optical depth is correlated with several

parameters, but only consistently with the base (quadratic) wavelength solution points �i

across multiple orders (Figs. 2.24, 2.25). Most of the water depth correlations are due to

two nights with relatively high water vapor content/airmass. Otherwise, we find no other

parameters with | ⇢ |> 0.5 consistently across orders. A full correlation plot is shown in Fig.

2.24, and several examples of correlated parameters are shown in Fig. 2.25. We also check

for correlation in the single-order nightly (co-added) RVs. We find neighboring orders are

moderately correlated or anti-correlated, which is expected with the large spectral region

of overlap, but find no other strong correlation (Fig. 2.26).
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Figure 2.24: A correlation plot for all forward model parameters from order 8 (CO2 and

N2O are not considered here). Parameters are in the same order as given in table 2.4.

Neighboring spline points for the blaze and wavelength solution are heavily correlated.

Other orders exhibit qualitatively similar correlation plots. The first three parameters in

the fringing block correspond to the OS fringing, while the remaining fringing parameters

are used to model the originally misidentified sampling alias.
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Figure 2.25: A series of correlation plots for orders 8, 13, & 15 (from left to right) high-

lighting strongly correlated parameters. Parameter symbols are defined in 2.4.
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Figure 2.26: A correlation plot for the single-order nightly RVs from the Barnard’s star high

S/N run. Each block is colored according to the value of the Pearson Correlation Coe�cient.

Neighboring orders (near the diagonal) are typically more correlated than orders further

away, perhaps because they overlap in wavelength.

2.6 Discussion

With a complex forward model of 48 parameters, we investigate the benefits and drawbacks

of our choice of parameter space. Proper analysis of our forward model requires a thorough

analysis for each component, but here we only focus on the wavelength solution and LSF,

as we identify they significantly impact the derivation of our RVs. Without a robust LSF

and wavelength solution, the model breaks down and remaining parameters will fail to

converge. We conclude the discussion with a comparison to other NIR RV spectrographs,

methodologies, and prospects for planet confirmation.

2.6.1 Wavelength Solution

We expect the wavelength solution to be well-modeled by a quadratic, but considering

both the non-ideal stability conditions for iSHELL and extremely fine RV measurements

59



being performed, there are good motives to try a wavelength solution that allows for local

perturbations. To test this, we run several orders of Barnard’s Star from the high S/N

data set with considerable stellar RV content using a various number of splines for the

wavelength solution. For orders near the middle of the detector, the addition of splines

can yield worse RV precision, but in most cases the RVs are improved (figures 2.27–2.28).

Unfortunately, there is little agreement on the number of splines. However, we find the

average spline corrections for all targets and orders are similar (order-to-order consistency),

with most deviations occurring at the end points, further justifying the spline correction

(fig. 2.29).
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Figure 2.27: The obtained RV precision for Barnard’s Star using di↵erent spline implemen-

tations for the wavelength solution for orders 7, 8, & 10 using the high S/N data set. Most

orders show improvement when using splines, but the number of splines is inconsistent and

can in some cases make RV precisions larger.
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Figure 2.28: Same as Fig. 2.27 but for orders 11, 14, & 15.
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Figure 2.29: The average spline correction that gets added to a quadratic in the wavelength

solution for all three runs (using the full data set for Barnard’s Star). The average correction

is approximately the same for all orders and targets, strengthening the case for including

the correction.
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Figure 2.30: The LSF width across the detector for the cropped portion of the data (spectral

pixels 200-1848). This data set is an average of the high S/N Barnard’s Star observations

(61 spectra) and 6 echelle orders high in gas cell RV content (eq. 2.25). A higher order

LSF model may over-compensate for a larger width on the ends of the detector (further

from the blaze angle), so only a 3 Hermite term model was used. The error bars represent

a 1� spread. The LSF width tends to be higher on the ends (especially the red end), but

is generally consistent in the middle of the detector.

2.6.2 LSF Model

Like (23) with CSHELL, we assess di↵erent parameterizations of our LSF model. With

iSHELL’s larger spectral grasp, we find that a varying LSF model within the order can

improve the RMS in fitting. If the LSF truly is dynamic across a single-order, then it

would be advantageous to allow for a unique LSF model at each model pixel using spline

continuity relations, similar to the wavelength solution and blaze function. Unfortunately
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this would be too computationally expensive having to compute over 16,000 LSF ’s for a

single model. Further, there is no reason to use a finer LSF model than a single resolution

element (⇠ 0.03 nm, or 3 detector pixels). The downside of a binned LSF is it drastically

increases the number of model parameters and therefore runtime. Further, from the limited

number of cases performed with a dynamic LSF, we find that this degrades RV precision.

A 3 Hermite term model with 8 equally sized bins across the detector (Fig. 2.30) typically

yields ⇠ 5 m s�1 higher single-order RV precision, while a 7 Hermite term model (8 bins)

is anywhere from 0–10 m s�1 worse on average. Since it is possible to over-fit the data, a

lower RMS from a more complex LSF model does not necessarily lead to the lowest RV

precision.

2.6.3 Other NIR Precise RV Instruments & Methodologies

We compare our results with other on-sky NIR precise RV spectrographs. Early instruments

like NIRSPEC (61) on Keck were capable of 40–50 m s�1 precisions using tellurics as a

wavelength reference and were mostly limited by the smaller spectral resolution of R ⇠

25,000 (22). The CRIRES (62) spectrograph on the VLT obtained 5 m s�1 long-term RVs

at K-band using an ammonia gas cell for wavelength calibration, and was primarily limited

by imperfect modeling of telluric lines (24). The Habitable Zone Planet Finder (HPF)

spectrograph (Y- & J-band) on the 10 meter Hobby-Eberly telescope has reached < 3

m s�1 long-term precisions on Barnard’s Star (26). Unlike iSHELL which uses a gas cell

to serve as a common optical path wavelength reference, HPF uses a laser frequency comb

providing a series of evenly spaced emission lines to serve as a wavelength reference (25).

The CARMENES instrument utilizes two spectrographs (visible and J-, Y-band) with the

goal of characterizing stellar activity through analyzing the color (wavelength) dependence

on RVs. The visible arm has shown 1–5 m s�1 is possible (27), but the NIR is still impacted

by the mitigation of tellurics using the CCF method and the lower than expected (from

synthetic spectra) RV information content in the Y- and J-bands (63).
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While not used here, the wobble pipeline (56) is a second data-driven technique to

retrieve I? and has shown notable precision at optical wavelengths further validating our

approach. In their work, an initial template is determined using a similar method we outline

above, but is then treated as a high resolution grid of values to be optimized. The grid

must be the same for all spectra, but each is then Doppler shifted with a unique �v. This

implies all spectra are optimized simultaneously with a single likelihood function, although

the temporal variations are fit separately.

2.6.4 Prospects for iSHELL Planet Confirmation

With the launch of the NASA TESS (Transiting Exoplanet Survey Satellite) mission, there

will be a plethora of planet candidates needing RV follow-up to constrain the mass, and

therefore density of the planets. Given our demonstrated precision, many of these candidates

orbiting K and M dwarfs brighter than Kmag = 9 and with velocity semi-amplitudes >3

m s�1 will be detectable with iSHELL. From the existing list of objects of interest6 that

meet this brightness and predicted semi-amplitude criteria, and the total estimated yield

from (64), we estimate ⇡100 candidates will be amenable to follow-up with iSHELL.

With its unique wavelength coverage, iSHELL measurements will provide a valuable

window to confirm planets around K and M dwarfs, particularly those that are more mag-

netically active and less amenable to confirmation at visible wavelengths. To first order, we

expect RV variations induced by stellar activity from stellar rotation modulated spots and

plages to be reduced in amplitude in the NIR w.r.t. to the visible by a factor proportional

to the frequency ratio (21). For example, a star with 5 m s�1 stellar activity in the visible

may be reduced to <1.5 m s�1 in the NIR, improving sensitivity to planets with velocity

semi-amplitudes of ⇠1–10 m s�1.

6https://tess.mit.edu/toi-releases/
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2.7 Summary & Future Improvements

We have developed a data analysis pipeline that can robustly extract RVs from K-band

spectra taken with the iSHELL spectrograph on the NASA IRTF using a 13CH4 gas cell

as a wavelength reference. By iteratively minimizing the RMS between the model and ob-

served spectrum, we retrieve both the best-fit RVs as well as a deconvolved high-resolution

spectrum of the star. The model uses 48 parameters and accounts for our gas cell, tellurics,

fringing, blaze, LSF, and wavelength solution. Our initial e↵orts have shown 5 m s�1 preci-

sion for Barnard’s Star and 61 Cyg A over a ⇠1 year baseline, and 3 m s�1 for GJ 15 A over

one month. We note a summary of accomplishments shown in this chapter below. Further

improvements to our RV forward model will be explored in future work.

1. Achieve 5 m s�1 RV precision over 1 year with

• A unique calibration source at an unfrequented wavelength range for precise RV

work,

• A spectrograph that slews with the telescope at Cassegrain focus,

2. In the presence of

• Deep and dynamic telluric lines across entire spectral orders,

• A prominent fringing signal, sophisticating an already high-dimensional forward

model,

• Starting from the assumption of an unknown stellar template.
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Chapter 3: Chromatic Radial Velocities of the Young AU

Mic Planetary System

In this chapter, we present a detailed radial velocity analysis of the AU Mic system. AU

Mic is a young (22 Myr) early M dwarf known to host two transiting planets - Pb ⇠ 8.46

days, Rb = 4.38+0.18
�0.18 R�, Pc ⇠ 18.86 days, Rc = 3.51+0.16

�0.16 R�. With visible RVs from

CHIRON, HIRES, TRES, HARPS, Minerva-Australis, and CARMENES-Vis, as well as

near-infrared (NIR) RVs from NIRSPEC, CSHELL, IRD, CARMENES-NIR, iSHELL and

SPIRou, we provide a 5� upper limit to the mass of AU Mic c ofMc  20.13M� and present

a refined mass of AU Mic b of Mb = 20.12+1.72
�1.57 M�. Used in our analyses are a new RV

modeling toolkit to exploit the wavelength dependence of stellar activity present in our RVs

via wavelength-dependent Gaussian processes. By obtaining near-simultaneous visible and

near-infrared RVs, we also compute the temporal evolution of radial-velocity “color” and

introduce a regressional method to aid in isolating Keplerian from stellar activity signals

when modeling RVs in future works. Using a multi-wavelength Gaussian process model, we

demonstrate the ability to recover injected planets at 5� significance with semi-amplitudes

down to ⇡ 10m s�1 with a known ephemeris, more than an order of magnitude below

the stellar activity amplitude. However, we find that the accuracy of the recovered semi-

amplitudes is ⇠50% for such signals.

3.1 Introduction

Characterizing young planetary systems is key to improving our understanding of their

formation and evolution. Young transiting systems in particular o↵er a means to directly

probe the radii, and together with masses from precise radial-velocity (RV) measurements,
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the bulk densities of the planets. RV observations are also crucial to constrain the eccen-

tricity of the orbit to understand the kinematic history and stability of the system. A

precision of 20% for the mass determination is further recommended for enabling detailed

atmospheric characterization, particularly for terrestrial-mass planets (65).

Unfortunately, searches for planets orbiting young stars have been limited by stellar

activity signals comparable in amplitude to that of typical Keplerian signals. Stellar surface

inhomogeneities (e.g., cool spots, hot plages) driven by the dynamic stellar magnetic field

rotate in and out of view, leading to photometric variations over time. The presence of such

active regions breaks the symmetry between the approaching and receding limbs of the

star, introducing RV variations over time as well (66). These active regions further a↵ect

the integrated convective blue-shift over the stellar disk, and will therefore manifest as an

additional net red- or blue-shift (67; 68). Various techniques have been introduced to lift the

degeneracy between activity- and planetary-induced signals in RV datasets such as line-by-

line analyses (69; 70; 71) and Gaussian process (GP) modeling (e.g., 3; 72; 73; 74; 75; 76; 77),

but such measurements remain challenging due to the sparse cadence of typical RV datasets

compared to the activity timescales.

AU Mic is a young (22 Myr; 78), nearby (� Pictoris moving group, ⇠ 10 pc; 79), and

active pre-main-sequence M1 dwarf (77). AU Mic hosts an edge-on debris disk (80), and

therefore the probability for planets to transit is greater than for other systems. Using pho-

tometric observations from TESS (81) in Sector 1 (2018-July-25 to 2018-August-22), (77)

(hereafter referred to as P20) discovered an ⇡ 8.46 day Neptune-size (Rb = 4.38+0.18
�0.18 R�)

transiting planet, which was further validated to transit with Spitzer observations (here-

after referred to as AU Mic b). P20 also reported the detection of a single-transit event in

the TESS Sector 1 light curve, but did not constrain the period with only an isolated

event. With high cadence RVs from SPIRou, (3) (hereafter referred to as K21) mea-

sured the mass of AU Mic b and confirmed it to be consistent with a Neptune-mass planet

(Mb = 17.1+4.7
�4.5 M�). With more observations of AU Mic from the TESS extended mission

in Sector 27 (2020-July-04 to 2020-July-30), (2) (hereafter referred to as M20) determined
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AU Mic c to be a smaller Neptune-sized planet (Rc = 3.51+0.16
�0.16 R�) with a period of ⇡

18.86 days.

3.2 Observations

3.2.1 RVs

Our analyses make use of new and archival high-resolution echelle spectra from a vari-

ety of facilities, which are summarized in Table 3.1. We briefly detail new spectroscopic

observations and the corresponding RVs from observing programs primarily intended to

characterize the AU Mic planetary system.

Minerva-Australis

Spectroscopic observations of AU Mic were carried out using the Minerva-Australis facility

situated at the Mount Kent Observatory in Queensland, Australia (82; 83; 84) between 2019

July 18 and 2019 November 5. Minerva-Australis consists of an array of four independently

operated 0.7m CDK700 telescopes, three of which were used in observing AU Mic. Each

telescope simultaneously feeds stellar light via fiber optic cables to a single KiwiSpec R4-

100 high-resolution (R ⇠ 80, 000) spectrograph (85) with wavelength coverage from 480 to

620 nm. In total, we obtained 31 observations with telescope 3 (M-A Tel3), 35 observations

with telescope 4 (M-A Tel4), and 33 observations with telescope 6 (M-A Tel6). Exposure

times for these observations were set to 1800 s, providing a signal-to-noise ratio between 15

and 35 per spectral pixel. RVs are derived for each telescope by using the least-squares shift

and fit technique (86), where the template being matched is the mean spectrum of each

telescope. Spectrograph drifts are corrected for using simultaneous thorium-argon (ThAr)

arc lamp observations.
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CARMENES

The CARMENES (Calar Alto high-Resolution search for M dwarfs with Exo-earths with

Near-infrared and optical echelle Spectrographs) instrument (87) is a pair of two high-

resolution spectrographs installed at the 3.5m telescope at the Calar Alto Observatory in

Spain. The visual (Vis) and near-infrared (NIR) arms cover a wavelength range of 520–

960 nm and 960–1710 nm, with resolving powers of R=94,600 and R=80,400, respectively.

AU Mic was observed 100 times with CARMENES during two di↵erent campaigns between

14 July and 9 October 2019, and between 19 July and 16 November 2020, respectively. This

last observing period was partially contemporaneous with TESS observations of AU Mic

in Sector 27 (04 July – 30 July 2020). One or two exposures of 295 s were obtained per

epoch with typical S/N larger than 70–100, and at airmasses larger than 2.5, due the low

declination of the target at the Calar Alto observatory. CARMENES data were processed

by the caracal pipeline (88), which includes bias, flat-field, and dark correction, tracing

the echelle orders on the detector, optimal extraction of the one-dimensional spectra, and

performance of the initial wavelength calibration using U-Ar, U-Ne, and Th-Ne lamps.

The RVs were obtained with the SERVAL pipeline (89) by cross-correlating the observed

spectrum with a reference template constructed from all observed spectra of the same star.

In addition, the SERVAL pipeline also computes the correction for barycentric motion, secular

acceleration, instrumental drift using simultaneous observations of Fabry-Pérot etalons, and

nightly zero-points using RV standards observed during the night (90).

IRD

We obtained near infrared, high resolution spectra of AU Mic using the InfraRed Doppler

(IRD) instrument (e.g., 91) on the Subaru 8.2m telescope. The observations were carried

out between June – October 2019, and we obtained a total of 430 frames with integration

times of 30–60 seconds. Half of these frames were taken on the transit night (UT 2019

June 17) with the goal of measuring the stellar obliquity for AU Mic b, whose RVs were

already presented in (92). The raw data are reduced in a standard manner using our custom
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code as well as IRAF (93), and the extracted one-dimensional spectra are analyzed by the

RV-analysis pipeline for IRD as described in (94). The typical precision of the derived RVs

is 9–13m s�1.

HIRES

We include 60 Keck-HIRES (95) observations of AU Mic in in our analyses. The majority

of these observations took place in the second half of 2020 with several nights yielding

contemporaneous observations with other facilities. Exposure times range from 204–500

seconds, yielding a median S/N ⇡ 234 at 550 nm per spectral pixel. HIRES spectra are

processed and RVs computed via methods described in (96).

TRES

We include 85 observations (archival and new) of AU Mic observed with the Tillinghast

Reflector Echelle Spectrograph (TRES; 97; 98) in our analyses. The majority of these

observations took place in the second half of 2019 with several nights yielding contempo-

raneous observations with other facilities. Typical exposure times range from 600–1200

seconds, with a median S/N ⇡ 60 per resolution element. Spectra are processed using

methods outlined in (99) and (100), with the exception of the cross-correlation template,

for which we use the high-S/N median observed spectrum.

iSHELL

We obtained 46 out-of-transit observations of AU Mic with iSHELL on the NASA Infrared

Telescope Facility (101) from October 2016 to October 2020. The exposure times varied

from 20–300 seconds, and the exposures were repeated 2–23 times within a night to reach

a cumulative S/N per spectral pixel > 200 (the approximate center of the blaze for the

middle order, 2.35 µm) for most nights. Raw iSHELL spectra are processed in pychell

using methods outlined in (45).
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The corresponding iSHELL RVs are computed in pychell using updated methods to

those described in (45). Instead of starting from an unknown (flat) stellar template, we

start with a BT-Settl (102) stellar template with Teff = 3700 K, and with solar values

for log g and Fe/H. We further Doppler-broaden the template using the rotBroad routine

from PyAstronomy (103) with v sin i = 8.8 km s�1. Qualitatively, this broadened template

matches the iSHELL observations well. We also “iterate” the template by co-adding resid-

uals in a quasi-inertial reference frame with respect to the star according to the bary-center

velocities (vBC), however the stellar RVs for subsequent iterations tend to be highly corre-

lated with vBC and exhibit significantly larger scatter than the first iteration suggests. We

therefore use RVs from the first iteration only and leave the cause of this correlation as a

subject for future work.

CHIRON

We obtained 14 nightly observations of AU Mic with the CHIRON spectrometer (91) on

the SMARTS 1.5m telescope at the Cerro Tololo Inter-American Observatory (CTIO) be-

tween UT dates 2019-09-14 and 2019-11-10. Observations are recorded in narrow slit mode

(R⇠136,000) using the iodine cell to simultaneously calibrate for the wavelength scale and

instrument profile. Like iSHELL observations (see 45), exposure times (texp) were limited

to 5 minutes due to the uncertainties of barycenter corrections scaling as t2exp (104), and the

dynamicity of telluric absorption over a single exposure. We initially recorded 22 exposures

per-night, and later increased this to 42 as the cumulative S/N within a night was insuf-

ficient (⇠ 100).1 Raw CHIRON observations are reduced via the REDUCE package (105),

and the corresponding RVs are computed using pychell. Unfortunately, a significant frac-

tion of the extracted 1-dimensional spectra are too noisy to robustly measure the precise

1Unlike iSHELL (and like many modern echelle spectrographs), CHIRON makes use of an exposure
meter in order to calculate the proper (flux-weighted) exposure midpoint, and therefore longer exposure
times will be less-impacted by the uncertainty in computing the exposure midpoint. Further, tellurics at
visible wavelengths are far more sparse than for iSHELL at K-band wavelengths. We therefore recommend
significantly longer exposure times (�30 minutes) for future observations of AU Mic (or targets of similar
brightness) with CHIRON in narrow slit mode.
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Table 3.1: A summary of the RV datasets used in this work. The nightly-binned measure-
ments are provided in appendix C. Ntot and Nnights refers to the number of individual and
per-night epochs, respectively. The median intrinsic error bars �RV consider all observa-
tions.

Spectrograph/

Facility

�/��

[⇥103]

Nnights Nused Median

�
RV

[m s�1]

Adopted

� [nm]

Pipeline Comm. Paper

HIRES/Keck 85 60 41 2.6 565 – (95)
Tillinghast/TRES 44 85 55 24.2 650 – (97)
CARMENES-Vis/

Calar Alto 3.5m

94.6 63 60 11.4 750 caracal (88)

SERVAL (110)

(87)

CARMENES-NIR/

Calar Alto 3.5m

80.4 62 49 32.6 1350 – –

SPIRou/CFHT 75 27 27 5.0 1650 K21 (111)
iSHELL/IRTF 85 46 31 5.0 2350 pychell

(45)

(101)

HARPS-S/

La Silla 3.6m

115 34 0 2.2 565 ESO DRS (112)

HARPS-TERRA (86)

(113)

Minerva-
Australis-T3

80 13 0 9.5 565 (86) (82)

(83)

(84)
Minerva-
Australis-T4

80 13 0 9.5 565 – –

Minerva-
Australis-T6

80 13 0 9.5 565 – –

CHIRON/CTIO 136 12 0 46 565 (114)

(45)

(115)

IRD/Subaru 70 6 0 3.0 1350 IRAF; (93)

(94)

(91)

NIRSPEC/Keck 25 14 0 50 2350 (49) (116)
CSHELL/IRTF 36 21 0 26 2350 (117), (118) (119)

RVs from (peak S/N ⇡ 20 � 30 per spectral pixel). We therefore flag clear outliers in the

RV measurements, and re-compute the nightly (binned) RVs resulting in 12 epochs to be

included in our analyses.

3.2.2 Photometry from TESS

The NASA TESS mission (81) observed AU Mic in Sectors 1 (2018-July-25 to 2018-August-

22) and 27 (2020-July-04 to 2020-July-30). We download the light-curves from the Mikulski

Archive for Space Telescopes (106, MAST). We use the Science Processing Operations

Center (SPOC; 1) “Presearch Data Conditioning” light curves utilizing “Simple Aperture

Photometry” (PDCSAP; 107; 108; 109) to inform our model in section 3.3.3.
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3.3 Radial Velocity Fitting

3.3.1 Bayesian Inference for Radial-Velocities

We primarily seek to utilize a global (joint) Gaussian process model with multiple realiza-

tions that give rise to the data we observe with all of the above instruments simultaneously.

To implement our desired framework, we have developed two Python packages. We leave

the description of optimize - a high-level Bayesian inference framework to appendix A.

To provide RV-specific routines, we extend the optimize package within the orbits sub-

module of the pychell (45) package2. We define classes specific for RV-data, models, and

likelihoods, with much of the “boiler-plate” code handled through optimize. A top-level

“RVProblem” further defines a pool of RV-specific methods for pre- and post-optimization

routines, such as plotting phased RVs, periodogram tools, model comparison tests, and

propagation of MCMC chains for deterministic Keplerian parameters (e.g, planet masses,

semi-major axes, and densities).

3.3.2 Two Chromatic Gaussian Processes

A Gaussian process kernel is defined through a square matrix, K (also called the covari-

ance matrix), where each entry describes the covariance between two measurements3. We

introduce two GP kernels as extensions of the quasi-periodic (QP) kernel, which has been

demonstrated in numerous cases to model rotationally modulated stellar activity in both

photometric and RV observations (see Section 3.1) 4.

2Documentation: https://pychell.readthedocs.io/en/latest/
3See (120) for a thorough discussion of Gaussian processes.
4Other parameterizations are also common.
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KQP(ti, tj) = ⌘
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sin2
✓
⇡

�t

⌘p

◆�
(3.1)

where �t = |ti � tj |

Here, ⌘P typically represents the stellar-rotation period, ⌘⌧ the mean spot lifetime, and ⌘`

is the relative contribution of the periodic term, which may be interpreted as a smoothing

parameter (larger is smoother). ⌘� is the amplitude of the auto-correlation of the activity

signal.

We seek to use a fully-inclusive QP-like kernel that accounts for the wavelength-dependence

of the stellar activity present in our multi-wavelength dataset. In this work, we only modify

the amplitude parameter, ⌘�; we leave further chromatic modifications (namely convective

blue-shift and limb-darkening, see Section 3.1), as subjects for future work. To first order,

we expect the amplitude from activity to be linearly proportional to frequency (or inversely

proportional to wavelength). This approximation is a direct result of the spot-contrast

scaling with the photon frequency (or inversely with wavelength) from the ratio of two

black-body functions with di↵erent e↵ective temperatures (21).

We first re-parametrize the amplitude through a linear kernel as follows:

KJ1(ti, tj) = ⌘�,s(i)⌘�,s(j) ⇥ exp[...] (3.2)

Here, ⌘�,s(i)⌘�,s(j) are the e↵ective amplitudes for the spectrographs at times ti and tj ,

respectively, where s(i) represents an indexing set between the observations at time ti and

spectrograph s.5 Each amplitude is a free parameter.

5Truly simultaneous measurements (i.e., ti = tj) would necessitate a more sophisticated indexing set.
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We also consider a variation of this kernel which further enforces the expected inverse

relationship between the amplitude with wavelength. We rewrite the kernel to become:

KJ2(ti, tj ,�i,�j) = ⌘
2
�,0

 
�0p
�i�j

!2⌘�

⇥ exp[...] (3.3)

Here, ⌘�,0 is the e↵ective amplitude at � = �0, and ⌘� is an additional power-law scaling

parameter with wavelength to allow for a more flexible non-linear (with frequency) relation.

�i and �j are the “e↵ective” wavelengths for observations at times ti and tj , respectively.

For both eqs. 3.2 and 3.3, the expression within square brackets is identical to that in eq.

3.1.

To make predictions from KJ2 (eq. 3.3), we follow (121) (eqs. 2.23 and 2.24). We

construct the matrix KJ2(ti,⇤, tj ,�⇤,�j), which denotes the n⇤⇥n matrix of the covariances

evaluated at all pairs of test points and training points (the data). Wavelengths in the *

dimension are identical, and therefore each realization corresponds to a unique wavelength.

This formulation allows us to realize the GP with high accuracy for all wavelengths so long

as at least one wavelength is sampled near ti,⇤. Predictions with kernel KJ1 (eq. 3.2) are

found in a similar fashion, where each realization corresponds to a particular spectrograph.

3.3.3 Primary RV Analyses

We first bin out-of-transit RV observations from each night (per-spectrograph). While not

negligible, we expect changes from rotationally modulated activity to be small within a

night, so we choose to mitigate activity on shorter timescales our model is not intended to

capture. The median RV for each spectrograph is also subtracted. We choose to ignore

poorly-sampled regions with respect to our adopted mean spot lifetime ⌘⌧ (100 days, see

Section 3.3.3); each instance of a covariance matrix represents a family of functions, and

therefore the GP regression may be too flexible (and thus poorly constrained) in regions

of low-cadence observations. We also ignore regions with only low precision measurements
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(median errors & 10 m s�1). This limits our analyses to all observations between Septem-

ber 2019 – December 2020, and the spectrographs HIRES, TRES, CARMENES-Vis and

NIR, SPIRou, and iSHELL. We do not include six binned IRD or thirteen binned Min-

erva-Australis observations in our primary analyses as we expect the o↵sets to be poorly

constrained in the presence of stellar activity. Finally, we discard 3 CARMENES-Vis and

13 CARMENES-NIR measurements from our analyses primarily near the beginning of each

season due to residuals > 100 m s�1 that are inconsistent with our other datasets. We

suspect that telluric contamination which is further exacerbated by the high airmass of

the observations may have degraded the CARMENES observations. For completeness, we

present fit results including all spectrographs in appendix D. A summary of measurements

is provided in Table 3.1.

Our RV model first consists of two Keplerian components for the known transiting

planets, a GP model for stellar activity, and per-instrument zero points. The zero points

are each assigned to 1 m s�1 with a uniform prior of ± 300 m s�1. We further adopt a

normal prior of N (0, 100) to make each o↵set well-behaved6.

Analyses of the TESS transits in M20 found Pb = 8.4629991 ± 0.0000024 days, TCb =

2458330.39046 ± 0.00016, Pc = 18.858991 ± 0.00001 days, and TCc = 2458342.2243 ±

0.0003. For all of our analyses, we fix P and TC for planets b and c; the uncertainties in

these measurements are insignificant even for our full baseline of ⇡ 17 years. The semi-

amplitudes of each planet start at Kb = 8.5 m s�1 and Kc = 5 ms�1, and are only enforced

to be positive. Preliminary analyses of a secondary eclipse observed in Spitzer observations

support a moderately eccentric orbit for AU Mic b, with eb = 0.189 ± 0.04 (Collins et al.,

in prep.), which is somewhat larger than the eccentricity determined from the duration of

the primary transits observed with TESS (eb = 0.12 ± 0.04, Gilbert et al., submitted to

Astrophysical Journal). We assume a circular orbit for AU Mic c, and further examine

eccentric cases in section 3.5.1. The Keplerian component of our RV model in pychell is

nearly identical to that used in RadVel (122). Kepler’s equation is written in Python and

6The prior distribution for a parameter with � 1 prior are improper, i.e., they do not integrate to unity.
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makes use of the numba.@njit decorator (123) for optimal performance. We exclusively use

the orbit basis {P, TC, e, !, K}.

Our optimizer seeks to maximize the natural-logarithm of the a posteriori probability

(MAP) under the assumption of normally distributed errors:

lnL = �1

2


~r
TKo

�1
~r + ln |Ko|+N ln(2⇡)

�
+
X

i

lnPi (3.4)

Here, ~r is the vector of residuals between the observations and model. Ko is the covariance

matrix sampled at the same observations, N is the number of data points, and {Pi} is the

set of prior knowledge. We maximize eq. 3.4 using the iterative Nelder-Mead algorithm

described in (45), which is included as part of the optimize package. We also sample the

posterior distributions using the emcee package (124) for a subset of models to determine

parameter uncertainties, always starting from the MAP-derived parameters. In all cases,

we use twice the number of chains as varied parameters. We perform a burn-in phase of

1000 steps followed by a full MCMC analysis for ⇡ 50⇥ the median auto-correlation time

(steps) of all chains.

Estimation of Kernel Parameters

We briefly analyze both Sectors of TESS photometry in order to estimate the GP kernel

parameters ⌘⌧ , ⌘`, and ⌘P . We note that the rotationally modulated structure in both

Sectors is consistent (fig. 3.1). If we assume spots are spatially static in the rest-frame

of the stellar-surface (i.e., spots do not migrate), this suggests a similar spot configuration

and contrast for each Sector. We first determine ⌘P by qualitatively analyzing both TESS

Sectors phased up to periods close to that used in M20 (4.862 ± 0.032 days) with a step

size of 0.001 days (see fig. 3.1). We find ⌘P ⇡ 4.836 or ⌘P ⇡ 4.869 days from our range of

periods tested; no periods between these two values are consistent with our assumption of

an identical spot configuration. The di↵erence in these two periods further corresponds to

one additional period between the two sectors (i.e., |1/⌘P,1 � 1/⌘P,2| ⇡ 1/700 days�1). The
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smaller of these two values implies AU Mic b is in a 7:4 resonance with the stellar rotation

period, potentially indicating tidal interactions between the planet and star. We adopt

⌘P ⇠ N (4.836, 0.001) in all our analyses where the uncertainty is a conservative estimate

determined by our step size.

Although the TESS light curve itself can provide insight into ⌘⌧ and ⌘`, we instead try

to estimate these values directly from the predicted spot-induced RV variability via the FF
0

technique (125):

�RVspots(t) = �F (t)F 0(t)R?/f (3.5)

Here, F is the photometric flux and f represents the relative flux drop for a spot at the center

of the stellar disk. To compute F and F
0 (the derivative of F with respect to time), we first fit

the TESS light curve via cubic spline regression (scipy.interpolate.LSQUnivariateSpline;

126) for each Sector individually with knots sampled in units of 0.5 days (⇡ 10% of one rota-

tion period) to average over transits and the majority of flare events (fig. 3.1). The nominal

cubic splines are then used to directly compute both F and F
0 on a down-sampled grid of

100 evenly-spaced points for each Sector. We then divide the resulting joint-Sector curve

by its standard deviation for normalization; we do not care to directly fit for the chromatic

parameter f(TESS, ...). We further assume f to be constant in time (i.e., spots are well-

dispersed on the stellar surface). We then perform both MAP and MCMC analyses for this

curve using a standard QP kernel (eq. 3.1) with loose uniform priors of ⌘⌧ ⇠ U(10, 2000)

(days) and ⌘` ⇠ U(0.05, 0.6). We set the intrinsic error bars of the curve to zero but include

an additional “jitter” (white noise) term in the model with a Je↵rey’s prior (127) distribu-

tion with the knee at zero to help keep the jitter well-behaved by discouraging larger values

unless it significantly improves the fit-quality through an inversely proportional penalty

term. The amplitude of the model is drawn from a wide uniform distribution of U(0.3, 3.0).

The posterior distributions are provided in fig. 3.2.
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Figure 3.1: The TESS PDCSAP light curves of AU Mic from Sectors 1 (top) and 27
(bottom). The lower right plot shows both Sectors phased to 4.836 days. Although the
two seasons exhibit nearly identical periodic signals, Sector 27 exhibits moderate evolution.
The least-squares cubic spline fit for each Sector is shown in pink.
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Figure 3.2: Posterior distributions from fits to the predicted RV variability from the FF
0

technique (eq. 3.5).

A fit to the FF
0 curve suggests the mean activity timescale ⌘⌧ ⇡ 92+29

�23 days. Although

our interpretation implies ⌘⌧ should be comparable to the gap between the two Sectors,

(⇠ 700 days) we do not have photometric measurements between the two Sectors, and

therefore cannot speak to evolution which will be important for our 2019 observations.

We further note that the TESS Sector 27 light curve exhibits moderate evolution whereas

Sector 1 appears more stable (fig. 3.1). The posterior distributions are also consistent with

a relatively smooth GP with the period length scale ⌘` ⇡ 0.45± 0.06.

Before making use of our joint kernels, we first assess the performance of the standard

QP kernel (eq. 3.1) for each instrument individually. Here, each spectrograph makes use of

a unique QP kernel and amplitude term, but the remaining three GP parameters are shared

across all kernels. Each amplitude is drawn from a Gaussian prior with mean equal to the

standard deviation of the dataset, and a conservative width of 30 m s�1. The expected

semi-amplitudes for AU Mic b and c (. 10 m s�1) will negligibly a↵ect this estimation. We

also apply a Je↵rey’s prior with the knee at zero to help keep the amplitude well-behaved.

For ⌘⌧ and ⌘`, we first make use of the same priors used to model the FF
0 curve. We
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further include a fixed jitter term at 3 m s�1 added in quadrature along the diagonal of the

covariance matrix Ko for the HIRES observations only; HIRES observations provide the

smallest intrinsic uncertainties, but are most impacted by activity (largest in amplitude), so

we choose to moderately down-weight the HIRES observations. Given the flexibility of GP

regression with a nightly-cadence, we choose not to fit for (nor include) jitter-terms for other

spectrographs, and further discuss this decision in Section 3.5.5. This is the most flexible

model we employ to the RVs, and we therefore use these results to flag the aforementioned

CARMENES-Vis and CARMENES-NIR measurements.

We find normally distributed posteriors for ⌘⌧ and ⌘` (fig. B.1), but the reduced �
2

statistic of 0.22 indicates the model significantly over fits the data. The per-spectrograph

amplitudes are reasonably consistent with their respective priors, so we assert this is a result

of ⌘⌧ (⇡ 43 days) and/or ⌘` (⇡ 0.23) taking on too small of values, indicating our RV model

is insu�cient to constrain these values from the RV observations, either due to insu�cient

cadence and/or an inadequate model. We therefore again fix ⌘⌧ = 100 days to let each

season have mostly distinct activity models, while minimizing the flexibility within each

season, which is consistent with what the FF
0 curve suggests. As a compromise between

the FF
0 and RV analyses, we also fix ⌘` = 0.28. Our adopted value of ⌘⌧ is larger than that

used in K21 (⇡70 days7), while ⌘` is nearly identical. We further explore these decisions

and its impact on our derived semi-amplitudes in section 3.5.2. With fixed value for ⌘⌧ , we

re-run MAP and MCMC fits with disjoint kernels, yielding a reduced �2 of 0.57, indicating

the model is still over-fit, but less so.

Joint Kernel RV Fitting

We use results from the disjoint case to inform our primary joint-kernel models. Although

the di↵erent GPs appear similar (fig. 3.3), each still exhibits unique features, suggesting

a simple scaling is not valid, and/or insu�cient sampling for each kernel individually. Re-

gardless, our two joint kernels will enforce a perfect scaling between any two spectrographs.

7In K21, the hyperparameters ⌘⌧ and ⌘` absorb the factors of two present in the formulation used in this
work (eq. 3.1).
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Figure 3.3: RVs of AU Mic zoomed in on a window with high-cadence, multi-wavelength
observations from 2019. Here, we use a disjoint QP GP kernel (eq. 3.1) to model the stellar
activity. Each plotted dataset is only corrected according to the best-fit zero points. Data
errors are computed by adding the intrinsic errors in quadrature with the GP uncertainty.
Although each GP makes use of the same parameters, each still exhibits unique features.
This indicates either an insu�cient activity model with our cadence or yet-to-be character-
ized chromatic e↵ects of activity from di↵erent wavelength regimes not consistent with a
simple scaling relation.

We run MAP and MCMC fits using the joint kernel KJ1 (eq. 3.2) again making use of

the same normal and Je↵rey’s priors for each amplitude. We then fit the resulting set of best-

fit amplitudes using our proposed power law relation (see eq. 3.3): ⌘�(�) = ⌘�,0(�0/�)⌘�

with scipy.optimize.curve fit (128) (fig. 3.6). We arbitrarily anchor �0 at � = 565 nm.

The e↵ective mean wavelength of each spectrograph should consider the RV information

content (stellar and calibration), and ignore regions with dense telluric features. For gas-

cell calibrated spectrographs (HIRES, CHIRON, and iSHELL), we do limit the the range

to regions with gas cell features. For all other spectrographs, we take the e↵ective RV

information content to be uniform over the full spectral range. We further do not consider

regions of tellurics which may have been masked (e.g., CARMENES RVs generated with

SERVAL). Although these estimation are crude, they are only relevant to kernel KJ2 (eq.

3.3). The adopted wavelengths for each spectrograph are listed in Table 3.1.

We find ⌘�,0 ⇡ 221 m s�1, and ⌘� ⇡ 1.17. This amplitude is significantly larger than the

intrinsic scatter of our observations (namely HIRES) suggests, so we adopt a tight normal

prior of N (221, 10) to restrict it from getting any larger. We only apply a loose uniform
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Figure 3.4: Here we show the 2019 RVs using kernel KJ1 (eq. 3.2) to model the stellar
activity. Although there is only one HIRES observation in early 2019, we are still able to
make predictions for the HIRES GP for the entire baseline by using joint kernels.
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Figure 3.5: Same as fig. 3.4, but for our 2020 observations which overlap with the TESS
Sector 27 photometry. In red we show the generated FF

0 curve for spot-induced activity
signals (eq. 3.5, arbitrarily scaled) generated from the TESS light-curve (section 3.3.3).
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Table 3.2: The model parameters and prior distributions used in our primary fitting rou-
tines. � indicates the parameter is fixed. Parameters with multiple priors are We run
models utilizing KJ1 and KJ2. We list the radii of AU Mic b and c measured in M20 which
we use to compute the corresponding densities of each planet.

Parameter [units] Initial Value (P0) Priors Citation

Pb [days] 8.4629991 � Primary transit; M20
TCb [days] 2458330.39046 � Primary transit; M20

eb 0.189 N (P0, 0.04) Secondary eclipse; Collins et al. in prep
!b [rad] 1.5449655 N (P0, 0.004) Secondary eclipse; Collins et al. in prep

Kb [ms�1] 8.5 Positive K21
Pc [days] 18.858991 � Primary transit; M20
TCc [days] 2458342.2243 � Primary transit; M20

ec 0 � –
!c [rad] ⇡ � –

Kc [ms�1] 5 Positive M20

⌘�,0 [m s�1] 216 J (1, 600), N (P0, 10) RVs; this work
⌘� 1.18 U(0.3, 2) RVs; this work

⌘�,HIRES [m s�1] 130 J (1, 600), N (P0, 30) RVs; this work

⌘�,TRES [m s�1] 103 J (1, 600), N (P0, 30) RVs; this work

⌘�,CARM�V is [m s�1] 98 J (1, 600), N (P0, 30) RVs; this work

⌘�,CARM�NIR [m s�1] 80 J (1, 600), N (P0, 30) RVs; this work

⌘�,SPIRou [m s�1] 42 J (1, 600), N (P0, 30) RVs; this work

⌘�,iSHELL [m s�1] 40 J (1, 600), N (P0, 30) RVs; this work
⌘⌧ [days] 100 � TESS light curve and RVs; this work

⌘` 0.28 – TESS light curve and RVs; this work
⌘p [days] 4.836 N (P0, 0.001) TESS light curve; this work

� (per-spectrograph) [m s�1] 1 U(�300, 300), N (0, 100) RVs; this work

�HIRES [m s�1] 3 � –
�TRES [m s�1] 0 � –

�CARM�V is [m s�1] 0 � –

�CARM�NIR [m s�1] 0 � –

�SPIRou [m s�1] 3 0 � –
�iSHELL [m s�1] 3 0 � –

M? [M�] 0.5+0.03
�0.03 – P20

Rb [R�] 4.38+0.18
�0.18 – P20

Rc [R�] 3.51+0.16
�0.16 – M20

prior for ⌘� ⇠ U(0.2, 2). We then run corresponding MAP and MCMC fits with kernel KJ2

(eq. 3.3). A summary of all parameters is provided in Table 3.2. We present and discuss

fit results from both joint kernels in Section 3.4.

3.4 Results

The best-fit parameters and corresponding uncertainties from the MAP and MCMC anal-

yses with a two-planet model using joint kernels KJ1 (eq. 3.2) and KJ2 (eq. 3.3) are

provided in Table 3.3. We compute planet masses, densities, and orbital semi-major axes

by propagating the appropriate MCMC chains. The uncertainties in M? and the planetary

radii from Table 3.2 are added in quadrature where appropriate. A corner plot presenting

the posterior distributions of each varied parameter are provided in figs. B.3 and B.4 for
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Figure 3.6: The best-fit GP amplitudes and uncertainties from kernels without enforcing
any dependence with wavelength. We consider cases which let ⌘⌧ and ⌘` float as well as and
our fixed values (see Table 3.2). The solid line is a least-squares solution to the amplitudes
for kernel KJ2 (eq. 3.3) for the joint-kernel fixed case (pink markers). Horizontal bars
correspond to the adopted spectral range for each instrument.

kernels KJ1 and KJ2, respectively. All chains are well-converged, with posteriors resem-

bling Gaussian distributions. We find the o↵sets for each spectrograph are highly correlated

with one-another; we note this is unique to the cases leveraging a joint-kernel, and strongest

when datasets overlap, but do not further explore this result.

With kernel KJ1 (eq. 3.2), we report the median semi-amplitudes of AU Mic b and c

to be 10.23+0.88
�0.91 ms�1 and 3.68+0.87

�0.86 ms�1, corresponding to masses of 20.12+1.57
�1.72 M� and

9.60+2.07
�2.31 M�, respectively. The phased-up RVs for AU Mic b and c are shown in fig. 3.7.

With kernel KJ2 (eq. 3.3), we find Kb = 8.92+0.85
�0.85 ms�1 and Kc = 5.21+0.90

�0.87 ms�1. Both

our findings for Kb are larger but within 1� of the semi-amplitude reported in K21 (8.5+2.3
�2.2

ms�1). The mass of AU Mic c is also consistent with a Chen-Kipping mass-radius relation

(⇡ 12.1 M�; 5). The posterior distributions for eb and !b are also consistent with their

respective priors. Our finding for Kb is nearly twice as large as that obtained when using

disjoint QP kernels (5.58 m s�1, fig. B.2), although the uncertainties are similar. With

disjoint kernels, we find no evidence in the RVs for AU Mic c.
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We further validate our results by computing the Bayesian information criterion (BIC)

and the small-sample Akaike information criterion (129; 130). We compute the relevant

quantities for a power-set of planet models. We are not trying to independently detect the

eccentricity of AU Mic b and therefore do not include cases with eb = 0. Prior probabil-

ities are not included in the calculation of the corresponding lnL (eq. 3.4) to maintain

normalization between di↵erent models. The results are summarized in Table 3.5 and are

consistent with the relative precisions for each derived semi-amplitude.

Lastly, we compute and present the reduced chi-squared statistic (�2
red

) for each spec-

trograph individually to assess their respective goodness of fit (Table 3.4). We find the

HIRES observations are significantly over-fit (�2
red

=0.64), whereas the other spectrographs

are under-fit. We suspect this is due to the activity amplitude for HIRES being signifi-

cantly larger than the other spectrographs despite exhibiting a similar overall dispersion.

Although we include an additional 3 m s�1 white noise term for the HIRES observations,

they still yield the smallest overall error bars and therefore are given the most weight in

the GP regression. Although a more flexible uncorrelated noise model (i.e., a varied “jit-

ter” parameter for each spectrograph), we favor the model without them for the variety of

reasons discussed in Section 3.5.5.

3.4.1 Evidence For Additional Candidates?

We compute periodograms to further assess the relative statistical confidence of the two

transiting planets and to search for other planets in the system. We first compute a series of

generalized Lomb-Scargle (GLS; 103; 131) periodograms out to 500 days after removing the

nominal zero-points, appropriate GPs, and the two planets, all generated using parameters

from our nominal two-planet model (Table 3.3) with kernelKJ1 (eq. 3.2) to model the stellar

activity. We also compute an activity-filtered periodogram from a planet-free model to

assess how much the GP model will absorb planetary signals, and inform our interpretation

of other peaks present in the periodogram. We further plot the normalized power-levels for

false alarm probabilities (FAPs) of 10%, 1%, and 0.1%.
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Table 3.3: The best-fit parameters and corresponding Keplerian variables for our primary
two-planet fits using joint-kernels KJ1 (eq. 3.2) and KJ2 (eq. 3.3). The MCMC values

correspond to the 15.9th, 50th, and 84.1th percentiles. Planet masses, densities, and semi-
major axes are computed by propagating the appropriate MCMC chains. We also add in
quadrature the uncertainties in M? and planetary radii from Table 3.2 where relevant.

Name [units] MAP (J1) MCMC (J1) MAP (J2) MCMC (J2)

Pb [days] 8.4629991 – – –
TCb [days; BJD] 2458330.39046 – – –

eb 0.187 0.186+0.036
�0.035 0.182 0.181+0.035

�0.035

!b [radians] 1.5452 1.5451+0.0038
�0.0038 1.5453 1.5454+0.0041

�0.0041

Kb [m s�1] 10.21 10.23+0.88
�0.91 8.94 8.92+0.85

�0.85

Mb [M�] 20.14 20.12+1.57
�1.72 17.66 17.73+1.68

�1.62

ab [AU] 0.0645 0.0645+0.0013
�0.0013 – –

⇢b [g/cm3] 1.32 1.32+0.19
�0.20 1.16 1.16+0.18

�0.18

Pc [days] 18.858991 – – –
TCc [days; BJD] 2458342.2243 – – –

ec 0 – – –
!c [radians] ⇡ – – –
Kc [m s�1] 3.62 3.68+0.87

�0.86 5.23 5.21+0.90
�0.87

Mc [M�] 9.50 9.60+2.07
�2.31 13.71 14.12+2.48

�2.71

ac [AU] 0.1101 0.1101+0.002
�0.002 – –

⇢c [g/cm3] 1.21 1.22+0.26
�0.29 1.75 1.80+0.31

�0.34

�HIRES [m s�1] 2.9 4.1+55.6
�57.0 -19.4 �8.7+43.3

�42.9

�TRES [m s�1] 11.4 12.1+27.4
�27.8 -0.2 9.3+38.4

�38.0

�CARM�V is [m s�1] 3.7 4.3+26.0
�26.6 -12.1 �3.4+34.5

�33.9

�CARM�NIR [m s�1] 2.6 2.9+21.7
�21.8 -6.8 �1.5+21.2

�21.2

�SPIRou [m s�1] 5.5 5.6+12.3
�12.4 0.72 5.1+17.8

�17.3

�iSHELL [m s�1] -2.8 �2.4+12.1
�12.4 -7.5 �4.3+13.0

�12.9

⌘�,0 [m s�1] – – 242.4 243.1+8.8
�9.1

⌘� – – 0.843 0.845+0.024
�0.024

⌘�,HIRES [m s�1] 269.4 275.7+17.4
�16.4 – –

⌘�,TRES [m s�1] 132.3 135.4+10.6
�9.5 – –

⌘�,CARM�V is [m s�1] 125.1 128.2+8.8
�8.2 – –

⌘�,CARM�NIR [m s�1] 103.0 105.5+9.1
�8.7 – –

⌘�,SPIRou [m s�1] 58.5 60.1+4.3
�4.0 – –

⌘�,iSHELL [m s�1] 58.5 60.0+4.2
�3.9 – –

⌘P [days] 4.8384 4.8384+0.0008
�0.0009 4.8376 4.8376+0.0009

�0.0009
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Figure 3.7: The phased RVs for AU Mic b (left column), and c (right column), and the
corresponding best fit Keplerian models, generated from our nominal two-planet model.
For each spectrograph, we subtract the unique zero-points, all other planet signals, and the
appropriate GP. Corresponding data errors are computed by adding the intrinsic error and
GP uncertainty in quadrature. The dark red points are generated by binning the phased
RVs using a window size of 0.1, weighted by 1/�2

RV
where �RV are the data errors. In the

top row we plot all data used in the fit. In the bottom row, we only show HIRES, iSHELL,
and SPIRou. Although the HIRES cadence in 2020 was relatively dense with respect to the
activity timescales ⌘⌧ and ⌘P , the data still appears to be over-fit.

Table 3.4: Here we report the reduced chi-squared for each spectrograph from our nominal
two-planet model using kernelKJ1. Unlike when using quasi-disjoint kernels (Section 3.3.3),
we find the model is overall significantly under-fit with the disjoint kernel. We suspect this is
primarily due to an inadequate stellar-activity (i.e., a scaling relation is insu�cient between
spectrographs) and/or the exclusion of per-spectrograph jitter terms, and discuss these
details further in Section 3.5.5.

Spectrograph �
2
red

HIRES 0.64
TRES 5.97

CARMENES-Vis 4.96
CARMENES-NIR 4.25

SPIRou 12.84
iSHELL 18.62
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We also compute “brute-force” periodograms by performing MAP fits for a wide range

of fixed orbital periods for a user-defined “test-planet” with various assumptions for other

model parameters (see 84). Given the time complexity of GP regression, we only consider

periods out to 100 days. We first run two searches with no other planets in the model, first

allowing for the test-planet’s TC to float, and second fixing TC to the nominal value for AU

Mic b (Table 3.3). We then run searches for a second-planet, this time including a planetary

model to account for the orbit of AU Mic b, with Kb ⇠ N (8.5, 2.5), consistent with the

semi-amplitude found in K21. We again consider the case of letting the test-planet’s TC

float, then run three cases with fixing the test-planet’s TC to each time of transit for AU Mic

c from the TESS Sector 1 and 27 light curves (M20). Lastly, we perform a search for a third

planet letting its TC float, and including models for AU Mic b and c (Kb ⇠ N (8.5, 2.5),

Kc > 0).

Both the GLS (fig. 3.8) and brute-force (fig. 3.9) periodograms exhibit clear aliasing

with a frequency of ⇡ 0.00281 days�1 (or 356 days) which we attribute to having two

seasons of observations separated by ⇡ 200 days. Given the respective power of AU Mic b

in both the GLS and brute-force planet-free periodograms, we briefly explore other peaks

with similar power, even though all other peaks are below all three FAPs after removing

the nominal two-planet model (fig. 3.8, row 3; fig. 3.9, row 7). Both two- and zero-planet

periodograms (as well as GLS and brute-force) show power between AU Mic b and c’s orbits

near 12.72 and 13.19 days, as well as power near 66.7 days for the residual RVs. Although

these peaks are comparable in power to AU Mic b in both planet-free periodograms, they

may be spurious. We further discuss the confirmation of AU Mic b and c as well as the

validation of such additional potential candidates in Section 3.5.3. A mass-radius diagram

is shown in fig. 3.10 to place the mass and radius of all AU Mic b and c in context with

other known exoplanets, including a subset of young sample of exoplanets shown in P20.

The plotted masses for AU Mic b and c are from our nominal two-planet model using kernel

KJ1 (eq. 3.2).
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Figure 3.8: GLS periodograms for AU Mic. Rows 1–4 are generated from our nominal
two-planet MAP fit result using KJ1 (eq. 3.2) to model the stellar activity. From top to
bottom, with each step applying an additional “correction”: 1. zero-point corrected RVs,
2. activity-filtered RVs, 3. planet b-filtered RVs, 4. planet c-filtered RVs. Annotated
from left to right in green are the periods for AU Mic c and b. In the top row, we also
annotate in orange (from left to right) potential aliases of the stellar rotation period 3⌘P ,
2⌘P , and 3⌘P /2, followed by the first three harmonics. In the bottom row, we compute
a periodogram from an activity-filtered and trend-corrected zero-planet model to indicate
how power from planets is absorbed by the GP. In each periodogram, we also identify the
false alarm probability (FAP) power levels corresponding to 0.1% (highest), 1%, and 10%
(lowest). The clear alias present in all periodograms is caused from the large gap between
the two seasons of observations. In the bottom panel, we also plot in pink a Lomb-Scargle
periodogram (arbitrarily scaled) of our window function (i.e, identical yet arbitrary RVs at
each observation).

93



Figure 3.9: “Brute-force” periodograms for AU Mic with di↵erent assumptions for planetary
models, but all making use of kernel KJ1 (eq. 3.2) to model the stellar activity. In each
row, we perform a MAP fit for a wide range of fixed periods for a particular “test”-planet.
In row 1, we include no other planets in our model, and allow for the test-planet’s TC to
float. In row 2, we perform the same search but fixing TC to the nominal value for AU Mic
b (Table 3.2). In row 3, we include a model for AU Mic b (with Kb ⇠ N (8.5, 2.5), see K21),
and search for a second planet again letting TC float. In rows 4–6, we perform the same
search but fix the test-planet’s TC to one of the three times of transit for AU Mic c from
TESS (in chronological order). In the bottom row, we include nominal models for AU Mic
b and c (Kb ⇠ N (8.5, 2.5), Kc > 0). We also annotate the same potential aliases with the
stellar-rotation period (orange) and planetary periods (green) as in fig. 3.8.
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Figure 3.10: Here we plot the mass vs. radius for all exoplanets with provided radii and
masses from the NASA Exoplanet Archive (4). For AU Mic b and c, we plot (maroon
markers) the masses determined from our two-planet model with kernel KJ1. We also
indicate with an arrow the 5� upper limit to the mass of AU Mic c determined from the
posterior of Kc. The radii for b and c are those reported in M20. In blue, we plot a piece-
wise Chen-Kipping mass-radius relation (5). We also annotate (cyan markers) the masses
and radii for a sample of young planets (stellar-age estimated . 400 Myr).

Table 3.5: Model information criterion for AU Mic b and c using kernel KJ1 (eq. 3.2) to
model the stellar activity.

Planets lnL �
2
red

N free �AICc �BIC
b, c -1760.3 3.99 17 181.7 162.3
b -1769.0 4.04 16 197.0 174.3
c -1824.1 4.30 14 302.6 273.2

None -1836.5 4.39 13 325.3 292.5
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3.5 Discussion

3.5.1 Constraints on Eccentricity

Here we briefly explore eccentric orbits for the two-transiting planets b and c. For each

planet, we take e ⇠ U(0, 0.7) and ! ⇠ U(0, 2⇡). We only use kernel KJ1 (eq. 3.2) to mode

the stellar activity. We find eb = 0.30±0.04, which is ⇡ 50% larger than our prior informed

by a secondary eclipse event indicates. The corresponding finding of !b = 3.01 ± 0.27

is also inconsistent with our adopted prior for !b. The posterior distribution for ec is

concentrated at the upper bound (0.7), implying an overlapping orbit with AU Mic b.

Orbital stability calculations presented in M20 indicate ec < 0.2, so we assert our model

is unable to accurately constrain its eccentricity. Our finding for ec further indicates our

detection of Kc may not be significant.

3.5.2 Sensitivity to Kernel Hyperparameters

Our analyses in section 3.3.3 make use of a fixed mean spot lifetime ⌘⌧ = 100 days and

smoothing parameter ⌘` = 0.28. Here we determine how sensitive the recovered semi-

amplitudes of AU Mic b and c are to these two parameters. We consider ⌘⌧ 2 {40, 70, 100,

200, 300} (days), and ⌘` 2 {0.15, 0.2, 0.25, 0.3, 0.35}. We perform MAP and MCMC fits

for all pairs of these two fixed parameters using KJ1 (eq. 3.2) for a two-planet model. All

other parameters adopt initial values and priors from Table 3.2. Results are summarized in

Table 3.6.

We find Kb is only moderately sensitive to the values of each hyper-parameter, ranging

from ⇠ 7–11 m s�1. With a larger spot lifetime, Kb tends towards larger values, indicating

the GP is likely absorbing power from planet b with a more flexible model (smaller ⌘⌧ ).

However, Kb is relatively insensitive to the value of ⌘`. The range of values for Kc is larger,

changing by nearly a factor of three. Unlike Kb, Kc is more unstable and tends towards

larger values when using a more flexible (smaller) spot lifetime. The reduced chi-squared

statistic indicates the model is not over-fit in any of the cases performed, but is also larger
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than unity by a several factors in most cases indicating our modeling is inadequate.

3.5.3 Planet Injection and Recovery

Here we assess the fidelity of our RV model applied to the AU Mic system through planetary

injection and recovery tests. We first inject planetary signals into the RV data with well-

defined semi-amplitudes, periods, and ephemerides (TC). We arbitrarily choose TC =

2457147.36589 for all injected cases. We consider 40 unique periods between 5.12345–

100.12345 days, uniformly distributed in log-space. For the semi-amplitude K, we consider

values from 1–10 m s�1 with a step size of 1 m s�1, as well as values between 10–100 m s�1

which are uniformly distributed in log-space (20 total values). In all cases, we include a

model for AU Mic b with fixed P and TC such that Kb ⇠ N (8.5, 2.5). We first assess

our recovery capabilities using a Gaussian prior for P such that P ⇠ N (Pinj, Pinj/50) and

a uniform prior for TC such that TC ⇠ U(TCinj ± Pinj/2). For each injected planet (one

at a time), we run our MAP and MCMC analyses to determine the recovered K and

corresponding uncertainty. The starting value for K and TC are always the injected values.

We also consider the same injection and recovery test but with fixing P and TC to the

injected value. We finally determine how susceptible our RV model is to pick out “fake”-

planets by running these same two trials with no injected planets. Although there are no

injected planets, we still run the same trials as the injected case with di↵erent initial values

for K. A two-dimensional histogram of the recovered K as a fraction of the injected K, as

well as the associated uncertainty (also as a fraction of the injected K) for each case are

shown in figs. 3.11 and 3.12 for the injected and non-injected cases, respectively.

In the case of injected planets, we find our RV-model is able to confidently recover semi-

amplitudes down to a few m s�1 in this data set with a relative precision of & 4�. However, a

closer inspection reveals the recovered semi-amplitudes are typically larger than the injected

K, particularly for smaller injected values (1–5 m s�1) that includes our measured semi-

amplitude AU Mic c. When the ephemeris is known, we tend to poorly measure the smallest

values of K, indicating the recovered TC in the non-fixed case is unlikely what we have
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Table 3.6: MCMC results with di↵erent assumptions for the mean spot lifetime ⌘⌧ and ⌘`
using kernel KJ1 (eq. 3.2). For each row, we fix the values of ⌘⌧ and ⌘`. All other model
parameters take on the initial values and priors from Table 3.2 for a two-planet model. We
perform a MAP fit followed by MCMC sampling for each case. We report the nominal values
and uncertainties for the semi-amplitudes of AU Mic b and c from the MCMC fitting, as well
as the reduced chi-square statistic, �2

red
using the MAP-derived parameters. Uncertainties

reported here for Kb and Kc are the average of the upper and lower uncertainties.
⌘⌧ [days] ⌘` Kb [m s�1] Kc [m s�1] �

2
red

40 0.15 8.79± 1.47 7.38± 1.65 1.58
40 0.2 8.84± 1.30 8.51± 1.33 2.10
40 0.25 8.23± 1.17 9.05± 1.17 2.45
40 0.3 7.41± 1.08 9.13± 1.13 2.68
40 0.35 6.95± 0.98 9.23± 1.05 2.85
70 0.15 8.74± 1.24 6.88± 1.30 1.99
70 0.2 10.32± 1.13 5.90± 1.07 2.69
70 0.25 10.45± 1.04 4.76± 0.95 3.25
70 0.3 9.61± 0.91 4.16± 0.89 3.65
70 0.35 9.18± 0.82 3.94± 0.83 3.90
100 0.15 9.28± 1.17 5.88± 1.08 2.46
100 0.2 10.85± 1.00 4.73± 0.98 3.20
100 0.25 10.78± 0.95 3.78± 0.87 3.76
100 0.3 9.81± 0.85 3.63± 0.80 4.12
100 0.35 9.22± 0.80 3.60± 0.77 4.39
200 0.15 9.38± 0.98 4.01± 0.96 3.44
200 0.2 11.04± 0.89 3.35± 0.84 4.16
200 0.25 11.09± 0.87 3.38± 0.77 4.73
200 0.3 10.14± 0.84 4.51± 0.76 5.28
200 0.35 9.06± 0.73 4.77± 0.66 5.59
300 0.15 9.32± 0.92 3.84± 0.87 3.82
300 0.2 10.60± 0.88 3.78± 0.81 4.68
300 0.25 10.42± 0.80 4.99± 0.74 5.59
300 0.3 10.51± 0.76 4.52± 0.68 5.96
300 0.35 9.89± 0.75 4.41± 0.68 6.27

98



Figure 3.11: Histograms depicting our injection and recovery-test results. In the top row,
we show the relative confidence interval of the recovered semi-amplitudes (Krec) derived
from the MCMC analysis in the case of letting the ephemeris (P , TC) float (left) and fixing
the ephemeris to the injected values (right). In the bottom row, we compare the recovered
semi-amplitude to the injected value (Kinj).

Figure 3.12: Histograms depicting the recovery of planetary signals without having injected
any into the data. In panels 1 and 2, we show the relative confidence interval of the recovered
semi-amplitudes (Krec) derived from the MCMC analysis in the case of letting the ephemeris
(P , TC) float (left) and fixing the ephemeris to arbitrary the arbitrary TC=2457147.36589
(middle). On the right, we show the recovered semi-amplitudes for each case.
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injected. In the 6–13 m s�1 range, which covers the recovered semi-amplitude of AU Mic b,

we find that the accuracy of the recovered semi-amplitudes are ⇠50%. So, while we quote

a formal precision on the mass of AU Mic b to be Mb = 20.12+1.72
�1.57 M� (⇠9% precision),

our injection and recovery tests indicate that the accuracy on the mass of AU Mic b is only

known to a factor of two.

Unfortunately, attempts to recover non-injected planets are “unsuccessful”, in that our

modeling finds strong evidence for planets we did not inject (fig. 3.12) in the case of allowing

P and TC to float. A deeper investigation into the posteriors of such fits indicates certain

parameters (primarily P and TC) are typically not well-behaved and yield non-Gaussian

distributions. When fixing P and TC to “nominal” values, our modeling does not tend to

find such non-existent planets (fig. 3.12).

The confident recoveries of “fake”-planets in our tests indicate our GP model is flexible

enough to find relatively (quasi)-stable islands in probability space with high confidence for

K specifically. Although several peaks stand out in our periodogram analyses (figs. 3.8 and

3.9), more observations and/or more sophisticated modeling are needed to robustly claim

these periods as statistically validated planets. We further note that the recovered values of

K for the smallest injected values are inaccurate, indicating our measurement of Kc = 3.68

m s�1 is also moderately unconvincing, and is likely an overestimate given the behavior of

all recoveries at this level of K. We finally note this analysis is limited by planets we do not

account for in the model, which may impact our ability to recover certain combinations of

P and TC. Further tests using several values for the injected TC may also yield di↵erent

results. With these limitations in mind, we also provide an estimation of the upper-limit

to the mass of AU Mic c. We find a 5� upper-limit to the semi-amplitude of AU Mic c of

 7.68 m s�1, corresponding to a mass of  20.13 M�.

3.5.4 Utility of RV-Color

Our chromatic kernel used in this work is an initial step to exploit the expected correlation

of stellar activity versus wavelength by introducing a scaling relation between wavelengths
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(eqs. 3.2 and 3.3). Here we examine the “RV-color” for our multi-wavelength dataset in

order to further assess the correlation between our RVs with expected activity:

RVcolor(t,�,�
0) = RV(t,�)� RV(t,�0) (3.6)

We first determine which nights contain nearly simultaneous measurements at unique

wavelengths. We require observations to be within 0.3 days (⇡ 6% of one rotation period) of

each other to minimize di↵erences from rotationally modulated activity but to increase the

number of pairs for our brief use. For each nearly simultaneous chromatic pair, we compute

the “data-color” directly from the measured RVs as well as the “GP-color” by computing

the di↵erences between the two measurements and two GPs sampled at the identical times,

respectively (such that �0 > �). This calculation requires knowledge of the parameters in

order to remove the per-instrument zero points and realize each appropriate GP, so we make

use of the MAP-derived parameters in Table 3.3 with kernel KJ2 (eq. 3.3). The correlation

between the data- and GP-color is shown in fig. 3.13. The agreement between the data and

the model (weighted R
2 ⇡ 0.71) indicates that our chromatic GP technique is doing a good

job of reproducing the RV-color phenomenon for multiple wavelength pairs.

With a su�cient model for stellar activity, we expect the data and GP RV-color to

match (up to white noise). Therefore, the “RV-color” between the data and GP may be

used to further constrain (in future analyses) the model (and therefore prevent over-fitting)

by including an e↵ective L2 regularization penalty as follows:

lnL += � ⇤
X

t

rcol(t)
2 (3.7)

Here, ~rcol is the vector of residuals between the GP and data RV-color. ⇤ > 0 is a tunable hy-

perparameter whose value is directly correlated with the relative importance and confidence

of the stellar activity model. + = represents the standard “addition assignment” operator.
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Figure 3.13: Here we plot the observed “RV-color” = RV(t, �) - RV(t, �0) (�0 > �) from our
2019 and 2020 nights with nearly simultaneous measurements at unique wavelengths. These
are plotted against the same RV-color di↵erence predicted by our chromatic GP model using
kernel KJ2. Pairs consisting of CARMENES-Vis and CARMENES-NIR measurements are
nearly transparent to make other pairs more visible. We do not plot pairs of SPIRou and
iSHELL because they are tightly centered near zero. A dashed one-to-one line is also shown.
The weighted coe�cient of determination (R2) is ⇡ 0.68.

The vector ~rcol may be computed for all pairs of wavelengths with (nearly)-simultaneous

measurements, and each pair can make use of an identical or unique values of ⇤. We finally

note this regularization term is not limited to our assumption of a simple-scaling relation,

and could also be used in the case of disjoint kernels.

3.5.5 Additional Caveats and Future Work

Kernels KJ1 (3.2) and KJ2 (eq. 3.3) make use of a scaling relation for stellar activity

models at di↵erent wavelengths (spectrographs) where each activity model is drawn from

a Gaussian process characterized by a covariance matrix utilizing all observations. Using

such joint kernels yield fits with larger scatter than cases using disjoint QP kernels (one

per-spectrograph, eq. 3.1). In the latter case, we find that although each activity model

appears to be “in-phase” with one another, each GP exhibits unique features that are

inconsistent with a simple scaling relation (fig. 3.3). With nightly sampling, it is di�cult to

determine whether the observed di↵erences between disjoint GPs is indicative of inadequate

sampling or an inadequate RV model (activity + planets). Further, all activity models

used in this work make use of identical kernel hyperparameters (excluding the amplitude)

which may further be an inadequate assumption. We expect the stellar rotation period
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(⌘P ) to be identical across wavelengths (or nearly so), however it is not clear whether the

mean activity timescale (⌘⌧ ) or period length scale (⌘`) in particular should be achromatic

hyperparameters.

Our work further excluded per-spectrograph white noise jitter terms. We suspect this

may be the source of our model’s ability to find planets we did not inject into the model,

which we defer to future work (Section 3.5.3). The reduced-�2 values in Tables 3.4 and

3.6 quantify the degree to which our models do not capture signals from possible addi-

tional planets, incorrect values for eccentricity and/or !, per-spectrograph systematics not

included in the formal measurement uncertainties, stellar activity such as p-mode oscilla-

tions, convection noise, or longer time-scale variations. We choose not to combine these

correlated noise terms into an assumed white noise jitter; there is no a priori reason to as-

sume these potential additional sources of error are well-enough explained by an additional

uncorrelated noise term, even if they may collectively be “reduced” to a normal distribution

by our optimization routines.

More accurately characterizing the masses and orbits of AU Mic b and c may require

a more sophisticated stellar activity model and more intensive multi-wavelength cadence.

Our work further does not make use of activity indicators (e.g., Ca II H and K, H↵)

or asymmetries in the cross-correlation function (e.g., the bisector inverse slope (BIS) or

di↵erential line width dLW; (132)) to help constrain the activity model (see 133). The

SERVAL pipeline in particular provides a measure of the chromaticity (CRX) for both the

CARMENES Vis and NIR datasets which we do not use in our modeling. For AU Mic,

we expect that each spectrograph is precise enough to resolve first-order chromatic e↵ects

within their respective spectral grasp’s which will unfortunately make the formal uncertain-

ties of each spectrograph larger. Further, our QP-based kernels are primarily intended to

capture rotationally modulated activity induced from temperature inhomogeneities on the

stellar surface. Although the flexibility of disjoint GPs likely captures other rotationally

modulated e↵ects such as convective blueshift and limb-darkening, it will not capture short-

term activity such as flares. We finally note that more seasons with high-cadence RVs will
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help mitigate the strong 1 year alias present in our dataset, and will help determine the

correct periods for potential non-transiting planets.

3.6 Conclusion

In this work, we have developed two joint-Gaussian process kernels which begin to take into

account the expected wavelength dependence of stellar activity through a simple-scaling

relation. We apply our kernels to a dataset of AU Mic, which is composed of RVs from

multiple facilities, and wavelengths ranging from visible to K-band. With our analyses,

we report a refined mass of AU Mic b of Mb = 20.12+1.57
�1.72 M�, and provide a 4.2� mass

estimate of the recently validated transiting planet AU Mic c to be Mc = 9.60+2.07
�2.31 M�,

corresponding to a 5� upper limit of Mc  20.13 M�. We also identify additional peaks

present in the activity-filtered RVs, but such periods require more evidence for a robust

validation given the overall flexibility of our RV model with an unknown ephemeris.

In Section 3.5.1, we find our model is unable to robustly constrain the eccentricity for

AU Mic b or c. In section 3.5.2, we find the derived planetary semi-amplitudes for AU

Mic b and c are moderately sensitive to the choice of kernel-parameters, indicating careful

attention must be made when interpreting planetary masses with such a flexible model.

Through injection and recovery tests in section 3.5.3, we further validate our RV-model by

demonstrating our ability to recover planets down to ⇡ 10 m s�1 when the orbit’s ephemeris

is known. However, we find that the accuracy in the recovered semi-amplitudes is ⇠50%

at 10 m s�1. In section 3.5.4, we introduce a method to further leverage the “RV-color”

correlation between the observations and activity model through penalizing the objective

function by including an e↵ective L2 regularization term.
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Appendix A: optimize

optimize1 is a generic, high-level optimization package in Python, which generalizes the

Bayesian-inspired classes used in RadVel. The primary container (Python class) in optimize

is referred to as an “OptProblem”; primary attributes for this object are then helper-types

to 1. construct the model, 2. compare the data and model with an objective function, and

3. perform the optimization & sample posterior distributions via Markov-Chain Monte-

Carlo (MCMC) methods. Many attributes (such as initial parameters) are shared in mul-

tiple layers of this hierarchy for easier access and extension with appropriate methods to

propagate changes to each. Optimize does not re-implement specific optimization algo-

rithms, but rather is intended to be high-level wrapper around such routines (e.g., currently

scipy.optimize and emcee)

1Documentation: https://optimize.readthedocs.io/en/latest/
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Appendix B: Posterior Distributions

Here we show the posterior distributions for the relevant RV models employed in this work

in Chapter 3. In each corner plot, blue lines correspond to the 50th percentile of the

distribution. Upper and lower uncertainties correspond to the 84.1st and 15.9th percentiles,

respectively.
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Figure B.1: Posterior distributions using disjoint QP kernels (eq. 3.1) for each spectrograph
to model the stellar activity, including a two-planet model for the transiting planets b and
c. The derived values for ⌘⌧ suggests a more dynamic activity model than the FF

0 curve
prediction suggests.
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Figure B.2: Same as fig. B.1 but fixing ⌘⌧ = 100 days.
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Figure B.3: Posterior distributions for a two-planet fit to the RVs using KJ1 (eq. 3.2) to
model the stellar activity.
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Figure B.4: Same as fig. B.3 but using KJ2 to model the stellar activity.
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Figure B.5: Same as fig. B.3 but using less restrictive priors for eb or !c.
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Appendix C: RV Measurements

Table C.1: Nightly HARPS RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2452986.514817 73.91 4.81

2453157.898424 19.26 1.72

2453201.82345 -32.8 2.56

2453468.89237 -135.2 2.52

2453469.843534 -170.56 2.92

2453499.868255 -43.41 2.52

2453521.894368 -345.97 6.36

2453551.803998 -34.22 2.5

2453593.622139 137.84 3.33

2456568.510365 -244.53 2.16

2456569.500104 -32.99 1.8

2456570.565952 193.28 2.17

2456772.919271 -54.34 1.64

2456773.918979 -9.22 0.99

2456794.882288 -119.81 2.53

2456795.885873 66.36 2.91

2456797.857541 20.03 3.0

2456844.806163 162.85 2.18

2456982.539577 -65.03 1.8

2457223.648073 217.24 2.71

2457333.535731 94.85 1.29

2457493.891905 90.65 2.11

2457590.712986 73.08 1.4
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2457904.813342 -287.06 3.36

2457917.892902 161.13 1.97

2458035.528955 -22.13 1.55

2458037.494745 -41.59 2.39

2458206.872213 -43.23 1.38

2458207.892023 33.78 1.56

2458208.884974 82.61 1.29

2458591.919473 120.82 1.42

2458594.904828 19.89 2.43

2458602.927758 9.22 1.47

2458605.916360 -248.46 2.33

Table C.2: Nightly HIRES RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2453182.049556 58.09 4.01

2453195.938633 -171.02 2.74

2453926.030459 -270.15 3.02

2453926.979641 271.86 3.18

2453927.920257 68.35 2.13

2453931.079663 -191.25 3.16

2453932.007322 256.77 2.76

2453932.978973 7.97 2.18

2453933.944291 162.29 2.36

2453934.930418 -159.79 2.73

2453960.942379 257.92 2.98

2453962.030949 5.08 2.28

2454636.072465 -9.82 2.53
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2454688.871239 -133.07 2.46

2454808.692607 -83.96 3.06

2455015.018198 -140.72 2.86

2455371.044475 100.3 1.9

2455727.981919 35.73 2.89

2456638.683238 325.16 4.18

2458645.065398 -77.3 7.43

2459019.062251 -121.05 2.81

2459025.094631 -155.66 2.48

2459026.123675 399.32 3.35

2459028.098307 104.1 2.86

2459029.081905 14.31 2.53

2459030.078281 -131.6 2.19

2459031.106844 414.91 3.41

2459032.105577 -138.95 2.71

2459035.092001 -76.31 2.26

2459036.101597 329.39 3.4

2459040.11603 3.72 2.12

2459041.117761 153.21 3.14

2459044.942379 -0.97 2.22

2459051.9219 92.94 2.44

2459067.855784 -21.57 3.09

2459068.895396 -30.19 2.4

2459071.907618 43.81 3.37

2459072.852897 -8.9 2.74

2459077.821906 -44.12 2.71

2459078.813958 -31.15 2.45

2459086.849156 -147.83 3.51
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2459087.868995 0.97 2.58

2459088.849805 139.3 2.57

2459089.824376 -38.53 3.28

2459094.815792 -127.27 2.67

2459097.855698 -16.26 2.6

2459099.761856 -139.97 3.05

2459101.904682 -82.58 2.51

2459114.829534 -6.09 2.08

2459115.91498 -92.15 2.61

2459117.857924 48.2 2.29

2459121.710044 11.92 2.38

2459122.709275 58.74 2.34

2459123.703587 20.0 2.6

2459151.692854 40.18 2.41

2459153.753326 95.26 2.73

2459181.680326 42.79 2.6

2459187.682871 54.26 2.47

2459188.689611 -6.89 2.6

2459189.684349 -81.15 2.86

Table C.3: Nightly NIRSPEC RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2453522.56 48.5 50.0

2453523.55 -19.5 50.0

2453596.37 111.5 50.0

2453597.38 19.5 50.0

2453669.19 113.5 50.0
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2453670.2 262.5 50.0

2453928.5 -74.5 50.0

2453929.45 -148.5 50.0

2453930.46 -93.5 50.0

2453931.4 -24.5 50.0

2454308.43 123.5 50.0

2454309.41 -166.5 50.0

2454311.4 20.5 50.0

2454312.36 -157.5 50.0

Table C.4: Nightly CSHELL RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2455455.85303 16.79 38.76

2455479.800206 41.04 26.96

2455480.768983 143.4 56.64

2455482.756068 136.64 22.11

2455523.7002290003 0.0 20.78

2455752.0995830004 43.59 27.48

2455755.0752310003 141.67 44.57

2455758.967657 -17.29 31.52

2455791.812748 123.61 54.8

2455793.8316450003 234.74 10.87

2456844.9609169997 -35.3 15.47

2456917.743247 -36.65 21.07

2457275.8463990004 -115.88 26.14

2457551.12512 -102.38 51.72

2457555.058318 -150.06 20.78
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2457564.0072459998 -198.34 30.4

2457570.063826 82.72 36.9

2457587.023049 -245.01 18.85

2457598.976608 -90.04 25.01

2457618.963993 8.92 19.22

2457619.947171 -72.55 21.1

Table C.5: Nightly TRES RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2456573.68979 -128.0 11.6

2456574.640606 -45.2 11.8

2456575.669816 183.9 14.4

2456576.660338 -186.6 10.3

2456577.632961 203.9 12.3

2456578.625675 -68.1 11.9

2456579.634451 -64.0 13.8

2456580.634669 173.3 13.7

2456581.610641 -117.8 11.3

2456582.623658 101.1 21.4

2456583.619796 -35.2 9.7

2456584.624069 -18.7 11.0

2456585.596255 59.0 11.7

2456586.617077 -22.2 12.7

2456587.611581 0.0 11.7

2456588.591012 -33.7 11.6

2456589.602899 45.0 11.8

2456590.622533 -64.4 12.1
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2456605.581655 -250.0 13.7

2456606.565507 225.6 8.4

2456607.563214 -172.0 12.1

2456608.58807 -11.5 10.6

2456609.587085 211.2 13.7

2456610.565465 -233.4 15.0

2456611.571286 213.0 9.2

2456615.560722 -193.0 13.6

2456616.572477 176.9 13.8

2456622.557557 -102.5 19.3

2456624.552961 85.6 46.8

2456625.563003 38.7 24.7

2458646.96613 49.9 24.2

2458647.964611 34.3 22.0

2458648.961007 -44.6 17.8

2458649.958409 -41.2 18.9

2458650.97301 164.3 16.2

2458651.966405 116.1 17.5

2458652.981466 -33.8 24.0

2458657.953559 13.6 15.7

2458658.932441 -107.5 17.0

2458659.912405 84.9 19.9

2458665.924079 130.6 17.8

2458674.932143 198.8 14.2

2458677.882169 -99.1 20.1

2458685.884899 96.1 35.5

2458689.846153 110.1 14.7

2458693.842764 -74.1 24.1
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2458730.740018 17.1 23.4

2458731.739653 -35.0 23.9

2458738.70382 145.2 32.6

2458742.696035 -86.4 40.1

2458744.700854 234.4 25.3

2458745.730511 -65.9 40.3

2458758.650170 42.1 25.3

2458759.694882 114.5 28.3

2458761.645681 -117.3 17.2

2458762.677499 144.6 21.8

2458767.656488 107.5 33.1

2458768.653311 83.7 30.6

2458769.635106 15.1 22.5

2458770.623329 -112.3 18.2

2458771.612582 -144.9 21.1

2458772.628816 120.2 22.4

2458773.638865 91.1 25.1

2458774.591042 -51.3 25.3

2458775.598544 -135.9 24.1

2458779.573710 -86.3 24.1

2458780.566456 -148.0 20.2

2458782.572973 29.7 19.0

2458783.561459 123.9 30.0

2458784.56098 -121.1 21.7

2458786.591881 -45.4 22.6

2458787.627174 -2.0 29.9

2458788.570062 211.2 22.7
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Table C.6: Nightly iSHELL RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2457684.759584 76.97 4.94

2457698.745971 47.96 3.05

2457699.710324 47.8 14.07

2457850.129559 87.59 7.24

2457856.130267 -33.33 3.41

2457923.120317 -1.31 4.77

2457931.026094 -15.53 1.59

2457940.000525 -7.44 0.26

2457982.918015 -2.11 11.34

2457983.911491 -25.53 31.67

2457984.906727 76.12 7.17

2458046.688896 -53.89 6.97

2458047.677872 20.45 9.09

2458048.684528 1.5 7.03

2458049.677166 -68.12 11.49

2458660.089282 8.42 3.31

2458666.92506 42.5 2.21

2458675.084455 71.1 4.86

2458739.930751 85.7 4.12

2458760.71097 -48.38 4.51

2458761.729422 -96.54 3.37

2458762.730214 16.08 6.35

2458763.779074 -14.43 3.17

2458764.766543 18.96 5.06

2458765.71105 -39.79 7.94
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2458795.700288 -59.42 3.14

2458796.706964 -0.86 5.37

2458798.695629 32.0 4.13

2458799.69492 -22.28 9.62

2459069.985765 67.29 11.02

2459071.979622 24.53 3.5

2459086.915335 -5.96 4.43

2459087.917716 68.09 13.17

2459088.900423 39.07 5.6

2459089.900047 20.73 7.19

2459090.897927 50.16 4.41

2459115.810803 -7.73 5.78

2459117.805977 -23.08 3.53

2459118.807183 -12.72 4.15

2459119.813063 3.98 5.34

2459120.804824 -28.18 4.32

2459122.88224 3.77 4.62

2459123.807924 -16.94 5.09

2459143.789273 -35.3 5.73

2459145.789894 0.86 9.38

2459147.782831 -7.73 4.04

Table C.7: Nightly IRD RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2458650.116682 -36.37 2.06

2458653.123778 5.82 4.63

2458654.116977 -62.9 1.88
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2458655.126277 42.79 1.75

2458679.945743 1.82 5.4

2458771.845784 -1.82 3.99

Table C.8: Nightly CARMENES-NIR RVs analyzed in this

work.

BJD RV [m s�1] �RV [m s�1]

2458678.567915 92.38 46.13

2458679.537705 315.17 54.39

2458680.53478 247.69 65.59

2458684.568375 437.36 75.05

2458686.548525 275.14 49.79

2458687.578395 201.29 45.37

2458688.584370 86.47 46.79

2458690.55771 180.81 23.17

2458691.505425 276.31 30.81

2458693.54918 -19.49 18.84

2458694.59554 164.36 19.65

2458695.53909 -3.88 25.06

2458696.523080 41.45 15.91

2458698.51838 -112.18 13.87

2458699.48421 43.11 18.82

2458700.47701 -12.46 23.43

2458701.471955 -38.69 30.48

2458702.50203 -267.32 55.65

2458704.48929 -7.34 25.96

2458706.498265 -60.66 24.28

2458711.444815 -64.13 25.69
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2458712.45243 -208.9 30.92

2458714.507735 -1.04 29.74

2458715.454715 104.33 19.43

2458718.45001 10.36 23.92

2458723.46396 -10.17 29.09

2458724.419910 -4.56 29.82

2458727.47503 -162.58 33.76

2458742.39457 -78.27 23.94

2458743.368875 105.08 32.28

2458744.35226 96.0 17.59

2458745.395085 -0.64 29.71

2458755.39838 -10.29 41.43

2458757.375210 -54.66 41.67

2458759.369515 121.73 27.43

2458760.30872 10.36 28.45

2458761.35095 -120.87 25.35

2458763.336130 26.53 27.49

2458765.32907 -24.44 46.17

2458766.329605 -141.11 33.1

2459049.54651 177.28 83.51

2459050.5627 326.43 75.53

2459051.54861 164.54 58.18

2459059.517 128.17 38.35

2459060.56397 0.64 45.11

2459061.51774 -1.64 26.11

2459067.51658 -22.7 35.8

2459070.49213 -161.95 47.51

2459076.47969 53.98 28.45
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2459078.48314 -53.38 47.45

2459079.51194 84.71 32.93

2459081.44324 -7.63 44.14

2459085.4860900003 -66.12 30.86

2459086.4707 -5.4 35.27

2459087.44822 43.18 42.15

2459095.462660 13.58 28.27

2459098.44795 15.8 34.37

2459099.41347 0.86 35.8

2459148.30047 -76.46 68.62

2459154.2969 25.34 66.01

2459161.27302 -70.52 61.17

2459170.25901 -35.74 60.54

Table C.9: Nightly CARMENES-Vis RVs analyzed in this

work.

BJD RV [m s�1] �RV [m s�1]

2458678.568125 -69.66 29.45

2458679.537290 241.65 40.59

2458680.53527 79.92 15.96

2458684.568335 232.51 25.58

2458686.54842 177.2 16.04

2458687.578910 -17.01 20.79

2458688.584365 -96.42 19.21

2458690.5572350 114.83 11.18

2458691.505425 155.65 13.93

2458693.549395 -100.78 8.52

2458694.59568 135.7 6.79
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2458695.53932 39.93 10.69

2458696.522970 57.79 6.7

2458698.518795 -108.57 4.86

2458699.484225 81.68 8.55

2458700.47709 10.01 6.31

2458701.472325 -1.34 7.9

2458702.502 -163.13 16.45

2458704.489635 79.4 7.75

2458706.498955 -53.41 13.14

2458711.445175 -68.26 9.3

2458712.452575 -145.53 8.27

2458714.507445 74.89 11.13

2458715.454290 119.79 6.96

2458718.449865 -8.15 7.88

2458723.46386 10.82 9.14

2458724.42014 32.17 9.24

2458727.47467 -120.64 15.58

2458742.394525 -111.51 6.47

2458743.36923 109.79 10.05

2458744.35274 44.66 6.63

2458745.394785 -8.64 10.77

2458755.399070 -52.31 12.96

2458757.37524 -40.49 11.8

2458759.369535 173.63 10.1

2458760.30896 -50.26 9.67

2458761.350815 -127.71 8.52

2458763.33635 21.39 6.78

2458765.32879 -83.71 9.85
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2458766.32998 -150.2 7.98

2459049.54617 -9.06 23.94

2459050.56301 261.02 21.89

2459051.54856 -21.26 27.7

2459059.51739 21.86 12.02

2459060.56385 56.21 15.25

2459061.51767 3.43 9.96

2459067.51635 -61.79 14.71

2459070.49224 -120.99 17.32

2459076.47973 74.87 9.62

2459078.48285 -66.09 12.86

2459079.51202 159.74 17.82

2459081.4433 18.72 16.94

2459085.48611 -103.96 11.19

2459086.47053 0.0 11.41

2459087.44817 -22.76 10.14

2459095.46273 -17.99 15.28

2459098.44771 36.94 14.87

2459099.41364 1.26 13.44

2459113.41579 77.58 40.76

2459148.3007 -199.06 41.82

2459154.29727 80.14 23.03

2459161.27325 -25.96 17.31

2459170.25874 -52.59 15.02

Table C.10: Nightly MINERVA-Australis RVs analyzed in

this work.
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BJD RV [m s�1] �RV [m s�1]

2458683.150648 89.06 38.22

2458684.165833 208.9 10.54

2458711.967436 -67.42 12.5

2458716.998287 -61.47 10.95

2458719.003218 175.13 22.44

2458720.062263 81.08 6.24

2458725.959649 32.34 104.73

2458738.040897 -55.32 7.36

2458739.963764 235.89 6.39

2458740.989093 -125.63 5.43

2458741.999722 -128.95 8.06

2458743.006845 0.0 5.15

2458792.965243 -13.18 9.52

Table C.11: Nightly CHIRON RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2458740.72096 1.48 45.24

2458741.713716 149.09 46.54

2458742.711554 -54.11 37.64

2458762.643643 112.47 56.45

2458763.64337 -44.57 36.34

2458764.629147 72.97 42.89

2458765.631185 -310.79 58.25

2458766.614416 -169.88 44.79

2458795.574927 51.27 68.8

2458796.570968 -1.48 71.87
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2458797.56992 -11.17 37.07

2458798.597397 359.32 52.94

Table C.12: Nightly SPIRou RVs analyzed in this work.

BJD RV [m s�1] �RV [m s�1]

2458744.8212 59.5 5.0

2458750.7542 -18.2 5.0

2458751.7453 -52.4 5.0

2458752.7898 27.9 5.0

2458758.7288 51.3 5.0

2458759.8053 69.2 5.0

2458760.7278 -29.6 5.0

2458761.7305 -87.2 5.0

2458762.7315 -2.9 5.0

2458764.7571 34.5 5.0

2458765.7694 -39.8 5.0

2458769.7438 22.1 5.0

2458770.7407 -41.6 5.0

2458771.7212 -55.8 5.0

2458772.7416 19.4 5.0

2458787.7155 28.3 5.0

2458788.7045 41.3 5.0

2458789.7367 -32.6 5.0

2458790.701 -90.1 5.0

2458791.6983 2.1 5.0

2458792.6976 19.1 5.0

2458796.6859 -13.5 5.0
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2458797.7098 19.7 5.0

2458798.6873 27.0 5.0

2458799.6883 -10.3 5.0

2458800.6896 -46.2 5.0

2458801.6873 0.0 5.0
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Appendix D: Fitting the Full RV Dataset

Here we present fits to the full radial velocity dataset (see section 3.2). Although the

baseline of the full dataset is nearly 17 years (first epoch in Dec. 2003), the uncertainties

for the period and time of transit for AU Mic b and c are small enough to be fixed (see

Table 3.2). We only use kernel KJ2 (eq. 3.3) to model the stellar activity as we do not

seek to fit for per-spectrograph activity amplitudes for datasets with . 10 measurements.

A first-order estimation for the secular acceleration (134) of AU Mic is negligible given the

precision of our measurements and baseline (� RV < 3 cm s�1), so no long-term linear or

quadratic trend is used. The posteriors are shown in figure D.3. The GPs and Keplerian

model are shown in figure D.1.
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Figure D.1: Here we show a subset of the 2019 RVs using kernel KJ2 (eq. 3.2) to model
the stellar activity and including the full RV dataset. Although we do not include the
MINERVA-Australis or IRD RVs in our primary fits in section 3.3, we find they are generally
consistent with our stellar activity model. We do not show the phased CHIRON RVs due
to their larger residuals.
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Figure D.2: Same as fig. D.1, but showing the phased RVs.
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Figure D.3: Posterior distributions for a two-planet fit to the full RV dataset using KJ2 to
model the stellar activity. Blue lines correspond to the 50th percentile of the distribution.
Upper and lower uncertainties correspond to the 15.9th and 84.1st percentiles, respectively.
The semi-amplitude Kb is ⇡ 30% smaller than the subset of 2019-2020 data yields (Table
3.3), however Kc is relatively unchanged.
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Mackey, P. Fournier, G. Fűrész, B. S. Gaudi, P. C. Gregory, F. Grundahl, A. P. Hatzes,
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“Spectroscopic Properties of Cool Stars in the Sloan Digital Sky Survey: An Analysis

of Magnetic Activity and a Search for Subdwarfs,” , vol. 128, pp. 426–436, Jul 2004.

135



[12] G. Basri, L. M. Walkowicz, N. Batalha, R. L. Gilliland, J. Jenkins, W. J. Borucki,

D. Koch, D. Caldwell, A. K. Dupree, D. W. Latham, S. Meibom, S. Howell, and

T. Brown, “Photometric Variability in Kepler Target Stars: The Sun Among Starsa

First Look,” , vol. 713, pp. L155–L159, Apr. 2010.

[13] P. Robertson, A. Roy, and S. Mahadevan, “Stellar Activity Mimics a Habitable-zone

Planet around Kapteyn’s Star,” , vol. 805, p. L22, Jun. 2015.

[14] E. R. Newton, J. Irwin, D. Charbonneau, Z. K. Berta-Thompson, and J. A. Dittmann,

“The Impact of Stellar Rotation on the Detectability of Habitable Planets around M

Dwarfs,” , vol. 821, no. 1, p. L19, Apr 2016.

[15] A. Vanderburg, P. Plavchan, J. A. Johnson, D. R. Ciardi, J. Swift, and S. R. Kane,

“Radial velocity planet detection biases at the stellar rotational period,” , vol. 459,

no. 4, pp. 3565–3573, Jul 2016.

[16] E. L. Mart́ın, E. Guenther, C. Del Burgo, F. Rodler, C. Álvarez, C. Ba↵a, V. J. S.
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S. Schäfer, J. H. M. M. Schmitt, J. Schiller, A. Schweitzer, E. Solano, O. Stahl,
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Z. M. Berdiñas, J. Burt, G. Coleman, M. Cortés-Contreras, J. Crane, S. G. Engle,

E. F. Guinan, C. A. Haswell, T. Henning, B. Holden, J. Jenkins, H. R. A. Jones,

A. Kaminski, M. Kiraga, M. Kürster, M. H. Lee, M. J. López-González, D. Montes,
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M. Ammler-von Ei↵, G. Anglada-Escudé, H. Anwand-Heerwart, B. Arroyo-Torres,
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M. Fernández, I. M. Ferro, G. Gaisné, I. Gallardo, M. C. Gálvez-Ortiz, A. Garćıa-
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Mathar, M. Ammler-von Ei↵, E. W. Guenther, D. Barrado, J. I. González Hernández,
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M. C. Cárdenas Vázquez, E. Casal, C. Cifuentes, A. Claret, J. Colomé, M. Cortés-
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[98] G. Fűrész, “TRES,” PhD thesis, University of Szeged, Hungary, 2008.
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Molina, D. Maroto Fernández, E. L. Mart́ın, S. Mart́ın-Ruiz, C. J. Marvin, E. Mirabet,

A. Moya, M. E. Moreno-Raya, E. Nagel, V. Naranjo, L. Nortmann, A. Ofir, R. Or-
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