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COMPUTATIONAL MODELING OF FLOW DIVERTING DEVICES IN INTRACRANIAL

ANEURYSMS
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Dissertation Director: Dr. Juan R. Cebral

When evaluating unruptured cerebral aneurysms, it is necessary to assess their risk of

rupture and to compare them to the risks involved in their treatment. Simulations using

the patient-specific (P-S) geometry of the aneurysm may help in a better planning of the

treatment and in a consequent reduction of the associated risks.

To have a better understanding of the rupture risks, we first review studies with the sug-

gested hypotheses that connect the aneurysm risk factors and the mechanisms governing

the aneurysm evolution. This literature review reveals a progressive wall degradation due

to changing hemodynamic loading and biomechanic stress, affected by risk factors, that

drives the geometrical evolution of the aneurysm until it stabilizes or ruptures. However,

details of these interactions or their relative importance are still not clearly understood.

Second, to understand the influence of uncertainties involved in the P-S computational

fluid dynamics (CFD) simulations, we compare the blood flow field in a growing cere-

bral aneurysm obtained with experimental particle image velocimetry (PIV) and CFD tech-

niques. Despite small differences observed, mainly associated to the inherent limitations

of each technique, the information derived is consistent and can be used to study the role

of hemodynamics in the natural history of intracranial aneurysms.



The final objective of this work is to develop a methodology to carry on faster than

current P-S simulations, allowing for their application to treatment planning and device

design. We propose, validate, and implement a methodology for the simulation of flow

diverter (FD) devices in intracranial aneurysms by using a porous medium method (PMM),

which greatly reduces the computational cost of these simulations. The method relies on

parameters from an empirical correlation derived from experimental observations in wire

screens, consistent with CFD simulations. The validation of our PMM strategy was carried

out by comparing the results of simulations in distinct P-S geometries and FDs, to those

obtained under identical conditions by the immersed method immersed method (IMM)

currently used. Overall, both quantitative and qualitative results are consistent between

IMM and PMM in cases where the local porosity remains roughly uniform throughout

the neck, with differences in the reduction of the observables lower than 10%. This PMM

strategy is between 2 and 10 times faster than the IMM, which allows for a runtime of

hours instead of days, bringing it closer for its application in the clinic.



I N T R O D U C T I O N

The management of unruptured intracranial aneurysm (UIA) remains one of the most

controversial topics in neurosurgery. Because UIA are common in the population (5% to

8%), it is critical to assess whether their risk of rupture outweights the risks of operative

intervention. Our review article [28] suggests connections between risk factors governing

prevalence and rupture of intracranial aneurysms.

One of the preferred treatments for intracranial aneurysm (IA) is by diverting the blood

flow from the IA using flow diverters (FDs), which are cylindrically-shaped devices with a

braided structure, that offer minimal invasivity. Currently, hemodynamic simulations for

the prognosis of flow diversion in IA using computational fluid dynamics (CFD) remain

circumscribed only to the academic interest because of the high computational cost and

time length, which make them impracticable for their use in the clinic.

In this work, we propose, validate and implement a new approach for the simulation

of FDs in aneurysms by using a porous medium method (PMM), which greatly reduces

the computational cost of these simulations thus bringing these technologies closer to the

clinical application.

1.1 aneurysm risk assesment

UIA occur in 5% to 8% of the general population [94]. It has been suggested that some

aneurysms bleed shortly after formation and thus are rarely detected as unruptured an-

eurysms, and that most aneurysms without early rupture remain stable through some

healing process [98]. Most people with unruptured aneurysms remain asymptomatic and

are usually unaware of their presence [132].

1



The event of a subarachnoid hemorrhage (SAH) from a ruptured cerebral aneurysm is

a devastating condition that carries high mortality, long term disability rates and high

socioeconomics costs [138]. Increased detection of UIA, which usually carry low rupture

risk, has fueled a decades-long debate of whether IAs need immediate treatment or not.

Many studies have focused on identifying risk factors for the formation and rupture of

IAs as well as on understanding the basic mechanisms responsible for their initiation,

progression and rupture.

1.1.1 Mechanisms of formation and progression of IAs

The underlying mechanisms governing aneurysm evolution from formation to rupture

are thought to be multifactorial, involving hemodynamic loads, wall biomechanics, me-

chanobiology, and contacts with the peri-aneurysmal environment (PAE) [101]. It is gen-

erally accepted that the rupture of saccular aneurysm is the consequence of the inability

of the wall to contain the hemodynamic loads and rupture occurs when wall stress ex-

ceeds wall strength. However, the detailed mechanisms that weaken the wall and drive

the evolution of the aneurysm towards stabilization or rupture are not fully understood.

It has been argued that aneurysms are acquired degenerative lesions originated by the

effect of hemodynamic stresses, since aneurysm formation can be produced experimen-

tally by solely augmenting hemodynamic stresses for instance by increasing collateral

flow after occlusion of one or more feeding vessels [112]. Presumably, the initial lesion

leads to the exposure of collagen and formation of a fibrin matrix that triggers a repair

process that remodels the wall of the aneurysm, modifying the geometry and creating

aberrant flow conditions in the lumen. The lesion of the endothelium also initiates the de-

velopment of a thin thrombus lining on the exposed collagen surface, which grows and

further changes the geometry and the flow conditions. During the remodeling process,

mural cells migrate to the intima and synthesize new collagen matrix while smooth mus-

cle cells infiltrate the luminal thrombus increasing the strength of the wall and protecting

2



it from rupture. Under these conditions, the unruptured walls present myointimal hy-

perplasia and thrombus [42]. Luminal thrombosis is known to cause two separate effects

leading to lesions on cell walls. First, luminal thrombosis produces high oxidative stress

in the wall, accumulating cytotoxic oxidized lipids which trigger cell death. Secondly,

these intracellular lipids lead to macrophage infiltration in the aneurysm producing in-

flammation. Inflammation and matrix degradation processes induce repair mechanisms,

such as mural cells migrating to the intima and synthesizing new collagen that counter-

act the degradative process. In this stage the aneurysm is stable [43]. When there is a

loss of mural cells, the repair mechanisms are interrupted and the aneurysm wall matrix

degenerates and becomes too fragile to resist hemodynamic pressure and eventually the

aneurysm ruptures [63].

1.1.2 Proposed aneurysms risk factors

We reviewed the literature [28] to understand the current knowledge about aneurysm

risk factors and the suggested hypotheses that connect the different risk factors with

the underlying mechanisms governing the aneurysm natural history. In the following

subsections, we try to summarize the most relevant factors. In particular, we will consider

the aneurysm location, the PAE, geometry, the vessel wall status, the patient’s genetics and

clinical factors, and the hemodynamics in more detail later in this section (1.1.3).

Location

Most IAs are located in the anterior circulation. The most common locations for anterior

circulation aneurysms are the anterior communicating artery (Acom) followed by the pos-

terior communicating artery (Pcom), the middle cerebral artery (MCA), and the internal

carotid artery (ICA) [33]. Differences in the size distribution of ruptured aneurysms ac-

cording to location have been reported [136], and has been hypothesized by other authors

that the critical diameter for rupture is proportional to the average wall thickness. This

3



suggests that aneurysms at smaller arteries may rupture at smaller sizes since they had

initially thinner walls [14]. These observations seem to indicate that rupture risk depends

on the location, and that aneurysms at the Acom and Pcom are more prone to rupture than

aneurysms at other locations. Several studies and observations [143, 49, 16, 17, 18, 45]

seem to suggest that abnormal flow conditions and high wall shear stress (WSS) in partic-

ular, play an important role in the development and rupture of Acom aneurysms.

The case of IAs located in the posterior circulation is less frequent (10% to 20%) [51, 137],

but has been associated with a higher risk of rupture [33, 130] than aneurysms in the

anterior circulation. The most common location in the posterior circulation is the tip of the

basilar artery (BA), followed by the origin of the posterior inferior cerebellar artery (PICA)

[51] and the posterior cerebral artery (PCA). Aneurysms of the PICA are relatively rare,

they account for approximately 18% of all aneurysms in the posterior circulation, but

aneurysms in this location have a high rupture rate of approximately 80% [85].

It has been shown [111] that Acom, Pcom and BA tip aneurysms tend to occur more often

in anatomically variant circle of Willis (figure 1).

The evidence may relate to more fragile wall disposition as it is not fully matured,

or to altered hemodynamics secondary to the anatomical variation. A CFD model of the

circle of Willis constructed from population averaged characteristics showed that high

WSS (>300dyne/cm2) occurred at locations where aneurysms are frequently seen and

in anatomic variations known to have increased risk of aneurysm development. Other

authors [36] concluded that the circle of Willis influences the development of intracranial

aneurysms, but it is not strongly correlated to rupture.

Peri-Aneurysmal Environment

Contacts between the aneurysm and extra-vascular anatomical structures of the PAE have

been suggested as potential factors affecting the rupture risk of intracranial aneurysms.

Computer models with idealized geometries have been used to propose that smooth con-

tact constraints provide protective support to the aneurysm dome by decreasing the wall

4



Figure 1: Simplified scheme of the circle of Willis
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stresses near the fundus, while increased wall stresses can be created by sharp contacts

or near the borders of contact regions where the wall can undergo sharp bends or defor-

mations [100].

The presence of contacts between the aneurysm and surrounding structures such as

bone, dura, brain cranial nerves, arteries and veins were identified in magnetic resonance

imaging (MRI), computed tomography (CT), and digital subtraction angiography (DSA)

images [117]. It was found that the PAE had a significant influence on aneurysmal rupture

pattern, whenever the aneurysm was in direct contact with extravascular structures.

A recent case study of a growing aneurysm analyzed with image-based CFD modeling

showed that in some cases contacts with structures of the PAE such as bone can signif-

icantly affect the shape and geometrical evolution of the aneurysm and can alter the

hemodynamic loads as the aneurysm grows [105].

Geometry

There is no general consensus with respect to the effect of size on the risk of rupture.

While studies indicate that small aneurysms (<7mm) located in the anterior circulation

are the lowest-risk natural history group [138] and giant aneurysms have a high risk of

rupture [32, 89], other studies indicate that size is not the most important determinant of

rupture risk [9, 83].

On the other hand, aneurysm shape has been proposed as an important factor for the

assessment of aneurysm rupture risk in several studies. For example, aspect ratio [126]

and shape descriptors or indices based on geometric moment invariants may be useful

in predicting imminent aneurysmal ruptures [75, 129, 67, 88, 97]. Additionally, irregular

multilobular appearances [8], non-spherical shapes (oval, oblong and multilobulated) [36],

and deviation of the aneurysm neck [3, 82] were found to be associated with rupture. CFD

studies from the group of Cebral [15] indicate that assymetric flow patterns, unsteady

distribution of pressure, angle dependency with the parent artery and bifurcations can

produce higher WSS, common in ruptured aneurysms.
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In short, after the aneurysm has formed, complex hemodynamic flow patterns given

by shape and geometry are thought to play a role in its continued growth and eventual

rupture. Local pathological alterations of hemodynamic forces can injure the vascular lin-

ing inducing inflammatory responses that result in vascular smooth muscle cell apoptosis

and migration and endo-thelial cell remodeling.

Vascular Wall

Loads on the aneurysm walls and hemodynamic conditions induce mechano-biological

changes in the wall structure that tend to weaken and degenerate the wall thus provoking

aneurysmal progression towards rupture. The shape of the aneurysm, its material proper-

ties, the loading, and its size, are important factors that affect the distribution of stresses

and strains within the wall [66].

Determining unambiguously the site of rupture of cerebral aneurysms is challenging.

Studies based on anatomical and histological observations reported that most of rup-

tures involve the dome, followed by the middle part of the aneurysm, and less frequently

the neck [80, 135]. From in-vitro studies and fluid-structure interaction models using

patient-specific (P-S)ific geometries, it is also believed that aneurysms usually rupture at

the fundus of the aneurysm [53, 54].

There are contradictory reports in whether the point of aneurysmal rupture is the

thinnest part of the aneurysm wall [45]. Another study indicated that the dome of un-

ruptured aneurysms is highly heterogeneous with areas of variable thickness that appear

to be related to the process of aneurysm development [60]. It was argued that these incon-

stant properties affect wall tensile stress and may play a role in aneurysm pathogenesis

and focal rupture.

Interestingly, it was also observed that small aneurysms have a larger portion of thin

wall than larger aneurysms.
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Genetics

Some hereditary disorders that cause vascular abnormalities, such as autosomal dominant

polycystic kidney disease (ADPKD) or Ehlers-Danlos syndrome (EDS) Type IV, have been

associated with IA or aneurysmal SAH. Aneurysm prevalence in ADPKD has been estimated

at approximately 5 times that in the general population[81], but not specially higher risks

of growth and rupture [6, 81].

The risk of prevalence or rupture of intracranial aneurysms of patients with a history

of one or more other family members suffering from SAH have been shown to depend

on the number of affected relatives, increasing for one and particularly two or more rela-

tives in comparison to the risk of sporadic cases [142]. It has been suggested that familial

aggregation may relate to genetic factors that determine defects of the arterial wall and

interact with shared environmental factors that predispose to a relative weakness of the

arterial wall [141]. However, no clear links to genetic determinants for aneurysms have

been reported in the literature[72], and the reported associations seem weaker in compar-

ison to other factors. Moreover, based on a large population study of Nordic twins with a

follow-up of 6 million person-years, heritability did not seem to be a determining factor

for rupture. High incidence of SAH in a familial group has been most likely attributed

to shared environmental risk factors (e.g., hypertension and smoking) rather than to a

genetic origin [65].

Clinical Factors

Female gender, smoker and ADPKD are the major identified clinical risks factors for in-

tracranial aneurysm formation. In particular, smoking has been shown to increase both,

the formation of new aneurysms and the growth rate of preexisting ones [20] Smoking

is known to cause inflammation in the arterial walls, which in turns weakens and pre-

disposes the wall for aneurysm formation. Most of the factors related to prevalence of

aneurysms seem to relate or affect either the artery wall or the hemodynamic loads [128].
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It has been suggested that the increased female prevalence of cerebral aneurysms and

SAH peaks in post-menopausal period, when there is a fall in estrogen levels. Changes in

estrogen levels may have ramifications on vascular integrity, as it promotes the normal

function of vascular wall [57]. It has also been suggested that anatomical and physio-

logical factors such as differences in vessel size and blood flow velocity result in higher

hemodynamic forces acting on the vessel wall in females, increasing the risk of prevalence

and rupture [69].

1.1.3 Role of the hemodynamics as a risk factor

Hemodynamics has been proposed for many years as a fundamental player in the process

of aneurysm formation and progression. An early review of the supporting evidence of

the theory of congenital etiology of saccular aneurysms concluded that there is no ev-

idence of a congenital, developmental, or inherited weakness of the wall; and that the

most plausible explanation is that aneurysms are acquired degenerative lesions caused

by hemodynamic stress [112]. The authors explained that the mural atrophy leading to

aneurysm development can be produced experimentally by hemodynamics alone. Occlu-

sion of one or more feeding vessels may enhance the possibility of aneurysm formation

at arterial bifurcations subjected to augmented hemodynamic stress associated to collat-

eral flow. Hypertension and connective tissue disorders associated with acquired loss of

tensile strength of the connective tissues are not essential; they seem to be aggravating

rather than causal factors. Another study explains that saccular cerebral aneurysms are

induced in rats by ligation of one or both of the common carotid arteries, experimental

hypertension, and beta-aminopropionitrile feeding [47]. Combination of ligation of the

carotid artery and experimental hypertension induce aneurysms within a few months by

increasing hemodynamic stress. Beta-aminopropionitrile makes the arterial wall fragile,

increasing the incidence of aneurysmal development. They observed that aneurysms are
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strongly related to increased hemodynamic stress, are located on the large arteries at the

base of the brain, and some originate from the apex of bifurcations.

Later, a study using 2D CFD simulations of idealized aneurysm models in curved and

bifurcating arteries showed increased WSS, pressure and impulse at the apex of bifurca-

tions and outer wall of curved vessels [41]. The authors concluded that in the absence of

any underlying disease process aneurysm development is a mechanically mediated event.

Another study explains that congenital aneurysms, which are mainly observed at branch-

ing sites in the circle of Willis, are developed as a consequence of mechanically-induced

degeneration of the wall internal elastic lamina with a genetic predisposition in the form

of a wall structure deficiency in frequent familial context [10]. In this same study, high

pressure zones were observed in CFD models, especially of terminal aneurysms; and the

authors suggest that the greater the pressure, the greater the risk of aneurysm rupture.

But, they also raise the question of whether the sites of high wall tension susceptible to

rupture coincide with regions of high pressure.

More recently, it has been shown that a combination of high WSS (>1220dyne/cm2) and

positive wall shear stress gradient (WSSG) (> 5300dyne/cm2/mm) produced by bilateral

common carotid artery ligation induce aneurysm formation at the terminus of the basilar

artery in rabbit models [74]. Subsequently, it has been suggested that some risk factors

such as smoking, alcohol and cocaine consumption, are thought to induce aneurysm

formation via mechanisms that increase blood pressure and hemodynamic stresses [86].

After the aneurysm has formed, complex hemodynamic flow patterns are thought to

play a role in its continued growth and eventual rupture. Local pathological alterations

of hemodynamic forces can injure the vascular lining inducing inflammatory responses

that result in vascular smooth muscle cell apoptosis and migration and endothelial cell

remodeling.

Several CFD based studies have proposed different indices as markers of regions prone

to aneurysm formation such as the aneurysm formation indicator (AFI) [72] or the gradient
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oscillatory number (GON) [106]. However, it is still not clear if these variables can reliably

identify local hemodynamic conditions that lead to aneurysm initiation [103].

Since associations between aneurysm rupture and irregular shapes and in particular

the presence of blebs or secondary lobulations have been reported, several studies have

investigated possible relationships between local hemodynamics and the formation of

blebs in IA. An in-vitro laser Doppler velocimeter study in two realistic models of an MCA

and a BA tip aneurysm showed non-uniform WSS distribution in the aneurysm walls and

regions exposed to relatively high WSS. Blebs of both aneurysms were exposed to high

WSS, and unlike previous idealized studies, the inflow zone was not exposed to high WSS

[121]. Similarly, high resolution phase contrast magnetic resonance in two realistic in-vitro

models of BA and MCA bifurcation aneurysms revealed that a bleb region in the BA tip

and a dome region in the MCA aneurysm were consistently exposed to higher WSS within

a small local area with high spatial variation and little temporal change in comparison

to other aneurysmal regions [2]. Another study, using mathematical models of the wall

mechanics, proposed the formation of blebs as a likely path to aneurysm rupture [73].

The authors suggested that the formation of daughter aneurysms temporarily decreases

the wall tension protecting the aneurysm from imminent rupture, until further growth

elevates the tension leading to rupture. Later, a P-S CFD study of the development of small

blisters in three aneurysms longitudinally followed suggested that low WSS magnitude

(<10 dyne/cm2) may trigger aneurysm progression and that blister formation is associ-

ated with high WSS gradient in the large region of low WSS [109]. In contrast, a CFD study

of 30 blebs in 20 aneurysms showed that most blebs occurred at or adjacent to regions

previously exposed to the highest WSS and were aligned with the inflow stream [22]. This

study also suggested that once blebs form they develop counter circulation vortices and

progress to a state of lower WSS.

Numerous studies have compared the hemodynamics of ruptured and unruptured an-

eurysms. A study of 53 P-S geometries argued that wide-necked aneurysms or those with

wide-caliber draining vessels are high flow lesions that tend to rupture at larger sizes,
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and that small-necked aneurysms or those with small-caliber draining vessels are low

flow lesions that tend to rupture at smaller sizes [48]. Another study based on 62 P-S

CFD models observed that concentrated inflow jets, small regions of flow impingement,

complex and unstable flow patterns were more frequent in ruptured than unruptured

aneurysms [20]. Subsequently, two case studies of aneurysms imaged immediately before

they ruptured confirmed that these qualitative characteristics were present in these two

aneurysms which were obviously at high risk of rupture [21, 102]. Later studies based

on 210 CFD models confirmed these trends [24], and defined quantitative indices such as

maximal WSS, the inflow concentration index (ICI), shear concentration Index (SCI), and

viscous dissipation ratio (VDR) that were found to be higher (except for VDR which was

lower) in ruptured than in unruptured aneurysms [23].

Another study [55] defined a flow impingement index (IMI) and showed that the max-

imum WSS increased with the IMI but the area of high WSS (defined as the region where

WSS >0.5 max WSS) is not proportional to the size of impingement. Additionally, this study

showed that there is a time delay between the flow impingement and the peak flow in the

parent artery, which depends on the aneurysm size and heart rate [55].

In a recent study of one MCA aneurysm, non-laminar flow behavior was observed, and

it was concluded that turbulence can be present in IA, causing increased WSS magnitude,

increased frequency at which the WSS vector changes direction, and local pressure fluctu-

ations; however it is unknown how these effects would alter cell remodeling and affect

the wall [127].

CFD studies of Acom aneurysms [18], ophthalmic artery aneurysms [30], and terminal

aneurysms [15] showed that ruptured aneurysms had on average higher WSS than unrup-

tured aneurysms. In contrast, other studies found that ruptured aneurysms were under

lower WSS [107] and had larger areas under low WSS than unruptured aneurysms [58, 128].

In another study, multivariate logistic regression analysis of morphological (size ratio,

undulation index, ellipticity index, non-sphericity index) and hemodynamic parameters

(average WSS, maximal WSS, low WSS area, average oscillatory shear index (OSI), number of
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vortices, relative residence time) in 119 P-S CFD models identified WSS, size ratio and OSI as

independent discriminants of aneurysm rupture status [141]. It has recently been argued

that apparent discrepancies in CFD findings [61] arise from simplistic univariate analysis

that can be resolved with multivariate analysis [139] and multi-population multicenter

data [19, 95].

Finally, studying aneurysm growth is important because aneurysm rupture has been

significantly associated with aneurysm growth during follow up [31, 59]. A few studies

have compared the hemodynamics of growing and stable aneurysms longitudinally fol-

lowed. One study compared a growing aneurysm to a stable aneurysm and observed

abnormally low WSS (<10dyne/cm2) in the region where the aneurysm grew [57]. Sim-

ilarly, another study analyzed seven growing aneurysms and concluded that aneurys-

mal growth occurs at regions of abnormally low WSS [11] (<7dyne/cm2). Another study

considered 9 growing aneurysms and 16 stable ones and observed that complex, unsta-

ble flow patterns and concentrated inflows were more common in growing aneurysms,

and that growing aneurysms had lower viscous dissipation ratios, higher maximum WSS,

lower minimum WSS, larger areas under low WSS, and larger OSI [104]. Another CFD study

of two growing tandem aneurysms of the PICA showed that the proximal multilobular

aneurysm had high flow and physiological levels of WSS (4.5dyne/cm2 to 12dyne/cm2)

in the region of growth, whereas the distal rounded aneurysm had low flow and low WSS

(0.2dyne/cm2 to 4.5dyne/cm2) in the growing sac [118]. This study suggested that the

growing region of an aneurysm could be exposed to either high WSS at the inflow zone

or to low WSS and high OSI in the aneurysm sac.

Other studies compared the hemodynamics in stable aneurysms and in aneurysm that

ruptured during the observation period. One such study compared 6 ruptured aneurysm

to 26 stable aneurysms and found that the so called energy loss coefficient (EL) was higher

in the ruptured group, but WSS was similar between the two groups [90]. Additionally,

flow visualizations suggested that although the mean average inflow speed of ruptured

aneurysms was 2 times higher than that of the stable aneurysms, the flow inside rup-
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tured aneurysms appeared to undergo longer resident tracks, with stronger impact on

the aneurysm wall. On the contrary, the flow inside stable aneurysms passed smoothly

through the aneurysms. A second study analyzed 50 ICA aneurysms (6 ruptured during

observation) and 50 MCA aneurysms (7 ruptured during observation) and concluded that

a pressure loss coefficient (PL) was smaller in the aneurysms that ruptured for both loca-

tions, minimum WSS was lower for ruptured aneurysms in the ICA but not in the MCA,

and average WSS, maximum WSS, OSI and EL were not significantly different between the

two groups [120].

1.1.4 Interaction between IAs risk factors

Figure 2 summarizes the data and ideas presented in the literature reviewed in [28].

Figure 2: IA risks factors and their interactions.
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Briefly, several factors induce biological processes in the wall that result in its progres-

sive degeneration, remodeling, weakening and repair. The wall structure and hemody-

namic loads determine the wall tension or stress which drives the geometric progression

of the aneurysm. In turn, the aneurysm geometry, its size and shape, affects the flow pat-

tern within the aneurysm sac. The hemodynamic environment together with the status

of the aneurysm wall induce wall remodeling processes as well as thrombus formation

and subsequent inflammation processes that affect the wall structure, thus closing the

cycle. The PAE plays an important role when the aneurysm enters in contact with extra-

vascular structures that constrain its shape thus influencing wall stresses and subsequent

wall remodeling.

Other risk factors seem to indirectly influence this evolution cycle by either altering the

hemodynamic loads or affecting the wall structure and cellular composition. Aneurysm

location seems to be an important factor that influences the hemodynamics (e.g. through

anatomic variants of the circle of Willis, arterial bifurcations), it also influences the wall

structure (e.g. wall thickness at different locations, possible structural deficiencies at bi-

furcations), and determines whether the PAE is constraining or protective. Genetics and

clinical factors seem to predispose the wall for aneurysm development or aggravate its

chances of progression and rupture. Finally, rupture appears to occur when wall stress

exceeds wall strength, typically precipitated by a trigger factor that suddenly increases

the hemodynamic load (pressure).

Several studies have related hemodynamic and geometric variables to aneurysm for-

mation, growth and rupture. However, to date, the results do not seem conclusive and in

some cases seem to be in conflict. In our opinion, there are three main reasons:

1. the mechanisms of aneurysm development are multi-factorial, therefore finding a

single variable that determines if an aneurysm will rupture may be difficult

2. there may be competing mechanisms simultaneously at play during the evolution

of the aneurysms, for instance wall degeneration associated to abnormal nitrous
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oxide (NO) production in response to high WSS, or wall degradation associated to

inflammation from thrombus formation in regions of low WSS

3. the intrinsic limitations of the studies that have been carried out may prevent their

direct comparison, generalization and interpretation.

Many studies have established correlations between geometric or hemodynamic vari-

ables and clinical events such as growth or rupture. The results of these studies have to

be carefully interpreted. First, although correlation does not imply causation [61], under-

standing the causes of aneurysm development and progression may help us understand

the observed correlations. Therefore, correlation studies are important to constrain the-

ories of aneurysm evolution, since these theories should be able to explain observations

such as the ones summarized in this review. Secondly, univariate statistical analysis identi-

fies variables related to rupture, for example, while multivariate analysis retains indepen-

dent variables with the strongest association to rupture and eliminates other dependent

variables with weaker correlation to rupture. For instance, if max WSS and the low shear

stress area (LSA) are not independent and one of them, say LSA, has a slight stronger

correlation to rupture, it will be retained by the statistical model. However, this does not

necessarily imply that the underlying mechanism is purely related to low WSS effects, it

could actually be related to max WSS effects, or a combination of both. Therefore, it is

important not only to identify variables connected to rupture (or other clinical events),

but also to understand their inter-dependence.

The resolution of these apparent conflicts and identification of the mechanisms leading

to wall degeneration and aneurysm progression will likely require multi-center studies

based on a common approach and data selection criteria, uniform data analysis and mod-

eling protocols, standardized variable definitions, and multiple populations [19, 95, 115].

Using longitudinal data of UIA, usually comprising small low risk aneurysms, is impor-

tant to identify which of these aneurysms are likely to grow and subsequently rupture,

and thus recommend their preventive treatment. On the other hand, the use of cross-

sectional data (at a single time point) of ruptured and unruptured aneurysms is impor-
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tant to identify larger aneurysms that perhaps should be conservatively observed, thus

preventing unnecessary interventions. Large multi-center samples are important to ob-

tain statistically significant results valid across populations. Finally, the combination of

clinical, imaging, epidemiological, biomechanical and biologic data is important to test

hypotheses about the underlying mechanisms governing the natural history of cerebral

aneurysms.

1.2 treatment of intracranial aneurysms

Surgical clipping and endovascular treatment as coil embolization and flow diversion are

the most common methods for treating intracranial aneurysms. Endovascular treatment

has become the method of choice for many cases, as the craniotomy associated to clip

litigation impose considerably more physiological stress in the patient. In the procedure

of an endovascular treatment, a microcatheter is injected in the thigh and guided up to

the location of the aneurysm. With the help of this microcatheter, the detachable coils are

introduced into the lumen of the aneurysm. In most situations, several coils are used to

clog the aneurysm. This arrangement is supposed to prevent high velocity blood flow

inside the aneurysm.

Though commonly applied, clipping and coiling, however, present limitations in the

cases of giant aneurysms, aneurysms with wide necks, or aneurysms affecting a signifi-

cant portion of the parent vessel. In the situations where the neck of the aneurysm is not

clearly defined, it is not possible to differentiate the aneurysm from the artery, and the

clip or the coils can block the artery. As a workaround when inserting a coil in a aneu-

rysm with wide neck, the interventionist can place a stent in the artery to cover the neck

and to prevent the coil to occlude the parent artery.

Currently there is considerable interest in the use of flow diverting devices to treat

cerebral aneurysms. The aim of these techniques is to reconstruct the parent artery by

deviating the blood flow away from the aneurysm, thus creating a hemodynamic environ-
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ment inside the aneurysm that is favorable for thrombosis and occlusion of the aneurysm.

Figure 3 shows a scheme of the different endovascular treatment options.

(a) (b) (c)

Figure 3: Methods for endovacular treatments of aneurysm. (a) Coils, (b) coils supported by stents

in cases of aneurysm with wide necks, and (c) flow diverting devices.

Assessment of the technical success of the intervention with a flow diversion device is

difficult at the time of the procedure. When coiling an aneurysm, the interventionalist typ-

ically adds coils until no contrast fluid is seen entering the aneurysm, then the procedure

is considered a technical success. Conversely, when a flow diverting stent is deployed

across the neck of an aneurysm, there is almost always contrast entering the aneurysm

even though the intra-aneurysmal flow pattern may already be adequate for thrombosis

and successful occlusion of the aneurysm. Therefore, during the procedure, it is difficult

for the physician to know whether the effect of the flow diverting stent will be enough

or whether he/she needs to either deploy an additional stent or select a stent with lower

porosity.

1.2.1 Modeling of P-S hemodynamics

Modeling blood flow through these endovascular devices in IA is crucial for improving

their design, and to personalize and optimize endovascular stenting procedures in the

treatment of aneurysms. Personalized simulations have demonstrated to be a fast, reliable
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and inexpensive way of modeling blood flow inside these aneurysms. Studies using these

models have the potential to replicate the exact anatomy of specific patients in order

to connect specific hemodynamic factors to clinical events. Moreover, P-S CFD models

before and after deployment of flow diverting devices can help physicians better plan

their endovascular interventions using these devices.

A methodology has been previously developed [27] in the Center for Computational

Fluid Dynamics at George Mason University, to conduct P-S studies including endovascu-

lar devices. It includes image-processing and segmentation algorithms, unstructured 3D

grid generation, a finite element solver for Navier-Stokes equations, rheological models

and visualization techniques. One of the applications of this methodology is the study of

the alterations in the local hemodynamics of the vessel due to the introduction of a FD, a

phenomenon which is yet not fully understood. Numerical simulation are well suited for

the assessment of the complex nature of aneurismal flow in this case.

Nevertheless, this methodology for simulating the effects of endovascular devices cur-

rently presents important practical difficulties for clinical use. These simulations should

be carried out in a few minutes on a typical workstation available in the angiography suite

by trained but not necessarily expert modelers, but the computational time for these type

of simulations is currently in the order of days. The memory requirements of a typical

mesh of an aneurysm are such that the simulation can be run in a personal computer in a

reasonable amount of time. However, the presence of a FD in the simulation can increase

the simulation cost at least ten-fold and thus needs to be run in a supercomputer. The

computational cost arises because endovascular devices present a rather dense and fine

strut network, increasing the complexity and the size of the meshing.

Here, we present an alternative strategy to running a costly simulation of an aneurysm

with a FD that significantly reduces the computational cost. In the present work, we dis-

cuss and validate the modeling of the FD as a porous medium. The advantages of this

approach reside both in its simple implementation and the gain in computational time.
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1.3 cfd simulations of p-s hemodynamics

1.3.1 Reference works on techniques for P-S simulations

The process of simulation of P-S hemodynamics from medical images can be divided

into two major stages: anatomical modeling and blood flow modeling. These main stages

involve multiple steps, and the complete set of sequential modeling stages is called a

computational modeling pipeline [20]. The pipeline includes image acquisition, methods

for image processing, segmentation techniques, stent deployment, grid generation and

numerical simulations. Cerebral aneurysms are a particularly challenging problem due

to the high degree of geometric complexity and the large number of steps involved in the

modeling pipeline.

This methodology is not only applied to the study of a variety of vascular diseases

[56, 29, 113], but also provides the possibility of studying the alterations to the flow

pattern before and after an actual endovascular intervention. This type of study allows the

clinician to plan the best treatment for a particular patient [124], and also gives valuable

information for improving the design of these diverting devices.

When considering endovascular devices in the model, in addition to the difficulties of

constructing the computational model of the artery and aneurysm, there is the challenge

of creating the model of the device for this complex P-S geometry. In this case, it is neces-

sary to design a method to deploy a given stent into a P-S vascular model. In Ref [78], this

deployment is done in four steps which include 1) the extraction of the centerline of the

parent vessel, 2) an initial cylindrical host surface generation, 3) the adaptation of this sur-

face to the vessel wall, and 4) mapping a stent design on the generated surface. Additional

challenge lies in the construction of acceptable computational grids inside the vessel and

around the device. One of the traditional approaches is using body fitted grids, where

the external mesh faces match up with the surface of the domain. This method, however,

has the complications that the surface of the computational domain must be given by a
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watertight assembly of analytical or discrete patches. For complex geometries and com-

plex endovascular devices, it can be tedious and prone to errors [131, 35]. A different

approach to obtaining a grid for these models is using an adaptive embedded-grids tech-

nique [4], which avoids the complication of body fitted grids and simplifies tremendously

the meshing process [5]. In this technique, the grid is adaptively refined in the vicinity

of the surface of the endovascular device, and the elements close to the immersed device

surface are treated with the proper flow boundary conditions.

All these advances in medical imaging and vessel segmentation/reconstruction algo-

rithms and techniques have led to increasingly widespread use of image-based CFD mod-

eling of P-S cerebral aneurysm hemodynamics [25, 13, 116, 44, 1], not only for the study

of the local hemodynamics, but also to infer the effects of endovascular therapy on it

[113, 48, 108, 57]. Results from different research groups carrying out simulations of re-

producible benchmark problems has been compared in the Virtual Intracranial Stenting

Challenge 2007 [91]. The aim was to establish the reproducibility of state-of-the-art simula-

tion techniques in subject-specific stented models of IAs. The comparison shows that the

results obtained by the different research groups are consistent, despite the diversity of

grid generation and CFD technologies used.

1.3.2 P-S CFD and its validation with experimental measurements

CFD simulation has been previously validated for hemodynamics using several techniques,

including analytical solutions [114] and in vivo comparison with flow velocity measure-

ments obtained with phase-contrast MRI and Doppler ultrasound (DUS) [12]. Idealized CFD

models are helpful to understand the hemodynamic characteristics in generic anatomical

configurations, and idealized in vitro experimental studies have also been used often in

the validation of CFD techniques. However, P-S models, which are necessary to relate

the observed hemodynamic variables to the clinical events, have not been exhaustively

validated against independent experimental measurements. To date, in vitro studies of
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P-S cerebral aneurysm geometries have been limited to qualitatively CFD-particle image

velocimetry (PIV) 2D comparison of flow fields, considering only the in-plane velocity

component and scaled-up models that provide optical access [40]. Further validation of

P-S models is necessary to improve the confidence in CFD simulations.

1.3.3 The PMM as an alternative approach for P-S CFD

The use of PMM is an alternative strategy for the modeling of FD which we explore in

this work. A comparison between this approach and a simulation with a real stent geom-

etry has been reported in a recent paper [7], showing a good similarity in flow pattern

and magnitude. However, this work only considered only one type of stent design. It is

largely unknown how to specify porosity parameters in the case of different FD designs,

or how to account for the variation of the local stent porosity in its deployed state, which

may be significantly different to the reference porosity, because of stent over-sizing and

foreshortening. Besides stent porosity, there are other factors that affect the blood flow

pattern, including strut design, and mesh hole shape. In Ref. [64], researchers report that

changes in the performance of stents can be predicted from the hydraulic resistance of

their flat mesh screens.

The limits of applicability of the PMM approach remain to be clarified as well as the re-

quired mesh resolution around the FD surface, both of which are the among the purposes

of this work.

1.4 organization of this work

The computational modeling pipeline described in the previous sections has proven to be

a powerful tool to study the role of the hemodynamics forces in the stages of general cere-

bral aneurysms. The aim of this work is to solve the practical difficulties for the clinical
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use of these tools in assessing the real risk of rupture and the effect of an intervention in

P-S cases.

We study the differences between the results of the CFD simulations when compared

against experimental measurements of realistic three-dimensional geometries (chapter 2).

We use data sets from PIV measurements of three anatomically-realistic models corre-

sponding to three stages of a growing cerebral aneurysm and evaluate quantitatively the

degree of similarity of both three-dimensional velocity fields in the ranges studied.

In chapter 3, first we show that the geometric characteristics of a FD can be associated

to a porous medium. Second, considering the FD as a flat wire screen, we use an empirical

correlation for the pressure loss in flat wire screens to characterize the FD. We determine

that the behavior of the FD can be predicted by the porous models in the Re interval

of interest, by comparing the results of simulations using the PMM method to results

obtained by several other methods.

Finally, we apply the PMM to a different combination of P-S geometries and FD (chapter

4), and compare qualitatively and quantitatively the results with the ones obtained using

the immersed method (IMM) method. We discuss the results and their dependence to the

porosity.

In chapter 5 we summarize the conclusions of this work.
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VA L I D I T Y O F C F D F O R P - S M O D E L S

Hemodynamics is thought to be a fundamental factor in the formation, progression and

rupture of cerebral aneurysms [101] and its understanding is important to improve their

rupture risk assessment and treatment. In this chapter we analyze the blood flow field in

a growing cerebral aneurysm using experimental PIV and CFD techniques. This chapter

includes the results presented in our peer-reviewed publication [93].

Three P-S models were constructed from longitudinal 3D computed tomography an-

giography (CTA) images acquired at one-year intervals. Physical silicone models were

constructed from the CTA images using rapid prototyping techniques and pulsatile flow

fields were measured with PIV. Corresponding CFD models were created and run un-

der matching flow conditions. Both flow fields were aligned, interpolated, and compared

qualitatively by inspection and quantitatively by defining similarity measures between

the PIV and CFD vector fields. Results showed that both flow fields were in good agree-

ment. Specifically, both techniques provided consistent representations of the main intra-

aneurysmal flow structures, and their change during the geometric evolution of the an-

eurysm. Despite differences observed mainly in the near wall region and the inherent

limitations of each technique, the information derived is consistent and can be used to

study the role of hemodynamics in the natural history of intracranial aneurysms.

2.1 understanding evolution of ia by the study of longitudinally fol-

lowed cases

Most previous studies of the hemodynamics of cerebral aneurysms have been limited to

aneurysms imaged only once [20, 107, 128]. However, in order to improve our knowledge

of the mechanisms governing the evolution of cerebral aneurysms it has become necessary
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to analyze aneurysms that have been longitudinally followed during their natural evolu-

tion [11]. Only a few studies of the P-S hemodynamics in growing cerebral aneurysms

longitudinally followed with 3D imaging have been carried out. This is a challenging task

because typically most aneurysms are preventively treated and only a few which are con-

sidered to carry a low rupture risk are conservatively observed. In one of such studies,

Jou et al. [57] analyzed a growing and a stable fusiform BA aneurysm that was followed

for two years with MRI. They reported abnormally low WSS values in the area of aneurys-

mal growth and that the flow patterns did not change during the observation period.

Similarly, Boussel et al. [11] analyzed seven growing cerebral aneurysms also longitudi-

nally followed with magnetic resonance angiography (MRA), and again concluded that

aneurysm growth occurs at regions of abnormally low WSS. Tateshima et al. [122] stud-

ied with PIV the flow dynamics in a growing middle cerebral aneurysm harboring a bleb.

They observed little change in the flow fields before and after growth. They also observed

flow separation at the margins of the bleb and a decrease in the flow and WSS within the

expanding bleb. In most previous studies of cerebral aneurysms, the flow dynamics has

been analyzed using both experimental [122, 123, 76] and computational [107, 113, 20]

modeling. Several approximations and assumptions are made with each technique and

each approach has its own set of limitations. Thus, the motivation of this study is twofold.

The primary objective is to investigate whether experimental and computational models

derived from longitudinal 3D medical images would produce consistent descriptions of

the hemodynamics in cerebral aneurysms and its variations during the aneurysm pro-

gression. The second objective is to describe the blood flow fields observed during the

evolution of a growing aneurysm. Note that the goal is not to reproduce exactly the ex-

perimental results with numerical models, but rather to investigate whether experimental

and computational models constructed from the same images and under similar but not

exactly matching assumptions and boundary conditions would yield consistent descrip-

tions of the blood flow fields. Validation studies comparing CFD and PIV using P-S cerebral

aneurysm geometries have been previously carried out [40]. This work extends those pre-
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vious studies by considering a growing aneurysm and allowing for some freedom in the

choice of approximations and assumptions typically made with each modeling strategy.

2.2 generating in vitro and computational p-s models

2.2.1 Clinical and image data

An intracranial aneurysm with documented growth was selected from a database of un-

ruptured, untreated cerebral aneurysms longitudinally followed with non-invasive 3D

imaging [122]. Aneurysms in this database are classified as growing if their size changes

by at least 0.5mm in any direction, as determined by experienced neuroradiologists. The

selected patient was a 51 years old male with a 6.5mm aneurysm located in the Acom.

Typically, aneurysms in this location receive blood from two sources: the A1 segments

of the left and right anterior communicating artery (ACA). However, in this particular pa-

tient, the aneurysm is only fed from the left A1, the contralateral (right) A1 is missing

(hypoplastic or aplastic). This patient has three A2 segments of the ACA, one irrigating

the left hemisphere and two the right hemisphere. All these three A2 segments are sup-

plied by the single left A1 segment. This aneurysm was imaged at one year intervals for

four years between 2004 and 2008 using CTA. The CTA images consisted in 330 to 360

slices with 512pixels× 512pixels, an in plane resolution of 0.39mm and a slice thickness

of 0.5mm. Because the aneurysm exhibited growth during the follow-up period, it was

subsequently treated endovascularly with coils. Figure 4 shows volume renderings of the

three longitudinal CTA images used in this study, corresponding to the initial exam and

follow-up observations at 8 and 27 months. Arrows in this figure point to the regions

of the aneurysm observed to enlarge. The volumes of the aneurysm region defined by a

surface passing through the neck at each examination time were 0.33 cm3, 0.32 cm3, and

0.49 cm3.
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Figure 4: Volume-rendered longitudinal CTA images at three time points during the evolution of a

growing IA it the ACA. Arrows point to the enlarging regions.

2.2.2 In vitro models

The aneurysm and connected arteries were manually segmented from the CTA images

corresponding to each examination during the observation period. The resulting surfaces

were smoothed to remove any stair-stepping artifacts and saved in stereolithographic for-

mat (STL). The three vascular models (named M1, M2 and M3) and their superposition

are shown in figure 5. The STL surfaces were scaled 3:1 with respect to the in vivo anatom-

ical dimensions and used to build corresponding silicon models using rapid prototyping

techniques and a 3D printer (R-Tec Corporation, Japan). An example is shown in figure

6. These models were placed in a pulsatile flow loop and the velocity field was mea-

sured using PIV. The silicon models were considered rigid since the distance from the

inner wall to the external flat wall of the block was thick enough to neglect its disten-

tion. The PIV system comprised a laser sheet for the visualization of 1mm thick plane

of the flow field, trigged at intervals of 150µs, and a CCD camera with a resolution of

1376pixels× 1040pixels. The camera and laser oscillator were fixed on a commercial stage

controller (Sigma Koki Co., Japan) to allow the positioning and rotation of the camera and
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(a) model M1 (b) model M2 (c) model M3

(d)

Figure 5: (a-c) Geometrical models of a growing IA at three time points during its evolution, recon-

structed from longitudinal CTA images and used to construct corresponding PIV and CFD

models. (Straight extensions added to inflows and outflows are not shown in the images.)

(d) Superposition of the vascular models showing the regions of aneurysm enlargement

(white: model M1, red: model M2, blue: model M3).
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Figure 6: Silicone model of the aneurysm in the last CTA examination.
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laser together. The working fluid used was a mixture of glycerin and water. To eliminate

optical distortions, the refraction index of the working fluid was matched to that of the

silicon resin by continuously varying the content of glycerin while checking the distor-

tion of a pattern observed through the model. A solution of 58% glycerin by weight gave

the best match to the silicon refraction index of 1.409. The viscosity and density of this

working fluid were µ = 0.0082Pa s and ρ = 1140 kg/m3, respectively. The PIV system was

calibrated using images acquired in the PIV system and the STL data. With a slight change

of the refraction index of the working fluid, the outline from the silicone inner wall on a

measuring plane could be acquired on the PIV image. Counting the pixels on the image

(e.g., the radius of the parent artery), the number of pixels was converted to a length (mm)

based on the STL data on the same plane. The velocity vector field was calculated from

the double-frame acquired images based on the path of the particles. The pulsatile flow

conditions were derived from in vivo ultrasound measurements of flow velocities in ACAs

of normal subjects [50]. The inflow waveform was generated by adding a pulsatile flow to

a steady flow. The pulsatile flow was produced by a pulse generator, which consisted of

a numerically positioning-control servomotor (VLBS-A11012; Toei Electric, Tokyo, Japan)

and a bellows pump (WB-0075629; Eagle Industry, Tokyo, Japan). In order to trigger the

PIV system to collect images at the same point in the cardiac cycle, a douser was fixed at

the edge of the turn table on the pulse generator. This douser passed a photointerrupter

at the start point of each pulsatile cycle, producing a signal which was digitized by a

G-program written in Labview software (National Instruments, Co.) in order to transmit

the start point to the PIV system and trigger the laser pulse and the camera at the same

time via a synchronizer. The PIV data were averaged through 30 cycles. During the PIV

experiments, the flow in the A1 segment of the in vitro model was measured with ultra-

sound (figure 7), and the inflow waveform was controlled to mimic the waveform shape

and to match the Reynolds and Womersley numbers of the in vivo measurements. The

Reynolds number based on the ACA diameter varied in the range of 450 to 800 and the

Womersley number was 2.7. The flow in the outflow branches was set proportional to
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Figure 7: Pulsatile flow waveform measured at the A1 segment of the PIV model, and used to

derive flow boundary conditions for the CFD model. The marks horizontal axis indicate

the PIV measurements during the cycle.

the corresponding vessel areas. Straight vessel segments were added at the model inlets

and outlets to minimize boundary effects and allow for flow development. Because this

PIV system cannot measure three-dimensional flow fields, the in-plane components of the

flow velocity were measured on two sets of orthogonal planes separated by 1.0mm at

four instants of time during the cardiac cycle. The sets consisted in 19 planes perpendic-

ular to the x-direction and 15 planes perpendicular to the y-direction. Each plane had

a resolution of 43points× 32points, and the separation between points was 0.82mm in

each direction for the first set and 0.78mm for the second set.

An estimation of the error or uncertainty of the PIV velocity measurements was obtained

by comparing the z-velocity component, which was measured twice, once in the set of

planes normal to x and again in the set of planes normal to y. Each measurement is

the average over the 30 cardiac cycles. The absolute difference between the z-velocity of

each measurement was calculated and averaged over the region of interest. The difference

varies during the cardiac cycle between 4% and 10% of the peak systolic velocity. More

details about the experimental setup and PIV measurements can be found in [76].
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2.2.3 Computational models

The CFD models of the aneurysm at each stage of its evolution were created from the

corresponding STL surfaces. The computational models were built with a 1:1 scale with

respect to the in vivo geometry. Unstructured grids composed of tetrahedral elements

were generated using an advancing front technique and a minimum resolution of 0.02 cm

[71, 27]. The resulting grids contained approximately 1.92× 106, 1.77× 106, and 1.84× 106

elements, respectively. Blood flow was mathematically modeled using the unsteady 3D

Navier-Stokes equations for an incompressible Newtonian fluid. The governing equations

were advanced in time using a fully implicit scheme [25] that recasts the original equations

as a steady-state problem in pseudo-time (θ) at each time-step (n):

uξ,θ + u
ξ · ∇uξ +∇pξ = ∇η∇uξ − u

ξ − un

ξ∆t
(1)

and

∇ · uξ = 0, (2)

where u is the velocity, p the pressure, ξ the kinematic viscosity, un denotes the velocity

at the previous timestep and uξ = (1 − ξ)un + ξun+1. These equations are solved us-

ing a pressure-projection method where the spatial discretization is carried out using an

edge-based upwind finite element method [71]. The discretized momentum equation is

solved using a generalized minimal residuals (GMRES) method and the discretized pres-

sure Poisson equation is solved using an efficient deflated preconditioned conjugate gra-

dients method [79]. The flow waveform measured in the A1 segment of the PIV model

(figure 7) was scaled to get matching Reynolds and Womersley numbers for the CFD

model. The flow rate at the CFD inlet boundary in the ICA and the outflow through the

MCA were adjusted to match the scaled waveform at the A1 segment as closely as possible.

A fully developed Womersley velocity profile was imposed at the model inlet. Traction-

free boundary conditions were prescribed at the outlets and no-slip boundary conditions
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on the vessel walls. The pulsatile simulations were carried out using 100 timesteps per

cardiac cycle, for a total of two cardiac cycles. Results are presented for the second cycle.

2.2.4 Post-processing

The two sets of orthogonal PIV measurements of in plane flow velocities were used to

recover a 3D velocity field at each instant during the cardiac cycle and for all the aneurysm

geometries. Both sets of planes were interpolated and combined into a new data set. The

combined volume was limited to the intersection of both sets, as it was necessary to have

information of all three velocity directions. The resulting grid consisted of approximately

20 000 points. The velocity vector field was linearly interpolated to each point and the

z-component (measured in both sets) was averaged between the two original sets. This

new 3D PIV dataset included points within the fluid volume and points in the external

space. Therefore, this dataset was masked to identify the points that belong to the fluid

volume (i.e. with a non-zero velocity). Because the construction process of the in vitro

model does not preserve the coordinate reference frame of the original CTA image data,

it was necessary to align the 3D PIV and CFD dataset. This alignment was carried out

manually until the models visually matched as closely as possible. Once aligned, the 3D

PIV velocity data was interpolated to the CFD mesh points for comparison. Finally, in order

to compare the flow fields of dynamically similar models (i.e. with same Reynolds and

Womersley numbers but different scales) it was necessary to make the velocity fields non-

dimensional. This was done by using the corresponding peak systole velocity magnitudes

as the velocity scales. Subsequent flow visualizations and quantitative comparisons were

carried out using the dimensionless velocity fields.
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2.2.5 Flow visualization

The instantaneous intra-aneurysmal flow patterns were visualized using streamlines color

coded according to the local velocity magnitude. In order to depict the overall flow struc-

ture, a total of 100 streamlines were initiated at randomly selected locations within the

aneurysm volume and traced in the forward and backward velocity directions. The flow

structure was also visualized using a vortex coreline detection algorithm. Vortex corelines

are defined in this work by the locus of points which share two of the following proper-

ties [96, 84]: 1) the velocity and acceleration vectors are parallel, and 2) the instantaneous

streamline curvature is zero. Mathematically, these conditions can be expressed in the

form of an eigenvalue equation

U · u = λu, (3)

that is satisfied by points in the computational domain where the velocity vector is an

eigenvector of the velocity gradient tensor U. Corelines are computed algorithmically in

the computational domain using the eigenvector method of Sujudi and Haimes [119]. For

each tetrahedral element, the following steps are applied:

• Compute and diagonalize the Jacobian matrix for the host element.

• Verify that the eigenvalue spectrum consists of one real eigenvalue and a pair of

complex conjugate eigenvalues. If this condition is not satisfied, skip to the next

element.

• Form a reduced velocity vector w at each node in the element by subtracting the

components of the velocity that point along the eigenvector associated with the real

eigenvalue ξR. The reduced velocity can then be expressed as w = u− (u · ξR)ξR.

• For each face on the element, use linear interpolation to determine if there is a point

on that face where the reduced velocity is zero. If two faces are found to have a zero

point, the element is marked to contain a coreline segment.
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2.2.6 Comparison indices

In order to quantitatively compare the CFD and PIV velocity fields, two simple indices for

measuring their similarity were defined inspired in the measures described in [68]. The

first measure, called the angular similarity index (ASI), is defined as the cosine of the angle

subtended by the CFD and PIV velocity vectors at a given point in space:

ASI ≡ uCFD · uPIV

|uCFD||uPIV|
(4)

This index varies in the range [-1, 1], being 1 the highest angular similarity. The second

measure, denoted magnitude similarity index (MSI), is based on the absolute difference

between normalized velocities, and is defined as:

MSI ≡ 1− |
|uCFD|

max(|uCFD|)
−

|uPIV|

max(|uPIV|)
| (5)

This index varies in the range [0, 1], being 1 the highest magnitude similarity. Finally, cor-

responding global similarity measures were then obtained from the point-to-point simi-

larity indices as the volume integral of angular and magnitude similarities over the region

of interest divided by the aneurysm volume.

2.3 comparison between cfd solution and piv measurements

In the previous section, realistic in vitro and computational hemodynamics models at

three time points during the natural evolution of a growing intracranial aneurysm were

constructed using the P-S geometry derived from longitudinal CTA images and pulsatile

flow conditions. In this section, these models were used to compare the CFD and PIV flow

fields, and to describe the intra-aneurysmal hemodynamics and its change during the

aneurysm progression.
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2.3.1 Flow description and qualitative comparison

Visualizations of the intra-aneurysmal flow patterns are presented in figure 8. Each panel

of this figure (left, center and right) shows the CFD (left column) and PIV (right column)

flow fields at the four instants of time during the cardiac cycle (rows), using instantaneous

streamlines colored with the local velocity magnitude.

It can be seen that the CFD and PIV flow fields are in good qualitative agreement and

that both techniques yield a consistent description of the intra-aneurysmal hemodynamics

for all geometries and all times during the cardiac circle. Specifically, these visualizations

show that a thin layer of blood enters the aneurysm at the distal part of the orifice, im-

pacts against the distal part of the aneurysm body, recirculates within the aneurysm sac

and swirls into the three daughter branches (A2’s), although the most proximal A2 branch

(A2-2) receives most of its flow from the proximal parent vessel and exhibits much less

swirling. The overall flow structure persists during the cardiac cycle and the main recir-

culation region expands and contracts as the flow accelerates and decelerates from the

systolic to the diastolic phase. As the aneurysm grows, the main recirculation region be-

comes more elongated towards the aneurysm dome and changes slightly the position and

orientation of its axis of rotation.

Although the CFD and PIV techniques yield consistent flow patterns, there are differ-

ences between the corresponding flow fields that can be observed in figure 8. First, in

general the velocity magnitudes are higher in the CFD models than in the corresponding

PIV models. Secondly, the PIV streamlines stop inside the aneurysm, near the wall. Thirdly,

the PIV velocity magnitude is noticeably smaller close to the wall in the flow impingement

region. In particular, the PIV velocity magnitude along streamlines seems to decrease as

the streamline approaches the wall at the impingement location and then recovers its

original values after the impingement zone.

In order to analyze the similarities and differences of the CFD and PIV flow patterns

and their variability during the cardiac cycle and during aneurysmal evolution, vortex
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Figure 8: Visualization of aneurysmal flow pattern using streamlines. The panels from left to right

show the flow pattern at the three time points during the evolution of the aneurysm

(corresponding to models M1, M2, and M3 of figure 5). The left column of each panel

shows the CFD flow field, while the right column the PIV flow field. The four rows show

the flow fields at four instants of time during the cardiac cycle (time 1, 2, 3 and 4 of

figure 7).
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corelines were computed and visualized. Figure 9 presents the CFD and PIV vortex core-

lines detected in the CFD (black) and PIV (red) flow fields for each of the aneurysm ge-

ometries (columns) and time instants during the cardiac cycle (rows). Again, these vi-

sualizations show that the CFD and PIV techniques yield consistent descriptions of the

intra-aneurysmal flow structures.

Essentially, the flow swirls around one main vortex coreline aligned with the outflow

vessels (A2 branches) and bend towards the dome of the aneurysm. For each aneurysmal

geometry, the main structure of the flow does not change substantially during the cardiac

cycle, although some variability in the shape and location of the vortex corelines can be

observed. It can be seen that the CFD and PIV vortex corelines tend to coincide. The largest

differences are observed at end diastole, where the PIV lines have smaller curvatures

and penetrate less towards the aneurysm dome than the CFD lines. This difference in

turn results in a larger variability of the PIV flow structures during the cardiac cycle

than the CFD data. The differences observed between the vortex corelines detected in the

CFD and PIV flow fields are consistent with the differences in the velocity magnitudes

observed in the streamline visualizations presented in figure 8. For instance, the CFD

lines are seen to penetrate deeper towards the aneurysm dome, consistent with higher

velocities observed in the CFD flow field. As the aneurysm progresses, changes in the flow

structure can also be observed. The aneurysm geometry expands mainly in the distal and

right side of the wall (left on figure 9). As the aneurysm elongates, the vortex corelines

increase their curvatures and elongate accordingly (see changes from the left to the middle

column in figure 9). As the aneurysm continues to expand (from the middle column to

the right column of figure 9), the corelines recover a smoother shape but now penetrate

less towards the dome; this is consistent with the previously described elongation of the

main flow recirculation region observed in figure 8. These changes in the aneurysm flow

structure during its evolution are consistently observed in both the CFD and PIV data.

Visualizations of the CFD and PIV velocity fields at peak systole (time 2) on four selected

cut planes (P1-P4) are presented in figure 10 for models M1 and M3. These visualizations
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Figure 9: CFD (black) and PIV (red) comparison of aneurysmal vortex corelines. From left to right:

models M1, M2 and M3 of figure 5); from top to bottom times 1, 2, 3, and 4 of the cardiac

cycle (figure 7).
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show cuts of the main vortex structure within the aneurysm volume. It can be seen that

the CFD and PIV techniques provide consistent descriptions of the velocity field. The ma-

jor differences between the CFD and PIV velocity fields are observed near the walls. For

instance on plane P1 (left most column of figure 10) which is close to the aneurysm side

wall, as well as near the flow impaction zone at the distal aneurysm wall. As the aneu-

rysm progresses from geometry M1 to M3, it can be seen that the core of the main vortical

structure has enlarged. Additionally, these visualizations show that before enlargement

(model M1) the flow is attached to the wall at the dome, but as the aneurysm grows

(model M3) a region of slow flow develops at the location of geometric progression and

the flow seems to separate from the wall (see the bottom part of the aneurysm in planes

P2 and P3 of figure 10). These features are consistently observed in the CFD and the PIV

flow fields.

2.3.2 Quantitative comparison

The CFD and PIV flow fields were quantitatively compared using the ASI and MSI described

before. As explained before, the PIV data was interpolated to the CFD grid points and the

similarity measures were then computed on the CFD grid. At the vessel wall, where the

velocity is zero, the ASI yields a zero similarity, while the MSI yields a value of one. Fur-

thermore, the PIV technique is known to suffer from larger measurement errors close to

the walls. Thus, in order to study the influence of near wall errors, grid points close to the

wall at progressively increasing distances to the wall were discarded and the similarities

were re-calculated. In other words, the total similarity was computed as the integral of the

similarity over the aneurysm region discarding a thin layer close to the wall. The thick-

ness of this layer was varied from zero (thus including the entire aneurysm volume) to

1.5pPIV, where pPIV represents the in-plane pixel size of the PIV measurements (0.78mm).

The results are presented in figure 11. This figure shows the total ASI and MSI computed

for each geometrical model at the four time instants during the cardiac cycle. The dif-
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(a) model M1

(b) model M3

(c) Location of cut-planes P1 to P4 in aneurysm

Figure 10: Visualization of velocity vectors at peak systole for models (a) M1 and (b) M3. Top row

of each panel shows CFD fields, and bottom row PIV fields. Each column corresponds to

a cut-plane located as shown in (c).
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Figure 11: Total ASI and MSI between the CFD and PIV flow fields, for each of the three model geome-

tries and at each of the four instants of time during the cardiac cycle. Values are plotted

after discarding points in a layer near the vascular wall of thickness corresponding to 0,

0.5 and 1.5 PIV pixels.
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ferent bars indicate the values obtained after excluding a layer of 0.0pPIV (red), 0.5pPIV

(green) and 1.5pPIV (blue) from the aneurysm wall. Other intermediate values were com-

puted (0.25pPIV and 1.0pPIV) but are not displayed in this figure as they do not add extra

information. These results indicate that the CFD and PIV have a quantitative agreement

above 75% for all models and all times, except for the ASI of model M2 at times 3 and 4

which only reaches 70%. If a layer along the aneurysm wall of thickness equal to a half

of the PIV measurement pixel size (0.5pPIV) is excluded, the total similarity is above 80%,

and if the layer thickness is increased to 1.5pPIV, then the overall similarity is above 85%.

These results suggest that the CFD and PIV flow fields are in good quantitative agreement,

especially in the interior of the aneurysm volume.

In order to illustrate the differences between the CFD and PIV flow fields, the ASI and

MSI measures plotted on the four selected cut-planes are presented in figure 12 for models

M1 (top panel) and M3 (bottom panel). Overall, these visualizations show good quanti-

tative agreement between the two fields. The largest differences or lower similarities are

observed near the wall. In particular, PIV seems to under-resolve the flow structure in the

region where the thin inflow stream impacts the aneurysm wall, where the PIV inflow

stream seems to disappear right before the impaction against the wall and to re-appear

after the impingement region. Additionally, low ASI are observed in regions of low flow

velocity.

2.3.3 Sources of error and uncertainties

The CFD and PIV results were found to be in good qualitative as well as quantitative agree-

ment for all time instants during the cardiac cycle and for all stages of the evolution of the

aneurysm. However, differences in the corresponding flow fields were observed. There are

a number of sources of error and uncertainties that are briefly discussed in what follows.

First, higher velocity magnitudes were observed in the CFD flow fields. This is likely due

to an imperfect match of the non-dimensional parameters characterizing the flow, namely
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(a) model M1

(b) model M3

Figure 12: Visualization of the local similarities between CFD and PIV flow fields for models (a) M1

and (b) M3, at peak systole. Top row of each panel shows MSI, and bottom row ASI. Each

column corresponds to a cut-plane located as in figure 10c.
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the Reynolds number and the Womersley number. The Reynolds number was computed

from ultrasound velocity measurements obtained at the A1 branch proximal to the an-

eurysm in the in vitro model. In order to match the experimental Reynolds number, the

inflow boundary conditions in the CFD model were adjusted to obtain similar maximal ve-

locity values at roughly the same location as the ultrasound measurements. However, the

exact location of these measurements was not known, thus this introduces uncertainty in

the flow conditions which likely results in non-matching velocity magnitudes. Secondly,

some streamlines computed using the PIV velocity fields stopped inside the aneurysm

volume. This implies a non-zero divergence of the PIV velocity field. In order to estimate

the error introduced by this effect, the divergence of the normalized PIV velocity field was

computed. The error in the velocity introduced by a non-zero divergence was then esti-

mated by calculating the absolute value of the divergence averaged over the volume of

the region of interest. This mean divergence induces an average variation in the velocity

over a pixel volume of up to about 0.41%. However, these errors were larger close to the

walls where they reached values of approximately up to 12% to 40% during the cardiac

cycle. The PIV measurements obtained on sets of orthogonal planes were combined into

a 3D vector field by simple interpolation. The experimental data was not manipulated

or filtered to obtain a divergence-free field. Thus, the observed behavior of streamlines is

most likely due to measurement and interpolation errors. Thirdly, differences between the

CFD and PIV fields were observed close to the aneurysm wall, in particular at the location

of the impingement of the thin inflow stream against the aneurysm wall.

Probably, these differences arise because of measurement errors of the PIV technique

that are expected near the walls [92]. These findings are similar to those described by

Ford et al. [40]. In particular, they observed stronger flow and higher velocities in the CFD

than in the PIV models. They also reported that the PIV measurements did not capture

details of the flow fields in the near wall region, and observed disagreements between the

CFD and PIV fields in a few regions in the interior of the aneurysm volume away from the

walls.
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Finally, differences in the experimental and computational modeling assumptions could

also have introduced discrepancies in the flow fields. Both the PIV and CFD models were

constructed starting from the same STL data in order to discard differences due to different

segmentations which have been previously studied [133]. However, the final physical

in vitro model constructed from the STL data may have geometric differences with the

original STL data that can influence the flow results. Additionally, traction free boundary

conditions were used at the outflows of the CFD models. This is a common approximation

in many CFD models where it can reasonably be assumed that the distal vascular beds of

the corresponding vessels (A2’s in this case) have comparable resistances to flow. However,

in the PIV experiments the outflow rates were modulated with the vessel area.

This difference in the modeling assumptions may introduce differences between the

CFD and PIV flow fields. The differences in the CFD and PIV fields in turn affect the ASI and

MSI measurements. These similarities are also affected by any misalignment of the CFD

and PIV models or slight differences in the location of the corresponding flow structures.

Furthermore, the ASI is prone to produce large differences in regions of slow flow, as has

been illustrated in 10 (right panel, center of plane-cut). Finally, it was observed that the

largest differences between the CFD and PIV results occur during the diastolic phase. This

observation also suggests that if this assertion could be generalized, then hemodynamic

variables based on systolic values defined for assessing risk of growth or rupture would

probably have less dispersion and variability than variables based on diastolic values.

2.4 discussion and conclusions from the comparison

The results of the current study indicate that image-based CFD and PIV models yield con-

sistent representations of the blood flow patterns in growing intracranial aneurysms, and

their change during the natural evolution of the aneurysms. In particular, it was found

that in the aneurysm considered, although the intra-aneurysmal flow pattern did exhibit

some changes during aneurysmal progression these changes were not dramatic. This im-
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plies that the geometrical deformation of this aneurysm is small enough not to cause

substantial changes in the structure of the intra-aneurysmal flow pattern, suggesting also

a relatively slow aneurysmal progression. This observation is consistent with previous

studies describing the hemodynamics in other growing cerebral aneurysms using CFD

techniques in which the flow patterns were seen to persist (not change significantly) dur-

ing the evolution of the aneurysms [11, 57]. However, some interesting observations at

the location of aneurysm progression were made, consistently in both the CFD and PIV

flow fields. Specifically, it was observed that as the aneurysm grew, a region of slow flow

develops at the location where the wall expands, and that the flow in this region seems to

separate from the wall. This observation is consistent with previous results related to bleb

formation which suggested that as blebs form new counter current recirculation regions

with slow flow are formed within the blebs, and that the blebs progress to states of lower

WSS [22]. Further investigations of the relationship between hemodynamics and aneurysm

progression, including more aneurysms and analysis of the WSS fields are needed in order

to further understand the mechanisms of aneurysm evolution.

Image-based CFD and in vitro PIV models based on P-S geometries of a growing cerebral

aneurysm were in good qualitative and quantitative agreement despite different assump-

tions and approximations made with each approach. The main differences between the

two methods were found in regions close to the wall, in regions of slow flow and during

the diastolic phase. Despite these differences, the representations of the intra-aneurysmal

hemodynamic patterns provided by each technique were remarkably similar. The two

techniques provided consistent descriptions of the intra-aneurysmal flow patterns and

their variability during the cardiac cycle and during the natural evolution of the aneu-

rysm. This implies that both approaches can be used to study the role of hemodynam-

ics in the mechanisms governing the pathogenesis, growth and rupture of intracranial

aneurysms. However, each approach has its own limitations, which must be carefully

considered when interpreting the results produced by each technique.
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F L O W D I V E RT E R M O D E L E D A S A P O R O U S M E D I U M

There are numerous types of porous media and a broad range of applications for them.

Accordingly, there are many models describing fluid flow through porous media. Heat

transfer, acoustic microscopy, drying of edibles, and contaminant transport are, among

many others, examples of areas where models of porous media can be applied. By intro-

ducing a novel way of modeling flow diversion, our goal is to incorporate flow diversion

models as a new area of application for porous media.

In this work, our approach to the computational simulation of FD is to utilize a PMM that

recreates the pressure drop in an equivalent FD, considered as a flat wire screen. In order

to use the PMM approach, first we need to confirm that this method is able to replicate the

fluid dynamic behavior of the flow through the FD.

In this chapter, first we show that the geometric characteristics of a FD can be associated

to a porous medium (3.2). Second, we demonstrate that the FD can be considered as a flat

wire screen (3.3), therefore we can use an empirical correlation (3.3.1) to obtain its pressure

drop. From comparing the empirical correlation for the pressure drop with the equation

for the porous medium (3.3.2), it can be deduced that FD have a behavior predicted by the

porous models in the Reynolds number interval of interest.

Last, we implement (3.4) the PMM and validate our results by showing that the pressure

drop obtained with PMM is comparable to the results obtained with IMM, experiments and

previous simulations found in the literature (3.4.5).

3.1 geometry of a fd

Throughout this work we focus on braided FD devices of uniform wire thickness, such

as the commercial devices pipeline embolization device (PED) or Silk, with shared basic
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design characteristics. A PED-like device is a self-expandable, cylindrically-shaped device

with braided structure. The first generation of the device is comprised of 32 strands made

of stainless steel and platinum alloy. Its second generation comprises 48 strands of made

of chromium cobalt and platinum. The strands are braided and heat-treated in the ex-

panded configuration with a diameter of 2.5mm to 5mm.

On release from the delivery system and when properly positioned at the desired loca-

tion in the vessel, the implant expands to cover 30% to 35% of the neck of the aneurysm.

Figure 13 shows a PED deployed in a 3.5mm diameter model. The plastic artery model

has an orifice of approximately 4mm in length representing the neck of an aneurysm,

fitting approximately 66 cells of the stent.

(a) (b) (c)

Figure 13: Photographs of a PED deployed in a plastic model aneurysm. (a) PED deployed in a

3.5mm diameter plastic model artery. (b) Magnification at the site of the orifice of a

model artery showing the coverage of the orifice by the device struts. (c) Lateral view

of the PED deployed across the neck of a model aneurysm. Images from [62].

The PED is formed intertwining helical strands with a twill weave (figure 14a), each

half in clockwise or counter-clockwise direction. This arrangement defines a cylinder com-

posed of curved cells, which we approximated by rhombuses in this work. The parameters

that define the rhombic cell of our model, as shown in figure 14b, are the braiding angle
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α, the thickness t of the wire, and Lx, the length of the diagonal perpendicular to the axis

of the stent. The length of the diagonal is computed indirectly as a reference FD perimeter

divided by the number nc of cells in the perimeter, Lx = Pref/nc = πDref/nc being Dref

and nc parameters of the FD. The number of repeated cells nc in the perimeter is, in turn,

equal to half the number of strands.

(a) Twill weaving of the strands

α

Lx

Pref

t

(b) Parameters defining the cell

Figure 14: Geometry of the PED
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3.1.1 Metrics of the FD

Porosity is a key concept in the theory of wire screens. The orthogonal or cross-sectional

porosity β is defined as the ratio of the orthogonally projected open area (Aopen) of the

screen cell to the total cross-sectional area (Atotal),

β =
Aopen

Atotal
. (6)

A variation of this concept is the volumetric porosity θ. It is defined as the ratio of the

connected void volume Vvoid to the total volume Vtotal occupied by the cell of the wire

screen,

θ =
Vvoid

Vtotal
. (7)

Another parameter used to characterize the openness of a screen is the hydraulic diame-

ter. The hydraulic diameter dh is a commonly used term when flow in noncircular tubes

and channels are calculated. Using this term, it is possible to calculate the parameters for

a flow, assuming a round tube. It is defined as four times the ratio of the connected void

volume Vvoid to the wetted surface area Aw,

dh =
4Vvoid

Aw
. (8)

Pore density is also used for defining the porous medium. It is defined as the number of

pores per unit of area (n/A). It can also be expressed as the inverse of the cross-sectional

area of the cell 1/Ac

The previous metrics are based on the same geometrical properties of the screen and

every one of them can be expressed as a function of the others. Researchers studying flow

through meshes tend to use volumetric porosity values and Reynolds number based on

the hydraulic diameter, while researchers studying FDs tend to characterize them using

cross-section porosity and the pore density. However, any combination of these parame-

ters is present in the literature.
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Porosity is the most common metric used to quantify the coverage of a device implanted

in an artery. Stents, aimed at rigid support of the artery wall, are usually characterized

by a high porosity and a low pore density. On the other hand, a low porosity and a high

pore density are design goals for FD, which are more flexible and intended for occluding

aneurysms with minimal alteration of the parent artery shape.

Given a prescribed treatment for an aneurysm with a low porosity stent, there is a

compromise by which the porosity has to be low enough to reduce the inflow to the

aneurysm without hindering the flow to perforating arteries.

Furthermore, a high pore density has advantages from the biological perspective, as

many cellular processes, like thrombosis, are activated by contact with the FD. FDs also act

as a matrix or scaffold that promotes endothelization and parent artery reconstruction.

Porosity alone is not enough to define a flow diverter: it is possible to have two devices

with similar porosity and different pore density, which differ in their effect on the flow.

Figure 15 shows two endovacular devices of comparable porosity (approximately 80%

and 70%) and a different pore density.

Figure 15: Endovascular devices of comparable porosity and different pore density. Coronary

stent, porosity ≈ 80% (left) and a flow diverter for IA, porosity ≈ 70% (right)
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3.2 flow diverter as a porous material

Our approach to model the wall of a FD is to utilize a porous medium model that recre-

ates its pressure drop. We could consider various classical models for porous media that

reproduce at different degree of detail the experimental observations with increasing com-

plexity. The parameters of the porous model can be expressed as a function of the phys-

ical properties of the fluid, the geometrical characteristics of the mesh that the model

represents, and the fluid dynamic measurements (either simulated or experimental). As a

porous material model considers the medium to be homogeneous, we study the validity

of the homogeneity assumption for the wall of the FD.

3.2.1 Porosity models

Flow in porous media can be divided into four regimes based on their phenomenological

behavior: pre-Darcy flow, Darcy flow, Forchheimer flow and turbulent flow. The transi-

tions between these regimes are smooth, which means that it is difficult to determine

the regime of the flow in the transition zones. Pre-Darcy flow is governed by molecular

effects, and thus is dependent on the individual flow parameters. There is no generally

accepted theory for describing this flow regime. Darcy flow, on the other hand, is de-

scribed by Darcy’s law, which is an expression of the conservation of momentum. In the

Forchheimer regime, inertial effects have an influence on the flow and a term representing

these effects is added to Darcy’s equation. In the fully turbulent flow, viscous forces are

ignored and the flow is described by statistical methods.

In the following subsections, we briefly present the classical models for porous media,

and define basic concepts used in this work.
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3.2.1.1 Darcy’s law

Darcy’s law, believed to originate from the work [34], basically states that the flow rate of

a fluid in a porous material is proportional to the pressure gradient. For a steady, parallel

flow in the x-direction and a filtration velocity u, it may be written in its one-dimensional

form as

µu = κ
dp
dx

, (9)

with p being the pressure in the porous medium, κ the permeability coefficient, and µ the

dynamic viscosity coefficient.

For a generalization of the equation 9 to three dimensions, we need to denote the veloc-

ity in the porous medium as ui, and we obtain a component i of the pressure gradient in

each component of the velocity, as

0 =
∂p

∂xi
−
µ

κ
ui, (10)

here assuming κ to be the same for each direction.

Darcy’s law is valid as long as the Reynolds number Re based on a characteristic grain

diameter δ,

Re =
ρuδ

µ
, (11)

is sufficiently low, and the porous medium is fixed and saturated. If the fluid can be con-

sidered as incompressible, it is necessary to couple equation 10 with the incompressibility

condition

∂ui
∂xi

= 0. (12)

The Reynolds number for Darcy’s flow is assumed to be in the order of Re = 10 as a

critical value. Above that critical value, the flow changes its regime and the linearity of

the Darcy’s model is not longer valid.

There exists also a lower limit of applicability of the Darcy’s law. It is due to the fact

that factors causing the flow (gravity force or pressure gradient) should be large enough
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to overcome adhesion forces [99]. As follows from the ranges of values found in literature,

there is no agreement in this respect.

3.2.1.2 Forchheimer’s law

When Re increases over a certain level, the pressure gradient becomes higher than what

is predicted by Darcy’s law. Forchheimer [39] linked this issue to kinetic effects and sug-

gested to modify the linear Darcy’s law by adding an additive term proportional to ρu2,

representing the kinetic energy. The nonlinear generalization of equations 9 and 10 be-

come

0 =
dp
dx

−
µ

κ
u−Cρu2 (13)

and

0 =
∂p

∂xi
−
µ

κ
ui −Cρui|u|, (14)

where C is the Forchheimer’s coefficient. For incompressible flow, we couple the previous

equations with equation 12.

There is no general agreement on the nature of the coefficient C for different porous

media; in particular, whether it characterizes the medium appropriately. There is a large

variety of approaches for computing Forchheimer’s coefficient for different porous media,

either empirically or depending on the characteristics of the porous medium. Despite the

variety, most relationships found in literature can be described with the general formula

C = C1κC2θC3τC4 , (15)

where C1 to C4 are constants, θ is the volumetric porosity as in equation 7, and τ is

the tortuosity. Tortuosity is defined as the square of the ratio between the direct distance

between two points on the flow path of the fluid in a porous medium, and the actual

length of the path. Formula 15 is also known as Power-Law model.

Sobiesky et al. [110] review the different models for computing Forchheimer coefficient

proposed in the literature, which result in a wide variety of values of the constants for
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the Power-Law model. Table 1 reproduces several of these values from which the incon-

sistency across these models can be inferred.

Table 1: Different formula constants for Power-Law model (equation 15), as reviewed in [110].

Formula number corresponds to the same in the original work. C4 = 0 for all the formulas

listed, as formulas involving tortuosity are usually defined for specific flow conditions and

it is difficult to asses generality.

formula c1 c2 c3

2 4.80× 1012 1.1760 0.000

3 6.15× 1010 1.5500 0.000

4 2.73× 1010 1.1045 0.000

5 2.33× 1010 1.2000 0.000

6 1.47× 107 0.5500 0.000

8 1.07× 1012 1.8800 0.449

9 2.49× 1011 1.7900 0.537

10 1.15× 106 1.0000 −1.000

11 1.82× 108 1.2500 −0.750

12 5.50× 109 1.2500 −0.750

13 5.00× 10−3 0.5000 −5.500

14 1.15× 104 1.0000 −1.000

15 1.43× 10−1 1.0000 −1.500

The identification of a specific transition regime between Darcy and non-Darcy flow

models is a subject of current research. It is generally assumed that the upper limit of
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Darcy’s law coincides with the lower limit of applicability range for the Forchheimer’s law.

The upper limit of the Forchheimer’s law is due to the onset of turbulence. Following [46],

it is close to Re ≈ 80. Above Re ≈ 120, the flow is fully turbulent and must be described

with different laws.

3.2.1.3 Anisotropic Darcy model

When the medium is not isotropic, the change in pressure with the velocity depends on

the direction of the flow, and the models discussed previously are not longer accurate.

There are many examples of porous media with strong anisotropic characteristics. To

represent this behavior, the models need to be modified accordingly. Particularly, the

permeability constant κ in equation 10 needs to be replaced by a permeability tensor Kij.

The modified Darcy equation can be written as

Kij
∂p

∂xj
= µui. (16)

The precise form for Kij depends on the structure of the underlying solid matrix in

the porous medium. As a specific example, when the permeability differs for each of the

three directions, the tensor K is expressed as

K =


κ1 0 0

0 κ2 0

0 0 κ3

 (17)

For more complex cases, permeability cannot be represented as a diagonal matrix, and

this severely complicates the analysis and the numerical calculations.

3.2.2 Approximation of FD wall to an homogeneous medium

Modeling of the FD wall as a homogeneous porous material implies that the FD is also

represented as homogeneous material. In real cases, when the cells are in contact with
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the neck of the aneurysm, the pressure drop is produced not only by the flow traversing

the cell, but also by the contact with the wall of the neck of the aneurysm. When the area

of the cell is small compared to the orifice of the neck, more whole cells fit in the orifice.

The ratio of the area covered by whole cells to the total area increases, leading to a best

approximation of the assumption of homogeneity.

We ran a series of simulations to estimate the number of cells necessary to comply with

the assumption of homogeneous material according to the procedure as follows. First, we

considered a circular cylinder with a diameter of 0.1 cm, and we placed a flat wire mesh

in the cross section of the cylinder, at the middle of its axis. Second, an unstructured

volumetric mesh was generated and it was adaptively refined around the wires with 6

levels of refinement, obtaining base elements sizes from 2× 10−2 cm to 3.125× 10−4 cm

around the wires. Figure 16 shows the mesh of the boundary of the domain and in the

cross-sectional plane of the wires. Slip condition was prescribed to the wall of the domain,

and a non-slip condition to the surface of the wire. Uniform velocity profile was imposed

at the inlet. We imposed traction-free boundary condition and set the pressure to p = 0

at the outlet. The value of pressure drop was directly read at the inlet.

In successive simulations, we increased the diameter of the cylinder, so as to include

more whole cells in the inner section. Figure 17 shows the cells included in each simula-

tion. We kept the pore density and the Reynolds number constant during the series and

computed the pressure drop across the screen for each run.

To compare these values, we computed the relative difference in the pressure drop for

the homogeneous medium, obtained with the geometrical model and boundary condi-

tions detailed in later in section 3.4.3.

In figure 18 we compare the relative differences in pressure drop for two cases of iden-

tical pore density but different porosity value. From the results of this study (figure 18)

we determined that in a cross-section of area equivalent to the area of 24 cells, the border

effect of the domain is reduced enough so that the wire screen can be considered as an

homogeneous medium within an error of 2%. This value is equivalent to a pore density of
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Figure 16: Meshes of the boundary and the cross-sectional area of the domain corresponding to

12-cell case.

Figure 17: Successive cylindrical domains to study the influence of the border in the pressure drop.

The cross section area of the domain is equivalent to the area of approximately 3, 6, 12,

and 24 cells.
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Figure 18: Relative difference between the pressure drop of the homogeneous medium and the

cases of circular cross-sectional domain area equivalent to 3, 6, 12, and 24 cells, for two

different porosity values β.

approximately 200 1/cm2, a number that is easily exceeded by typical neck sizes and FD,

where the quantity of pores is in the order of the thousands. Therefore, we can assume

that all the cases studied in this work can be represented by an homogeneous medium.

3.3 flow diverter as a flat wire screen

To evaluate the effects of the FD in the flow across its section, we associated the wall of

the FD to an infinitely large flat screen. Fluid flow through screens is present in a number

of technical areas, and several experimental studies have been carried out in the past to

model and correlate the characteristics of general purpose screens. In this section we use

an experimental correlation to validate our simulations of the wire screen that represents

the FD. In the following section, we also used this experimental correlation to define the

parameters for our porous model of the FD.
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3.3.1 Pressure drop through a wire mesh

A screen may be thought of as any distributed resistance that effects a reduction in pres-

sure and, for higher Reynolds numbers, a change in flow direction. The use of wire screens

is customary in many fields including filtering, mining and mineral processing, porous

beds. One of the most common purposes of wire screens is to improve uniformity in

duct flow due to their capacity to reduce turbulent length scales and intensity. Several

experimental studies have been carried out earlier to generate these flow characteristics

for general purpose screens. The approaches found in the literature for modeling the

pressure drop through a wire mesh range from mathematical models to empirical models

based only on measurements.

The flow resistance of a porous medium is generally characterized by three different

regimes: a region of low Reynolds number where the pressure drop ∆p through the screen

is proportional to 1/Re, a region of high Reynolds number where ∆p is independent of Re,

and an intermediate region of transition between the previous two. Even though there are

several models proposed during the years, most of them are focused on moderately high

Reynolds numbers and high Mach numbers. Furthermore, their predictions are usually

not satisfactory [87].

For the specific case of incompressible flow (Mach = 0), there has been numerous at-

tempts to obtain models that correlate, in a single relation, both the pressure drop and

the Reynolds number. As in the case of compressible flow, most of the measurements and

the models lie in the range of the moderately high Reynolds numbers.

The performance of a wire screen for a flow in a duct is usually measured in terms of

the irreversible pressure drop, defined as:

∆p =
1

2
Kρu2, (18)

being K a pressure drop multiplier or pressure loss coefficient, ρ the fluid density and u the

approach flow velocity upstream of the screen.
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From steady flow correlation at low and intermediate Re, the equation for K generally

takes the form [87, 134]

K =
a1
Re

+ a2. (19)

In [125], the authors compared different pressure drop correlations and pointed out that

the pressure drop caused by the flow through an array of wires is mainly affected by two

mechanisms: the resistance form (a2) and the surface friction (a1). This means that the

correlation form shown in equation 18 implies creeping-viscous-dominated Darcy flow

for low Re, where a1/Re dominates, smoothly transitioning to turbulence-like flow at

high Re, where a2 dominates.

The pressure drop across a clean unclogged, thin, plain, square-type circular metal wire

screen can be calculated using the irreversible pressure drop multiplier obtained from the

correlation by Idelchik [52] for the low-Re regime:

K =
22

Reh
+ 1.3 (1−β) +

(
1

β
− 1

)2
for Reh < 50, (20)

where the characteristic length for Re is the hydraulic diameter dh:

Reh =
ρudh

µ
. (21)

The reported validity range of equation 20 is for Reh < 50. Even though most of the

cases of FD in aneurysm we study fall within this range, for cases with Reh > 50 we

compare their ∆p with the correlation for the intermediate Re region, also reported by

Idelchik [52]:

K = k ′Reh

(
1.3 (1−β) +

(
1

β
− 1

)2)
for 50 < Reh < 1000 (22)

The multiplier k ′Reh
in equation 22 depends on Reh. Its data points from reference [52] and

a fitting exponential curve are shown in figure 19.
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Figure 19: Screen multiplier k ′Reh
in equation 22

3.3.2 Wire screens follow Forchheimer’s law

The description of the flow through a wire screen, as implied by the correlations for

∆p, coincides with the observations of the flow through a porous medium, as described

previously in section 3.2.1.

We can see this relationship by combining the expression for ∆p (equation 18) with the

general form of correlation for K (equation 19) we obtain

∆p =
1

2

(a1
Re

+ a2

)
ρu2. (23)

Replacing with Re =
ρud

µ
for a general characteristic length d, we obtain

∆p =
a1µ

2d
u+

1

2
a2ρu

2. (24)

We find that from the formula for the experimental correlation of K for low Reh (equation

20) we can recover Forchheimer’s law (equation 13), i. e. a quadratic dependence of ∆p

with velocity u for wire screens, in their validity intervals of Re.
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This is also noted in [38], where the authors conclude that even though there is no direct

proof in the literature, from the analysis of the available data in the literature, Forchheimer

relation effectively can be applied to wire screens.

3.4 implementation of the pmm

As presented previously, the influence of the inertial effects in the range of geometrical

characteristics and the Reynolds numbers involved in the FDs represented by this work,

cannot be neglected in the implementation of a PMM.

We updated the Darcy model originally incorporated in the in-house solver FEFLO (a

description of the schemes used in the simulations can be found in section 2.2.3) with the

inertial term of the Forchheimer law. The implementation of PMM adds a source of mass

forces term S to the right hand side of the momentum balance equation. The source term

is expressed as

S = Du+ Fu2, (25)

and has functional form of the Forchheimer’s law, with the local velocity u in the linear

and quadratic terms. The porosity parameters D and F are constant on the the region

where applied. This source also represent Darcy’s law by setting F = 0.

The definition of a porous region (PR) can be done in two ways. One option is using

a body-fitted (BF) definition, in which the porous properties are associated to a region

originally defined in the geometrical description of the domain. This approach is not as

flexible as usually required for the general geometry of an aneurysm. For this reason, we

added the option to define a PR by using an immersed body (IB), which is used to label

the elements that belong to the PR. The implications of each method are discussed and

compared in more detail later on this section (subsection 3.4.6).

Finally, the value for the parameters D and F have to be passed to the solver. The value

of the parameters can be determined
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1. by an empirical model of the parameters based on fundamental characterizations of

the porous medium,

2. from the results of simulations or experiments for a particular case, or

3. from correlation curves, usually obtained from series of experiments and covering

a range of flow conditions.

As shown in section 3.2.1.2, the empirical approach for the Forchheimer coefficient C of-

fers inconsistent results with the different formulas found in the literature, which “makes

any interpretation impossible“ and represents the “lack of agreement about the character

of Forchheimer coefficient” [110]. The computation of the porous parameters by the other

two methods are obtained by approximating the source S to the pressure gradient ∇p,

which is computed as discussed in the following sections.

3.4.1 Porous parameters computed from simulations

The ∆p vs. u relationship for a flow through a wire screen can be represented (sec 3.3.2)

by a quadratic curve ∆p = Bu+Au2. That curve is obtained by measuring or simulating

the pressure drop ∆p for a series of velocities u. The coefficients A and B are calculated

from the quadratic curve that fits the measurement points.

Combining A and B with the Forchheimer model (equation 13), and considering

∆p ≈ dp
dx
∆L, (26)

being ∆L the width of the porous region where ∆p occurs, we obtain the values for the

permeability

κ =
µ0∆L

B
, (27)

and the Forchheimer coefficient

C =
A

ρ0∆L
, (28)
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where the subindex 0 refers to the properties of the fluid during the measurements or

simulations.

In this way, the parameters of the porous model can be expressed as function of the

physical properties of the fluid, the geometrical characteristics of the mesh that the model

represents, and from the fluid dynamic measurements.

Plugging the approximations of κ and C (equations 27 and 28) back in 13, we obtain

the expression for the pressure gradient

dp
dx

=
µ

µ0

B

∆L
u+

ρ

ρ0

A

∆L
u2, (29)

associating the source term in the solver, S = Du + Fu2, to the pressure gradient, the

parameters for porous model are computed as

D =
µ

µ0

B

∆L
, (30)

F =
ρ

ρ0

A

∆L
. (31)

3.4.2 Porous parameters computed from experimental correlations

From the correlation for ∆p considered in this work (equation 20), we obtain the values

for the general coefficients

a1 = 22, (32)

a2 = 1.3 (1−β) +
(
1

β
− 1

)2
, (33)

and use the hydraulic diameter dh as the characteristic length for the Reynolds number.

We replace these values in the expression for ∆p as a function of the coefficients of the

empirical correlation (equation 24)

∆p =
a1µ

2d
u+

a2ρ

2
u2.

Assuming

∆p

∆L
≈ dp

dx
,
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we obtain the expression of the Forchheimer’s law based on the empirical correlation for

∆p:

dp
dx

=
11µ

dh∆L
u+

ρ

2∆L

(
1.3 (1−β) +

(
1

β
− 1

)2)
u2. (34)

By comparison with the source term in the solver, S = Du+ Fu2, the parameters for the

model are

D =
11µ

dh∆L
, (35)

F =
ρ

2∆L

(
1.3 (1−β) +

(
1

β
− 1

)2)
. (36)

3.4.3 Simulation of flat wire screen using IMM

We simulated flow through the FD mesh and computed the pressure loss coefficients for

different Re, in order to later compare the K values with the empirical formula for K.

We used the parameters of the Screen W used by [64] in their study, which has a

geometry similar to the PED design considered in this work. We compared our results to

their CFD solutions for consistency.

The simulated screen corresponds to a PED FD with a diameter D = 5mm, 16 wires, a

braiding angle α = 116° and a wire diameter t = 100µm. It presents a porosity β = 0.817

and an hydraulic diameter dh = 5.96× 10−4m.

The computational domain consist in a long rectangular cylinder. The geometrical

model representing the wires of one cell was placed on the cross-section at the middle

of the cylinder axis. An unstructured volumetric grid was generated by using an advanc-

ing front method and a base element size of 0.02 cm. The mesh was adaptively refined

around the screen wire by using an unstructured grid IMMs with 4 levels of mesh adapta-

tion. Uniform velocity profile was prescribed as boundary conditions at the inlet, pressure

boundary condition with p = 0 was prescribed at the outlet, symmetry boundary condi-
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tions were applied at the domain wall, and a non-slip condition at the surface of the wire.

We run simulations with Re values from 1 to 100.

In figure 20 we show the arrangement of the domain and the screen wires at the middle

of the cylinder, and the discretization of the boundary and in the cross-sectional plane of

the wires. 1 We also show pressure and velocity distribution for the case Re = 6.85.

The whole set of results, as well as a comparison with previous results found in the liter-

ature and the experimental correlation is shown in figure 22 in section 3.4.5. We find that

the results are in agreement with both, the experimental results and the simulations by

other authors. In the same figure, we also compare the results of the same case simulated

using PMM, as discussed in section 3.4.4.

3.4.4 Simulation of flat wire screen using PMM

For testing the PMM, we computed the pressure drop of the same wire screen described

and simulated in section 3.4.3 using the IMM method.

The computational domain is a long cylinder, with an PR as a cylindrical sector of

thickness 0.02 cm at the middle of the axis. It was defined using the BF definition. The

element size varies from 0.02 cm outside of the PR to 0.005 cm (equivalent to two levels of

mesh adaptation) inside of the region. The boundary conditions used are the same as in

the IMM simulation, i. e. uniform velocity profile at the inlet and p = 0 prescribed at the

outlet.

For the computation of the parameters of the model, we used the analytical expres-

sion derived in section 3.4.2 (equation 35 and 36), that considers the correlation of K

represented in equation 20. The input values were β = 0.817, dh = 5.69× 10−2 cm,

µ = 0.033Poise, ρ = 1 gr/cm3 and ∆L = 0.02 cm. The coefficients for the PMM are

D = 339.23 and F = 7.20 (expressed in cgs units).

1 Symmetry is exploited in the simulation but not in the figure for visualization purposes.
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(a) Unstructured grid of boundary and cross-section plane of the wire

(b) Pressure distribution (−100dyne/cm2 to 300dyne/cm2)

(c) Velocity (0 34cm/s)

Figure 20: Boundary grid and solution for the simulation of a screen cell using the IMM method,

for the simulation corresponding to Re = 6.85
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Figure 21: Scheme of a PED cell

The values of β and dh are computed using the geometric magnitudes shown in the

scheme of the PED cell in figure 21 and calculated as:

lx =
Lx

2
=

P

2nc
(37)

ly =
lx

tan α2
(38)

l ′x = lx −
r

cos α2
(39)

l ′y = ly −
r

sin α2
(40)

l =
√
l2x + l

2
y (41)

l0 = r cot
α

2
(42)

l1 = r tan
α

2
(43)
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being r = t/2. t, α, Lx, nc, and Pref are defined in section 3.1. The porosity β and the

hydraulic diameter dh are computed as

β =
Aopen

Atotal
=
l ′xl

′
y

lxly
(44)

dh =
4Vvoid

Aw
(45)

Vvoid and Aw can be approximated by

Vvoid = lxlyr−
πr2

2

(
l+

1

2
l0 +

1

2
l1

)
. (46)

and

Aw = πr

(
l+

1

2
l0 +

1

2
l1

)
(47)

.

As a comparison, we also computedD and F based on the coefficients A and B obtained

from the IMM simulations. We fitted a quadratic curve using LSM from the values of ∆p

and u and computed the porosity coefficient as explained in section 3.4.1. Using this

method, the values obtained were D = 351.52 and F = 9.95, which are very close to the

values obtained using the previous method.

The results fit the values of K obtained by the empirical correlation and the computa-

tional simulations. The pressure loss coefficients obtained are shown and compared in

figure 22 in the next section (3.4.5).

3.4.5 Comparison of the pressure loss of the wire screen using IMM and PMM

The figure 22 compares values of K from the experimental correlation described in sec-

tion 3.3.1), the results from the IMM simulation (section 3.4.3), the results from the PMM

simulation (section 3.4.4) with parameters computed from the empirical correlation, and

the CFD simulation by Kim et al [64], for different values of Reh.

The second scale on the top axis shows the equivalent values of the Reynolds number

Re based on the wire diameter t, in comparison with the Reynolds number Reh based
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Figure 22: Comparison of PMM results with experimental and other simulations data

on the hydraulic diameter dh used by the empirical correlation. We added curves (dotted

lines) representing an upper and a lower bound of ±30% of the empirical curve, as an

estimation of the variability of the experimental data. 2

The plot shows that the results for the simulations present a general consistency be-

tween the different methods, and that are well fitted by the experimental correlation for

low Re (equation 20). The dashed line represents this correlation for low values of Re,

extended to the intermediate Re region. The empirical correlation also seems to fit well

the results of the simulations beyond its reported validity region (Reh < 50).

2 As we do not count with information about the deviation of the original experimental measurements, we

take the typical value of ±30% usually found in similar works of empirical correlations for wire screens [140],

granular beds [37] and foam matrixes [70].
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The empirical correlation for intermediate Re values (equation 22) for the interval of

50 < Reh < 1000, on the other hand, does not represent well the results for the simulation,

particularly in the transition region from the low-Re regime, 50 < Reh < 200. In fact,

although both correlations come from the same source [52], they barely overlap with each

other at Reh = 50, when considering the dispersion boundaries of 30%.

Considering our studies of FD in aneurysms, with typical physiological values, we es-

timate that the highest Re (based in wire diameter) usually is around Re = 20, hardly

exceeding 60, but still falling in the transition zone between low and intermediate Re. We

find that this range is well represented by the empirical curve in equation 20, even though

some of the results lie outside its reported validity interval.

The typical values of pore density for FDs in this Re range vary from approximately

750 1/cm2 to 3500 1/cm2, which is above the limit of 200 1/cm2 estimated in section 3.2.2

for representing FDs as a porous medium.

There may be devices with a low pore density, e. g. coronary stents, within this range.

For these cases, when using PMM the border effect becomes an increasing source of uncer-

tainty as the pore density decreases. However, these devices are out of the scope of this

work.

The fact that we can represent our interval of interest with only one correlation simpli-

fies the implementation of the porous model, as there is no need to change the formulas

for the computation of the parameters depending on the Reynolds number.

3.4.6 Definition of PR

The definition of the PR, i. e. the region whose elements are attributed properties of porous

material, can be done in two ways.

The first option is a body-fitted (BF) approach, in which the porous properties are as-

sociated to the elements that belong to a region originally defined in the geometrical

description of the domain. This approach has the advantage that it uses the same de-
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scription of the geometry used by the grid generator, and the faces of the elements are

generated on the interface of the PR, fitting the boundary of region.

The second option is a immersed body (IB) approach. A body that represents the PR is

immersed in the domain, and is used for selecting the elements in contact with it. The

body is represented by the volume defined by an arbitrary surface and a distance e to each

side of this surface. Using the IB definition, the faces of the elements belonging to the PR

are not necessarily parallel to the defined PR boundary, instead they define a different

effective interface formed by the connected external faces of the elements in the PR.

(a) BF definition (b) IB definition

Figure 23: Interface between the regions, obtained using BF and IB definitions, formed by the faces

of the elements of the PR. In the case of IB, the interface approximates, but not necessarily

coincides, with required boundary (green plane).
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Figure 23 shows the interface between regions using both definitions. Because the nu-

merical scheme of each method is different, the results of a simulation that considers a

certain region vary according to the method used.

The advantage of the IB definition is that it is a very flexible method for defining a

region, and refining the grid is only constrained to precision requirements.

In contrast, the definition of the geometry of the PR with the BF approach requires a

watertight assembly of analytical and/or discrete surface patches to describe the interface

of the PR. The creation of such a watertight geometrical model can be challenging even for

simple vascular geometries, with no guarantees that the mesh generator is able to mesh

the domain. This is the main reason that motivated the implementation of the IB approach

for its use with the PMM in the solver.

We observe that in general, when using the IB approach there is an overprediction of

the pressure drop over the expected results. The exact value of this difference depends

on the specific conditions of the simulation. Currently, the only viable choice to define

a PR in the geometry of an aneurysm is to use the IB approach, and to characterize the

difference in the results using test runs with working conditions similar to the aneurysm

simulation. From these test runs we obtain two different set of coefficients A and B of

the quadratic curves ∆p vs. u. By using the expression of the parameters D and F as a

function of A and B (equations 30 and 31), we are able to relate the porous parameters

obtained by each PR definition.

Using the specific values for our cases as an example, we found in previous tests that

good specification values for the PR in our aneurysm simulations are a width 2e = 0.02 cm

and an element size of 5× 10−3 cm. With those conditions applied to test runs, we find

that using the IB approach there is an overprediction of ∆p, that translates into an increase

for D and F of 25± 3% and 16± 3%, respectively, over their values originally computed.

Based on those values, we used a corrected version of the parameters of Dcorr = 0.75D

and Fcorr = 0.86F, to compensate for the expected difference in the results.
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3.5 summary of the methodology to compute pmm parameters

The methodology to compute the parameters for PMM from the experimental correlation

of K can be summarized in the following five steps. The examples and deductions in this

work are based on a PED-like flow diverter; however, these steps are extensible to other

device designs.

α

Lx

Pref

t

1) Define a set of geometrical parameters that

define the cell, i. e. the braiding angle α, the

wire width t, and the length Lx of the cell.

50

K

Reh

2) Select of the empirical correlation (equa-

tion 19) that represent the device design.

K =
a1
Re

+ a2

3) β and dh are computed from the parame-

ters of the cell, equations 37 - 43, 46, 47.

β =
Aopen

Atotal
=
l ′xl

′
y

lxly

dh =
4Vvoid

Aw
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D =
a1µ

2dh∆L

F =
a2ρ

2∆L

4) Parameters D and F for the porous model

S = Du + Fu2, obtained from equations 35

and 36.

5) Compensate for the expected difference in

the results by defining the PR by IB instead of

BF.

Dcorr = cDD

Fcorr = cFF

In the case of not counting with an experimental correlation that represents the design of

interest, the workflow for obtaining the parameters of the porous model is as follows:

1) Model and simulate the cell of the design

of interest.

∆
p

u

2) Obtaine the curve ∆p vs. u and compute

its parameters A and B.

D =
µ

µ0

B
∆L

F =
ρ

ρ0

A
∆L

3) Compute parameters D and F for the

porous model S = Du+ Fu2 from equations

30 and 31.
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4) Compensate for the expected difference in

the results by defining the PR by IB instead of

BF.

Dcorr = cDD

Fcorr = cFF
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F D A S P O R O U S M E D I U M I N P - S A N E U RY S M S

In this chapter, we apply the PMM method, explained in the previous chapter, to simulate

different cases of FD in P-S aneurysm models. First, we describe the methodology (4.1)

used to generate a suitable computational model (4.2) for the PMM simulations. In section

4.3 we show the results of the simulation of six FD and three different P-S aneurysm

models, at different instants of the cardiac cycle. We compare the PMM results with the

results of equivalent simulations using IMM [77].

4.1 methodology

The methodology for obtaining the PR for the simulation of P-S aneurysm by using PMM

can be divided into three stages:

1. deployment of the FD in the vessel wall

2. generation of the surface for the PR, and

3. refining the mesh around the PR, as needed.

4.1.1 FD deployment in the vessel wall

The deployment of the FD is done in four steps which include 1) the extraction of the

centerline of the parent vessel, 2) an initial cylindrical host surface generation, 3) the

adaptation of this surface to the vessel wall, and 4) optionally, mapping a stent design on

the generated surface [78].

The skeleton of the parent vessel is extracted from the vascular model using a previ-

ously developed algorithm [26]. A cylindrical support surface is then generated along this
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skeleton. Assuming this surface is elastic, it is deformed under the influence of internal

smoothing forces and external attractive forces to the vessel wall. This deformation pro-

cess is interactively stopped when most of the points on the cylindrical surface are on the

vessel wall.

Once the final cylindrical surface is obtained, it is possible to get the mean value of the

diameter in the neck of the aneurysm, which is necessary in order to later compute the

porosity parameters. An optional step is to map a the FD design onto it the cylindrical

surface, as explained in [5]. This last step is only necessary in order to compute the

variation of the porosity of the FD due to the effect of curvature and foreshortening.

4.1.2 Generation of the PR

The generation of the PR requires a cylindrical surface that realistically represents a de-

ployed FD, as explained in the previous subsection 4.1.1). The following step is the genera-

tion of the patches that are used for the definition of the PR using the IB approach (section

3.4.6).

The aim of this procedure (represented in figure 24) is to remove from the cylindrical

surface the regions that are in contact with the wall. If not removed, this volume will cre-

ate a porous lining in the artery, reducing its effective diameter, effect that is not observed

in the IMM simulations.

The cylindrical surface (figure 24a) is expanded by moving the points of its surface

a small distance in the direction of the normal of its elements (figure 24b). Once it is

expanded, the intersection between the cylinder and the domain grid is computed (fig-

ure 24c, 24d). The resulting patches are then contracted the same distance used for the

expansion of the cylinder (figure 24e).

The patches should cover the main regions, which usually include: the neck region, the

entrance to perforating arteries, and any bleb in the artery big enough for fluid to flow

between the walls of the FD and the artery. The distance used to expand and contract the
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(a) (b) (c)

(d) (e) (f)

Figure 24: Obtaining the patches that define the PR: (a) The cylindrical surface is deployed inside

the vessel until it encounters the wall of the artery. (b) The surface is expanded until the

region in contact with the wall becomes external to the domain. (c, d) The intersecting

region between the surface and the domain is computed, optimized and (e) contracted.

Finally, (f) the edge is moved to meet the boundary of the domain in order to close the

gap resulting from the previous step.
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patches has to be chosen as the minimal distance that allows a clean cut to the cylindrical

surface. In this example, the moving distance is 0.015 cm.

At this point, it may be necessary a step of optimization of the elements of the surfaces,

as the intersection algorithm does not guarantee well-shaped surface elements.

Because the cut was done in an expanded configuration, there will be a gap between the

surface edge and the wall of the domain. This gap has to closed to avoid any flow through

it. We close this gap by moving the points of the edge in the direction perpendicular to

the closest element of the domain boundary (figure 24f).

4.1.3 Refining the mesh

The patches obtained in the previous step can be used to define smaller elements in their

surrounding region, where the porosity computations will be done. The patches are used

as refinement surfaces in an adaptively refinement step or as background size sources for

the mesh generator. We add the patches as background size sources to any previously

existing source in the original geometry description.

Using the background sources, we differentiate three regions for the size of the ele-

ments: a) a refined elements region that covers the PR, b) a transition region, where the

size of the elements changes linearly from the refined region to the base region, c) base

region, which covers the rest of the model, and where the elements have the original basal

size.

The choice of the value for those parameters is subject to the constrain of getting the

thinnest PR that contains enough elements to provide a good representation of the ∆p,

while keeping the global number of elements of the domain as low as possible. To find

the optimal values that satisfy those constrains, we carry out a series of test runs in

cylinders first and in aneurysm geometries later.

No optimal values were found to fit all cases. Instead, we could determine criteria for

these values. Because we are trying to emulate the behavior of a porous “interface” with
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a porous volume, the PR can not be much thicker than the size of a basal element, to

avoid perturbation in the flow pattern. On the other hand, the solver requires on the

order of four elements to apply a given pressure drop inside the PR, for which two levels

of refinement are necessary. It is possible to achieve similar level of precision with only

one level of refinement at the cost of an increase of the PR width. However, the savings in

elements does not often compensate the drawbacks of a thicker region.

In this work the width of the transition region is half the width of the refined region.

We believe that the variation of its width can affect the overpressure effect associated to

IB method for the definition of the PR, by smoothing the PR interface. Further studies are

needed on how the size of the transition region can affect the precision.

For the resizing of the elements, the criteria mentioned above prescribe the use back-

ground sources instead of adaptive refinement, for which the size of the source remains

as a parameter to regulate the size of mesh at the expense of precision.

For the simulation in this work we chose a set of conservative parameters which lead

to good precision (discussed later in 4.3) and obtain mesh sizes that could be reduced in

some cases. We set the width of the refined region equal to 2 times the thickness of the

PR. The size of the elements in this region is kept constant in 0.005 cm, equivalent to two

levels of mesh refinement. The transition region has also a width of 0.02 cm at each side

of the refined region.

Finally, we recreate the domain mesh with the new refinement. In figure 25 we show the

original and the final grid after regenerating it using the patches as background sources.

4.2 computational model of fds and aneurysms

We compare the results of our simulation using the PMM approach with the results re-

ported by Mut et al. [77]. In their study, they select three cerebral aneurysms with wide

necks representative of aneurysms that may be considered for treatment with FD devices,

and study the change in the hemodynamic variables after implanting FDs of increasing
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(a) (b)

Figure 25: (a) Original grid used for the simulation of the flow before the insertion of the FD.

(b) Grid generated using the elements of the surface for the porous region as back-

ground sources.
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diameter. For the comparison in this study, we select the same vascular models, computa-

tional parameters, and characteristic of the implanted FD.

Vascular models

The geometry of the three P-S wide neck aneurysm with representative characteristics

that were selected is shown in figure 26. The curvature in the region of the neck presents

different characteristics for each model. In the case of aneurysm 1, the curvature of the

parent artery is not very pronounced. On the other hand, aneurysms 2 and 3 present a

high curvature in the neck. In the case of the aneurysm 3, however, the neck is not clearly

defined, as it takes most of the parent vessel.

(a) Aneurysm 1 (b) Aneurysm 2 (c) Aneurysm 3

Figure 26: Geometry of the vascular models considered

The mesh of each aneurysm 1-3 is unstructured, composed of tetrahedral elements of a

base size 0.02 cm. The number of elements of the original mesh is approximately 5.7× 105,

1.8× 106, and 1.9× 106, respectively for aneurysm 1, 2, and 3.

The meshes were regenerated using the patches shown in figure 27 as background

sources, to obtain smaller elements (up to 0.005 cm, equivalent to a two-level refinement)
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in the region close to the cylinder wall. The thickness of the refinement and transition

regions (4.1.3) are 0.03 cm and 0.015 cm. After the refinement, the number of elements

(a) Aneurysm 1 (b) Aneurysm 2 (c) Aneurysm 3

Figure 27: Patches for porous region

increased to 2.7× 106, 2.7× 106, and 7.0× 106, respectively.

Device models

The FD modeled corresponds to a PED design of 48 strands with a diameter of 48µm. The

geometrical properties of the FD depends on the effective diameter, and this value varies

along the artery. To compute the effective diameter, we calculated the mean diameter

of the deployed cylindrical surface (obtained as explained in section 4.1.1) in the region

of the neck. From the value of the effective diameter Deff and the number of cells nc,

we determine the braiding angle α between strands, the porosity β, and the hydraulic

diameter dh of each FD.

The PR is defined using the patches shown in figure 27 and a thickness of 0.02 cm.

The porosity parameters are computed using equations 35 and 36 (deducted from and

empirical correlation) and corrected for overestimation of takingDcorr = 0.75D and Fcorr =
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0.86F (section 3.4.6). The corrected values of the parameters used and the geometrical

properties for each FD are shown in table 2.

Table 2: Geometric properties and porosity parameters of the FD

fd Deff (cm) α β dh (cm) D (cgs) F (cgs)

A 0.35 150° 0.354 4.66× 10−3 3977.41 76.14

B 0.35 115° 0.648 1.26× 10−2 1472.52 12.42

C 0.35 97° 0.709 1.62× 10−2 1147.39 8.80

D 0.43 135° 0.604 1.06× 10−2 1732.58 15.95

E 0.43 112° 0.718 1.69× 10−2 1092.67 8.38

F 0.43 98° 0.757 2.03× 10−2 905.95 6.69

Hemodynamic models

The hemodynamic model conveys the specification that follow: The value of density is

ρ = 1.0 gr/cm3 and viscosity µ = 0.04Poise. The inflow curve used as boundary condition

at the inlet in all the cases is shown in figure 28, with a mean flow of 3 cm3/s and a peak

flow of 5.4 cm3/s. Pulsatile CFD simulation were performed for 2 cycles, and the results

are presented for the second cycle.

The details of the schemes used in the solver are explained in section 2.2.3

4.3 results

Visualizations of the results obtained for each of the 3 aneurysms are presented in fig-

ures 32, 33, and 34 (aneurysm 1), figures 29, 30, and 31 (aneurysm 2), and figures 35, 36,
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Figure 28: Inflow curve. The time steps 28, 57, and 99 are used to compare the solutions between

the immersed and porous medium methods.

and 37 (aneurysm 3). Columns in these figures correspond to the times 28, 57, and 99 of

the 100 time steps of the cardiac cycle shown in figure 28. The top row of each figure (sub-

figure a) corresponds to the case before the FD insertion (Pre). The following subfigures

(b, c, and d) correspond to a different FD each, where the upper row of each subfigure

shows the results for a IMM simulation, and the results obtained using the porous method

are shown in the lower row. The case name is codified with the combination aneurysm-

device used in each case (i. e. case 1A corresponds to aneurysm 1 with the device A). The

geometry of each stent used in the IMM cases is also shown.

For each set of figures, the first figure shows the corresponding intra-aneurysmal flow

patterns by using streamlines color-coded with the velocity magnitude; the second figure

shows isovelocity surfaces depicting the blood streams flowing into the aneurysms; the

third figure shows the corresponding WSS distributions, in all cases for each of the devices

considered.

These visualizations illustrate the hemodynamic alterations produced by the implanta-

tion of FD of varying porosities, obtained with the IMM and the PMM.
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We see in all the cases, that the FD effectively blocks and disrupts the inflow jets, re-

sulting in reduced aneurysmal inflow. In addition, the flow velocity inside the aneurysm

sac is substantially reduced after implanting the devices, and the flow structures become

simpler and smoother showing fewer vortex structures, more parallel streamlines, less

swirling, and reduced WSS on the aneurysm sac. All these alterations tend to create a

hemodynamic environment that is more favorable for thrombosis and aneurysm occlu-

sion. This behavior is predicted well by PMM in aneurysm 1 and 2. However, the flow

structures obtained for aneurysms 3 present more differences among each method than

in the cases with the other aneurysms.

These results are better analyzed and compared quantitatively as shown in the next

section.
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(a) Pre (b) Aneurysm 1, device A; (l) PMM, (r) IMM

(c) Aneurysm 1, device B; (l) PMM, (r) IMM (d) Aneurysm 1, device C; (l) PMM, (r) IMM

Figure 29: Streamlines. Velocity: 0 cm/s to 100 cm/s. Rows top to bottom: times 28, 57, 99
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(a) Pre (b) Aneurysm 1, device A; (l) PMM, (r) IMM

(c) Aneurysm 1, device B; (l) PMM, (r) IMM (d) Aneurysm 1, device C; (l) PMM, (r) IMM

Figure 30: Isosurface. Velocity: 20 cm/s. Rows top to bottom: times 28, 57, 99

91



(a) Pre (b) Aneurysm 1, device A; (l) PMM, (r) IMM

(c) Aneurysm 1, device B; (l) PMM, (r) IMM (d) Aneurysm 1, device C; (l) PMM, (r) IMM

Figure 31: WSS. Rows top to bottom: times 28, 57, 99
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(a) Pre (b) Aneurysm 2, device A; (l) PMM, (r) IMM

(c) Aneurysm 2, device B; (l) PMM, (r) IMM (d) Aneurysm 2, device C; (l) PMM, (r) IMM

Figure 32: Streamlines. Velocity: 0 cm/s to 100 cm/s. Rows top to bottom: times 28, 57, 99
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(a) Pre (b) Aneurysm 2, device A; (l) PMM, (r) IMM

(c) Aneurysm 2, device B; (l) PMM, (r) IMM (d) Aneurysm 2, device C; (l) PMM, (r) IMM

Figure 33: Isosurface. Velocity: 20 cm/s. Rows top to bottom: times 28, 57, 99
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(a) Pre (b) Aneurysm 2, device A; (l) PMM, (r) IMM

(c) Aneurysm 2, device B; (l) PMM, (r) IMM (d) Aneurysm 2, device C; (l) PMM, (r) IMM

Figure 34: WSS. Rows top to bottom: times 28, 57, 99
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(a) Pre (b) Aneurysm 3, device A; (l) PMM, (r) IMM

(c) Aneurysm 3, device B; (l) PMM, (r) IMM (d) Aneurysm 3, device C; (l) PMM, (r) IMM

Figure 35: Streamlines. Velocity: 0 cm/s to 60 cm/s. Rows top to bottom: times 28, 57, 99
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(a) Pre (b) Aneurysm 3, device A; (l) PMM, (r) IMM

(c) Aneurysm 3, device B; (l) PMM, (r) IMM (d) Aneurysm 3, device C; (l) PMM, (r) IMM

Figure 36: Isosurface. Velocity: 15 cm/s. Rows top to bottom: times 28, 57, 99
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(a) Pre (b) Aneurysm 3, device A; (l) PMM, (r) IMM

(c) Aneurysm 3, device B; (l) PMM, (r) IMM (d) Aneurysm 3, device C; (l) PMM, (r) IMM

Figure 37: WSS. : times 28, 57, 99
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4.3.1 Quantitative results

For a quantitative analysis of the results we compare the hemodynamic variables used for

the characterization of the flow pattern, averaged during the cycle and spatially in the sac

of the aneurysm. The selected quantities shown in the comparison are:

1. Aneurysm inflow

2. Shear rate

3. Velocity

4. Vorticity

5. WSS

These metrics are useful to characterize the intra-aneurysmal hemodynamic environment,

and their decrease in value is related to the development of an intrasaccular thrombus.

We study the reduction of each variable above (H1−5) after the insertion of the FD

(Hi/HPREi), as this represent the physiological effect required for the device. Figure 38

compares how variables H1 −H5 decrease after the insertion of the FD when methods

PMM and IMM are used (HPMMi/HPREi vs. HIMMi/HPREi).

Figure 38: Reduction of hemodynamic quantities after the insertion of the FD, obtained using IMM

(gray bar) and PMM (blue bar). The case name is coded with the combination aneurysm-

device used in each case, so case 1A corresponds to aneurysm 1 with the device A. In

most of the cases, the reduction obtained by PMM is higher than by IMM; in the cases 1A

and 2D, the reduction is slightly lower in some of the variable for the PMM case. This

value is represented by the short black line.
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When the differences in the reduction of the hemodynamic variables obtained by both

methods are appreciable, the behavior of PMM seems to be consistent in predicting a

higher reduction of the variables. The reduction of variables depends on the porosity of

the FD, being less evident as the porosity increases. The difference in the reduction of the

variable predicted by both methods in aneurysms 1 and 2 goes up to 10% with the higher

porosity devices. For aneurysm 3, the differences in the reduction can go up to 25%. There

is also consistency in the difference of the reduction for each variable among the cases

of aneurysm 1 and 2, having the aneurysm inflow and the WSS the lowest difference,

followed by the velocity, and the highest difference being for shear and vorticity.

We also compared the relative difference of the results by both methods ((HPMMi −

HIMMi)/HIMMi). Table 3 shows the relative difference of each of the variables for each case.

As an estimation of the global difference of each case, we also added the root mean square

value. We must note that the relative difference between results does not directly represent

the physiological effect represented by the reduction of the variables. As an example,

consider the case 1A, with a relative difference of -27% in the velocity, representing only

3% of difference in its reduction.

The relative differences between both methods also increases with porosity. The average

difference between IMM and PMM increases from case 1A to 1C, and also from case 2D to

2F, which coincides with an increase in the porosity.

Aneurysm 3, however, exhibits a particular behavior different from aneurysm 1 and 2,

which is due to an important curvature in the neck region, with a high variation of the

local porosity. The increase of the porosity in the region of the outer curvature reduces the

hydraulic resistance of the device and allows for more flow entering the aneurysm. This

effect can not be reproduced with the PMM as a constant porosity with no local variation

is assumed.
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Table 3: Relative difference of the hemodynamic variables, and root mean square value of the case.

case inflow shear vel vort wss rms

1A −1% 11% −27% 3% −11% 14%

1B 16% 21% 16% 21% 9% 17%

1C 15% 23% 22% 25% 13% 20%

2D −3% 0% −4% −1% −9% 5%

2E 7% 15% 14% 16% 13% 13%

2F 10% 19% 18% 21% 20% 18%

3A 10% 31% 29% 34% 40% 31%

3B 12% 27% 20% 30% 40% 28%

3C 9% 24% 16% 27% 37% 25%

4.3.2 Timing and size increase

Table 4 shows the total number of elements of the models for each case considered.

The size of the model depends on the methodology used fo the simulation. In current

IMM simulations, the mapping of the FD is applied to the whole cylindrical surface. In

contrast, for the case of PMM, it is necessary to discard the regions of the cylinder that

are in contact with the artery wall. The ratio of the resulting patches area to the whole

cylinder area is between 5% for aneurysm 2, and up to 50% as in the case of aneurysm 3.

To estimate the increment of the model size with each of these approaches, we first sub-

tracted from every case the number of elements of the corresponding pre-stenting model,

to better approximate the new elements added by each method. Second, we normalized
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Table 4: Total number of elements of the aneurysm models (10
6)

method device aneu 1 aneu 2 aneu 3

Pre — 0.6 1.8 1.9

PMM A–F 2.7 2.7 7.0

IMM A/D 57.3 68.6 44.9

IMM B/E 43.0 56.3 38.2

IMM C/F 38.2 50.9 35.0

the number of elements of the IMM case with a factor = Apatch/Atotal, where Apatch is the

corresponding PMM patch area, and Atotal is the total area of the cylinder, in order to have

a meaningful comparison against the models of PMM (39).

The increase in the number of elements depends on the geometry of the artery, on the

size of the neck, and on the porosity of device. The number of elements added by the PMM

is smaller that the new elements added by IMM, varying from 17% to 24% for aneurysm

1, 23% to 32% for aneurysm 2, and 32% to 41% for aneurysm 3.

Figure 40 shows the time of completion of the first time step of the simulation, running

on a single processor. The cases considered are 1A, 2D, and 3C, using methods IMM, PMM,

and the pre-stenting case. The timing shown in the figure is not normalized by the number

of elements of the model, instead it is a direct comparison of the time corresponding to

the whole model.

The assessment on the time performance of PMM relative to IMM is not straightforward.

As the the run time of the simulation is exponentially related to the number elements

of the model (by an order O(1.5), estimated from tests), the differences in size can be used

to estimate the time differences.
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Figure 39: Number of elements of the model of each case, normalized to the corresponding patch

area, after subtracting the number of elements of the pre-stenting model.
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Figure 40: Time of completion of the first time step of the simulation of selected cases, comparing

the model using PMM, IMM, and the pre-stenting (Pre) model.
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For the same reason as in the comparison of sizes, the analysis of the simulation run

time has to consider models normalized by the area of the FD.

In figure 41 we show how the differences in model size, previously reported in figure

39, are translated into time differences by adding the contribution of the non-refined

elements and applying an exponential factor of 1.5.
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Figure 41: Estimated timing of PMM and IMM normalized with the patch area. The run time of

cases Pre and PMM are measured, and in the case of the normalized IMM model, it is

estimated from the size difference (39), adding non-refined elements, and considering

and exponent 1.5.

The ration of the estimated time of the normalized IMM models to the time of the PMM

models varies between cases from 2 to 10.
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4.3.3 Error vs computational cost

In order estimate the variation of the accuracy of the solution with the number of elements

of the mesh, we simulated the case 2D (aneurysm 2 with device D) modifying the size

of the elements in the refined region. We compared the difference in the reduction of the

aneurysm inflow obtained by PMM and IMM (InflowPMM/InflowIMM − 1), and the variation

of the mesh size, for different sizes of the elements in the refined region (figure 42). We
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Figure 42: Difference in the reduction of the inflow obtained by PMM and IMM, and variation in

the mesh size, for different sizes of the refined elements, case 2D.

found that modifying the size of the refined elements from 7× 10−3 cm to 4× 10−3 cm,

the number of elements of the mesh varies from −20% to 30%, which implies increments

in the running time from roughly −30% to 50%. The difference in the reduction of the

inflow varies from −6% to 0% in the same range of elements size.
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4.4 discussion

The use of PMM as an alternative strategy to the IMM for the modeling of FD provides the

possibility of simulating the alterations to the flow pattern before and after an actual en-

dovascular intervention, with the advantage of an accurate yet, time efficient calculation.

This type of study allows the clinician to plan the best treatment for a particular patient,

since the results of this calculation can be delivered in a timeframe of hours as compared

to the standard procedure that usually takes weeks of run time.

Our approach to the computational simulation of FDs is to utilize a PMM that recreates

the pressure drop in an equivalent FD, considered as a flat wire screen. Our method relies

on parameters from an empirical correlation for the pressure drop as a function of the

Reynolds number, reported in the literature. This brings together three advantages. To be-

gin with, the correlation is based on general geometric parameters such as porosity and

hydraulic diameter, which can be applicable to any design of FD. Second, the empirical

correlation is derived from experimental observations in wire screens. Thirdly, obtain-

ing the porosity parameters does not require running additional CFD simulation. On the

other hand, in this work we have validated the use of this parameters by agreement with

parameters obtained from CFD simulations.

We implemented the PMM and simulated several cases with different P-S aneurysms,

inserting FD of different porosity. To quantitatively compare the hemodynamic perfor-

mance of the two methods, we selected the following metrics: 1) aneurysm inflow rate, 2)

average shear rate of blood flow within the aneurysm, 3) average blood velocity within

the aneurysm, 4) average blood vorticity within the aneurysm, and 5) average WSS. These

metrics are useful to characterize the intra-aneurysmal hemodynamic environment and

its relation to the development of an intrasaccular thrombus. Aneurysm inflow rate re-

lates to blood flow speed and the creation of regions of slow flow recirculation and stag-

nation within the aneurysm sac. Low-flow velocity relates to regions prone to thrombus

formation. Low shear rate relates to the non-Newtonian behavior of blood, which con-
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nects blood viscosity, yield stress, and platelet aggregation. Wall shear stress measures

the frictional force per unit area of blood flow on the aneurysm wall, which relates to the

likelihood of platelet adhesion to the wall and thrombus formation near the wall.

The simulations using the PMM show that the reductions of the observed hemodynamic

quantities and the intra-aneurysmal hemodynamic environment created are comparable

with the simulations made using the IMM. In presence of the FD device, both methods

yield an environment that is more favorable for thrombosis and aneurysm occlusion.

For aneurysm 1 and 2, PMM seems to predict well the reduction of these variables, with

a difference in the reduction of the averaged hemodynamic quantities between 3% and

10% for all cases with these aneurysm Their corresponding flow structures also seems to

be similar during the cardiac cycle.

However, aneurysm 3 presents higher differences in the flow reduction, in the relative

difference and in the flow structure. There are limitations in the current implementation of

the PMM that may generate important differences with the IMM, as in the case of aneurysm

3, given its particular geometry, i. e. high curvature of the neck. The PMM, as currently

implemented, assumes a constant porosity of the FD in the area of the neck, with a value

for the parameters for the porous model are based on the mean diameter and mean angle

of the cells of the FD in the area of the neck. In contrast, the simulations in the IMM cases

consider the local deformation of the cells of the FD due to foreshortening and curvature

of the artery.

Foreshortening appears when the diameter of the artery is smaller than the diameter of

the FD. In that case, the cells stretch in the direction of the vessel axis, changing the internal

cell angles and resulting in effectively larger cells areas. Although not recommended

by manufacturers, FD are often oversized to achieve adequate appositioning against the

parent artery wall, selecting devices of diameter that exceed the parent artery diameter

by 0.5mm or more.

Elongation and contraction of the device cells can also occur due to the curvature of the

vessels. It is observed that in the outer region of a curved vessel, the cells elongate whereas
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in the inner region, the cells contract and can even be occluded. The deformation of the

final cell shape due to this effect can be important, greatly modifying the average effective

shape due to only foreshortening. The porosity of the FD, which is directly related to the

shape of the cell, will also vary locally. This change in the local porosity is not represented

in our current implementation.

Also, if the physician pushes and pull on the catheter during deployment, the FD cells

can be compacted and extended. This effect is difficult to reproduce, and the exact geom-

etry of the device after deployment are unknown a priori. If the devices could be imaged

after deployment, these images could be used to map the porosity distribution.

The geometries of the aneurysms used in this work show different curvature in the

surroundings of the neck. The effect of the curvature in the deformation of the cells is

shown in figure 43, together with a map of their porosity.

The cells of the FD A are not significantly deformed when inserted in aneurysm 1 (fig-

ure 43a) and the porosity in the area of the neck remains constant. The parent artery of

aneurysm 2 (figure 43b) presents a bend before the neck of the aneurysm, causing con-

traction of the cells in the inner curvature and an expansion of the cells in the region of

the outer curvature. However, the region of the neck is in-between the inner and outer

curvature regions, and most of the cell deformation affects only the region of the bound-

ary of the neck. The third case (figure 43c), aneurysm 3, also has an important bending of

its parent artery. Here, the curvature effect on the cells is more notable than in aneurysm

2, showing collapsed cells even in the region of the inner curvature; the region of the neck

in this aneurysm includes most of the extreme deformation.

Moreover, when the porosity is low, porosity becomes sensitive to the changes in geom-

etry. This effect becomes evident particularly in case 3A, as with its low mean porosity of

0.354 in the region of the neck, the variation due to the curvature goes from 0.000 (-100 %)

to 0.591 (+67 %). As a comparison, we can consider case 3B with a mean porosity of 0.648

and a variation from 0.000 (-100 %) to 0.758 (+17 %), in the same curved geometry as case

108



(a) Case 1A (b) Case 2D (c) Case 3A

(d) Case 1A (e) Case 2D (f) Case 3A

Figure 43: Deformation of the cells of FD due to the effect of the curvature. The three geometries

show different curvatures in the area of the neck (indicated by the patch). Aneurysm

1 shows no major differences from the mean shapes. Aneurysm 2 shows differences

in shape between the cells on the outer- and inner curvature. Aneurysm 3 shows the

expanded cells on the outer curvature, and occluded cells on the inner curvature.

3A. These two cases show to what extent small changes in geometry can result in such

acute changes in porosity.

Besides the variation in the local porosity of the neck, there are other possible sources

of uncertainty. One possible source is the fact that all the patches in the model use the
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same value of porosity computed for the neck, independently of their location in the

aneurysm. Patches in, for instance, the perforation artery, are relevant for the regulation

of the flow that feed the artery. The variation of the porosity will modify the flow through

the perforating artery. Others patches are located in regions where the local porosity

changes due to curvature effects. A constant value of porosity for these patches will affect

the flow through the perforating artery. Even though this does not directly affect the flow

inside the aneurysm, it modifies the flow pattern in the parent artery. Homogeneity in

the value of porosity thus could contribute to the error in the simulation, being this error

highly dependent on the geometry of the model. Further studies that take into account

the local variation of the porosity are needed to fully assess this effect.

The second possible source of error, as discussed in section 3.4.6, is an overestimation

in the computed pressure drop when using IB. Prior to the simulation, the overpressure

needs to be estimated according to the mesh characteristics. The correction coefficients

computed in this way are not constant, but have a variation of ±3% in the Re interval of

interest.

The computational advantage of our approach comes from the fact that we need an

element size equivalent to the size of 2 levels of refinement, given that the properties of

the cell are represented in each element of the mesh. In contrast, IMM needs 4 levels of

refinement to fully resolve the physical properties of the cell of the FD.

The duration of the simulation and the requirements on memory depend directly on

the size of the geometric model with the requirements of memory being even higher for

meshing the domain.

In comparisons using the same domain, the run time using IMM is between 2 and 10

times higher than the run times obtained with our strategy of simulation using PMM. In

comparisons using the same domain, simulations using our method PMM are between 2

and 10 times faster than IMM.

Additionally, the current implementation of IMM considers the whole deployed cylinder

in the model. The models simulated with PMM in this work have been a priori reduced,
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excluding the surfaces that are in contact with the artery wall. This strategy reduces even

further the number of elements depending on the particular model. The differences in

time between the whole IMM model and the PMM model are up to 100 times higher.
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C O N C L U S I O N S

When evaluating unruptured cerebral aneurysms, it is necessary to assess their risk of

rupture and to compare them to the risks involved in their treatment. Simulations using

the P-S geometry of the aneurysm may help in a better planning of the treatment and in a

consequent reduction of the associated risks.

To have a better understanding of the rupture risks, we first review studies with the sug-

gested hypotheses that connect the aneurysm risk factors and the mechanisms governing

the aneurysm evolution. This literature review reveals a progressive wall degradation due

to changing hemodynamic loading and biomechanic stress, affected by risk factors, that

drives the geometrical evolution of the aneurysm until it stabilizes or ruptures. However,

details of these interactions or their relative importance are still not clearly understood.

Second, to understand the influence of uncertainties involved in the P-S CFD simula-

tions, we compare the blood flow field in a growing cerebral aneurysm obtained with

experimental PIV and CFD techniques. Despite small differences observed, mainly associ-

ated to the inherent limitations of each technique, the information derived is consistent

and can be used to study the role of hemodynamics in the natural history of intracranial

aneurysms.

In this thesis, we also proposed a methodology to do faster, reliable and accurate sim-

ulations of aneurysms with FD, that overcome the time limitations of standard IMM sim-

ulations. Our approach to the computational simulation of FDs is to utilize a PMM that

recreates the pressure drop in an equivalent FD, considered as a flat wire screen. With this

strategy we carry on simulations between 2 and 10 times faster than using IMM, which

allows for a run time of hours instead of days.

Our method relies on parameters from an empirical correlation for the pressure drop as

a function of the Reynolds number, reported in the literature. This brings together three
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advantages. To begin with, the correlation is based on general geometric parameters such

as porosity and hydraulic diameter, which can be applicable to any design of FD. Sec-

ond, the empirical correlation is derived from experimental observations in wire screens.

Thirdly, obtaining the porosity parameters does not require running additional CFD sim-

ulation. On the other hand, in this work we have validated the use of this parameters by

agreement with parameters obtained from CFD simulations.

We have applied the PMM method to three patient-specific aneurysm models with di-

verse geometric characteristics and curvature of the neck. We study the changes in the

flow produced by 6 different FD which differ in porosity and several geometric charac-

teristics. The simulations of the FDs in the aneurysm were compared to simulations of

aneurysms in the absence of FD. The validation of our PMM strategy was carried out

by comparing our results to those of the IMM method under identical conditions of an-

eurysms with and without FD. We qualitatively analyzed the flow structure at different

instances of the cardiac cycle. In order to assess the validity of our method in terms

of precision, we quantitatively evaluated and compared between methods the change in

five hemodynamic observables: aneurysm inflow, shear rate, intra-aneurysm velocity and

vorticity and wall shear stress.

Overall, both quantitative and qualitative results are consistent for both IMM and PMM

methods for aneurysms 1 and 2 for all cardiac cycle instances, with relative errors between

5% and 20%, and differences in the reduction of the hemodynamic variables lower than

10%. We observe that, in general, the discrepancy between both methods increases with

the porosity of FD for a given aneurysm. Possible sources of error include the variation in

local porosity and the overestimation in pressure drop due to the definition of the region

of porosity.

As it was observed in aneurysm 3, the high curvature of the neck produces an acute

variation in local porosity resulting in discrepancies among methods of 40%.

Future work is in progress to overcome the sources of errors related to acute varia-

tions in local porosity. It is possible to calculate the porosity on each point of the FD,
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and therefore local porosity values can be assigned to points on the mesh. Incorporating

this functionality to the current implementation will majorly improve the simulation of

geometries with high variation of the local porosity such as pronounced curvatures in

the neck. Another avenue for future improvement involves the precision of the PMM. In

contrast with IMM, the nature of our method allows the refinement of the mesh in the FD

region to be customized to the requirements of the user in terms of precision, this would

allow a dramatic gain in computational efficiency. It remains to be assessed to what extent

changes in precision affect the accuracy of the results.

By introducing a methodology for modeling flow diversion as a porous medium, we

incorporate a new application for a widely studied field such as porous media. Our PMM

model significantly reduces the cost of FD simulations, thus bringing CFD technologies

closer to the clinical application.
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