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Chemiresistive graphene sensors are promising for chemical sensing applications 

due to their simple device structure, high sensitivity, potential for miniaturization, low-

cost, and fast response. The graphene films used in this work were grown on the Si face of 

semi-insulating, on-axis 6H-SiC substrates by Si sublimation at high temperature in a 

chemical vapor deposition reactor. The graphene films were used to fabricate devices with 

different geometries using oxygen plasma etching, followed by e-beam evaporation to form 

Ti/Au (10 nm/100 nm) contacts. The geometries included engineered defects of different 

sizes and shapes. The engineered defects of interest include 2D patterns of squares, stars, 

and circles, and 1D patterns of slots parallel and transverse to the contacts. The films were 

functionalized using N-ethylamino-4-azidotetrafluorobenzoate (TFPA-NH2) as a chemical 

linker, then zinc oxide nanoparticles (50 – 80 nm) were attached.  

In this study, first, the resistance and low frequency noise of devices were measured 

with and without ZnO nanoparticle functionalization. We find that, relative to pristine 
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graphene devices, ZnO nanoparticle functionalization leads to reduced contact resistance 

but increased sheet resistance. In addition, in general, functionalization lowers 1/f current 

noise on most of the devices. The strongest correlations between noise and engineering 

defects, where normalized noise amplitude as a function of frequency f is described by a 

model of ANf-, are that  increases with graphene area and contact area, but decreases with 

device total perimeter, including internal features. We did not find evidence of a correlation 

between the scalar amplitude, AN, and the device channel geometries. In general, for a 

given device area, the least noise was observed on the least-etched device. 

 In this work, the detection of decane, propyl benzene, thiophene and octanethiol by 

graphene-based sensors functionalized with and without ZnO has been extensively studied 

by modeling of devices with first-principles calculations based on density functional theory 

(DFT). The electronic properties of the pristine graphene and ZnO functionalized graphene 

were investigated in terms of the total density of states (TDOS) and projected density of 

states (PDOS). The simulation results showed that ZnO functionalized graphene provides 

a more energetically favorable surface for the adsorption of thiophene and octanethiol than 

the pristine graphene. 

In this work, the sensing properties of the devices were investigated for the decane, 

propyl benzene, thiophene, and octanethiol with and without ZnO nanoparticle 

functionalization. The ZnO functionalized devices showed the strongest response to 

thiophene and octanethiol vapor compared to the pristine graphene devices. Additionally, 

engineered defects onto graphene showed a marked improvement in sensitivity to 

thiophene and octane thiol vapors compared to unpatterned graphene. Furthermore, neither 
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the pristine nor ZnO functionalized graphene sensors demonstrated significant response to 

decane or propyl benzene vapors. Based on these results, graphene sensor devices (with 

and without functionalization) were sensing chemicals that have sulfur atoms (S) rather 

than hydrocarbon molecules (C and H). There is no strong evidence of a correlation 

between the conductance and the device active (graphene) area or the contact area. On the 

other hand, we do see strong correlation and inverse correlation between the perimeter and 

conductance. As a result, engineered defects and functionalization with metal oxides 

significantly enhance the performance of graphene chemical vapor sensors.  

In high noise environments, acquiring sensor measurements accurately is difficult, 

especially when signals are weak compared to the noise levels. In these cases, linear 

filtering is not an appropriate technique for processing the signal and unique methods 

should be considered for extracting signal data. In this work, a simple and portable analog 

lock-in amplifier (LIA) circuit is designed for gas sensing. The LIA uses the phase 

detection (PD) technique to single out the data signal at a specific frequency. In PD-based 

techniques, signals at frequencies other than the reference signal are rejected and, therefore, 

do not influence the required signal data significantly. For the LIA, the reference sensor 

excitation is a 2 KHz 70 mVrms sinusoidal signal from the function generator, which is a 

part of the designed circuit. A low pass filter (LPF) after the PD circuit was then used to 

cancel high frequency noise and extract the absolute mean value of the data signal. In this 

work, PSPICE simulations were carried out using actual commercial IC models. This LIA 

circuit design enables one to acquire sensor measurements accurately in extremely noisy 

environments.
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CHAPTER 1 : INTRODUCTION 

1.1 Allotropes of Carbon 

Carbon is one of the most abundant elements in the universe and is responsible for 

the formation of all organic structures, including the naturally occurring life on Earth. 

There are over 95% of known chemical compounds made of carbon, where carbon can 

form bonds with electronegative and electropositive atoms [1-2]. The carbon atoms possess 

an exceptional versatility in bonding among themselves, even without interaction with 

other elements, resulting in many interesting allotropes. Two of the most well-known 

carbon materials, graphite and diamond, give an excellent demonstration of how different 

bonds can be made by this element [1-2]. Although they contain the same element, these 

two materials exhibit substantially different chemical, electrical, and mechanical 

properties. Diamond, for example, is transparent, electrically insulating, and one of the 

strongest materials ever discovered. Graphite, however, is opaque, highly conductive, and 

among the softest materials. The differences in properties between these materials, despite 

being made from the same element, are due to the different arrangements of the carbon 

atoms. Several other carbon allotropes (materials entirely composed of carbon atoms) have 

been discovered recently, which differ from one another only by the way the carbon atoms 

are arranged [3]. In terms of their hybridization of carbon atomic orbitals, there are three 

types of carbon allotropes [4]. Diamond materials are formed when all carbon atoms are 
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bonded in a sp3
 hybridization, while graphitic materials are formed when all carbon atoms 

are bonded together in sp2 hybridization. Amorphous carbon is third type of carbon 

allotrope, which is composed of mixtures of sp2
 and sp3 hybridized carbon atoms. Figure 1.1 

provides a schematic representation of the different allotropes of carbon. Despite their interest, 

diamond and amorphous carbon are only mentioned briefly in this chapter and are not 

examined further. 

 

 

 
 

 

Figure 1.1: The dimensionality and hybridization of the various carbon allotropes as 

shown in this diagram [9]. 
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1.2 Graphitic Materials 

A graphite is a special type of allotrope with sp2 hybridized carbon atoms as 

mentioned before. These materials can be in any dimensional form, from zero-dimensional 

fullerene to three-dimensional graphite. These are commonly called graphitic materials 

since graphite is the most famous and best-known representative [4]. 

 

 

1.2.1 Graphite 

In the early 1500's, graphite was discovered as a naturally occurring allotrope of 

carbon [5]. As shown in the Figure 1.1, graphite is composed of hexagonal rings of 

covalently bonded carbon atoms stacked on top of one another. These hexagonal carbon 

planes are bonded together by weak Van der Waals forces, which allow the in-plane bond 

strength to be several orders of magnitude greater than the interlayer bonding. As an 

example, the in-plane bond length for carbon atoms is 1.42 Å , while interlayer carbon 

bonds are 3.35 Å  [5]. Graphite layers can slide over each other due to the weak bonding 

between interlayer carbon atoms, making it useful for applications such as pencil leads and 

lubricants [6]. The material is also used in nuclear reactors to control the fission reaction 

speed as well as an electrode for batteries [7]. 

 

 

1.2.2 Fullerene and Carbon Nanotubes 

Kroto et al. discovered fullerene (C60), also known as buckyballs or 

buckminsterfullerene, in 1985 and were awarded the Nobel Prize in chemistry for their 

work in 1996 [8]. A fullerene is a zero-dimensional molecule with discrete quantum states 
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in which the carbon atoms are organized into a hollow sphere with hexagonal and 

pentagonal rings as shown in Figure 1.1 [9]. The carbon atoms are sp2 hybridized in this 

structure. They are not arranged in a plane like in graphite. Fullerene's geometric structure 

strains its sp2 hybridized carbon atoms, resulting in semiconducting or insulating 

properties. 

The second carbon allotrope is the carbon nanotube (CNT), a hollow cylindrical 

structure formed by carbon atoms bonded together in a hexagonal arrangement, as shown 

in Figure 1.1 [10]. Despite the controversy surrounding the discovery of CNTs, Sumio 

Iijima is often credited with their official discovery in 1991 [11]. CNTs can be a single tube 

called a single-walled nanotube (SWNT), or they can be two or more concentric tubes 

stacked one inside the other, referred to as multi-walled nanotubes (MWNTs). Quantum 

states in CNTs are restricted in such a way that electrons can only travel in one dimension, 

so they can be considered one-dimensional materials. [10-12]. 

 

1.2.3 Graphene 

The newly discovered allotrope of carbon is a material called graphene, in which 

each carbon atom is bonded to three others to form a honeycomb-like structure as shown 

in Figure 1.1 [13]. Graphene has a number of unusual properties and plays an important 

role in understanding the properties of other carbon allotropes. For example, as shown in 

Figure 1.2, graphene sheets can be stacked upon each other to generate graphite, whereas 

fullerenes can be created from graphene by curling it up with the introduction of pentagons 

in a systematic way. The CNTs can be made by rolling up a graphene sheet along a certain 
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direction. [14]. In spite of the fact that graphene is the mother of all these allotropes, it is 

the last material that was discovered in the carbon family which gives access to all 

dimensions. Due to graphene's two-dimensional structure, it has been widely believed that 

single layer could not exist in a freestanding state [15]. 

 

 

 

Figure 1.2: All the graphitic carbon allotropes of different dimensions are composed of 

graphene hexagonal nanosheets [14]. 
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1.3 Motivation: Increasing Market and Potential of Graphene Research 

In modern age, semiconductors are the backbone of electronic devices such as 

transistors, solar cells, diodes, and for making various digital and analog integrated circuits 

[16-17]. The incessant research on semiconducting materials and fabrication processes 

resulted in constant progress in the complexity and therefore the speed of semiconductor 

devices, an impact referred to as Moore’s Law [18].  

The ease with which its properties can be tuned, its easy fabrication processes, and 

its abundance have positioned silicon as the most widely used material for semiconducting 

device applications [18-19]. However, scientists and researchers in the electronics industry 

are looking for other materials as the potential market for electronics is ever growing. 

Electronics in papers, walls and clothing are limited simply because silicon cannot easily 

be painted on a surface, wrapped on a flexible platform, or used to cover large areas. The 

technology we need is something that can be similar to silicon, which can be produced 

efficiently and inexpensively at large scale. Graphene, an atom thick layer of carbon atoms, 

is growing as a promising candidate in semiconductor industry due to its unique physical 

and electronic properties [20]. The material, graphene, cannot replace the silicon dynasty 

on its own, but it can be developed as a supplement to silicon by mixing with silicon in the 

manufacture of some multi-purpose devices for which silicon is insufficient. 

Since 2004, graphene has become one of the most research materials for its 

synthesis, modification, and applications in many fields. This is due to its outstanding 

overall properties, such as, single-atom thick two-dimensional conjugated structures, 

room-temperature stability, ballistic transport, and large available surface areas [21-26].  
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Graphene can serve as an ideal platform to carry other components for specific roles, 

because of its special structure. The high conductivity and ballistic transport capacity 

ensure that graphene exhibits very little signal noise when acting as a sensor [27]. It does 

not require an auxiliary electrical heater due to its excellent chemical stability at room 

temperature [27]. All of these characteristics of graphene benefit its sensing properties, 

making it an ideal candidate for gas/chemical detection. Therefore, great efforts have been 

made in the research of graphene-based chemical/gas sensors, resulting in a giant leap 

forward in the development of graphene-based chemical sensing devices. We can clearly 

see that the number of published papers on graphene-based gas/chemical sensor has sharply 

increased over the period from 2007, as shown in Figure 1.3.  

However, despite its great potential  as a sensing material, graphene still faces a 

number of challenges such as homogeneity, large areas, integration of devices, and 

selective sensor mechanisms. Since its discovery, many efforts have been made to improve 

its quality and synthesize a homogeneous large area layer [28-30], and more recently, there 

have also been efforts to functionalize graphene with various elements to improve its 

sensitivity, selectivity, solubility, and loading capacity [31-38]. 
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Figure 1.3: The number of scientific articles published per year containing the keyword 

graphene. Data was collected from www.sciencedirect.com on 2nd Nov. 2018. 

 

 

 

1.4 Importance of Graphene Based Gas/Chemical Sensors 

A variety of serious environmental problems have been attributed to modern 

advanced technology and industrial development. As an example, the release of various 

chemical pollutants such as NOX, SOX, COX, and volatile organic compounds (VOCs) into 

the atmosphere from various manufacturing industries. Atmospheric pollution can cause 

serious problems related to human health. For example, it can trigger an illness like asthma.  

Acid rain is another example of the consequences of air pollution. Any industrial 

and private activities lead to the emission of nitric acid and (NOX) sulfuric acid (SOX) is 

the cause of acid rain. As a result, buildings get eroded, water gets contaminated and 

vegetation is affected, which in turn affects human health [39]. Besides air pollution, 

release of combustible gases like methane, ethane, butane, hydrogen, and acetylene can 
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also result in significant explosion risks [40-41]. It is therefore imperative to develop new 

sensors and technologies to detect and quantify environmental pollutants, particularly toxic 

and combustible gases, so as to minimize the above mentioned consequences [42].  

Gas/chemical sensors have become essential in today's technology-driven society 

and are used in a wide variety of applications, such as environmental, biomedical, chemical 

processing, pharmaceuticals, industrial safety, indoor monitoring, and food [43]. Sensors 

have benefitted from the advances of computers, integrated electronics, new materials, 

novel designs, and processing tools [44]. Such technological changes can be seen in the 

development of miniaturized, low-cost, portable, and mass-manufacturable gas/chemical 

sensors capable of static and continuous measurements even in remote locations [45]. 

Gas/chemical sensor devices allow the conversion of a chemical or physical property of a 

specific analyte into a measurable signal whose magnitude is normally proportional to the 

concentration of the analyte [46]. A typical chemical-sensing system can identify harmful 

substances and transmit a series of audible and visible warnings, such as flashing lights and 

alarms, when dangerous levels are detected. The important performance characteristics of a 

gas/chemical sensor are briefly described below. 

 

➢ Limit of detection (LOD) - the lowest concentration of the analyte that can be detected 

by the sensor under given conditions. 

➢ Working temperature – the temperature at which the sensor operates. 

➢ Sensitivity – the change of measured signal per one-unit change in analyte 

concentration in input, i.e., the slope of a response vs. concentration plot. 
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➢ Selectivity – sensor’s ability to discriminate between the analytes of a gas mixture and 

provide detection signal for the target analyte of interest. 

➢ Response time – the time to reach 90% of the final value during analyte exposure. 

➢ Recovery time – the time to reach 10% of the final value during room temperature clean 

air exposure after it was subjected to analyte exposure. 

➢ Dynamic range – the analyte concentration range between the detection limit and the 

highest limiting concentration. 

➢ Reliability – the ability of devices to withstand exposure to extreme temperatures, 

transitions between temperature extremes and excessive humid conditions. 

➢ Stability/Reproducibility – the ability of a sensor to provide reproducible results for a 

long period retaining the sensitivity, selectivity, response, and recovery time. 

 

For chemical sensors to be successful in real life, sensor devices must be able to 

demonstrate high sensitivity, strong selectivity, outstanding stability, fast response and 

recovery times, a very low detection limit, a wide dynamic range, and low costs, along with 

high resolution and reliability. 

 

 

1.5 State-of-the-art of Graphene Based Gas/Chemical Sensors  

Monitoring harmful gases and chemicals in the environment without the 

involvement of humans is possible with chemical sensors [47-48]. Chemical sensors work 

on the principle of analyte molecules adsorbing and desorbing on the sensor surface [48]. 

Analyte molecules adsorbed on a sensor material usually disrupt its fundamental property 
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by forming a physical bond or a chemical bond. This results in a change in conductivity, 

resistance, or capacitance of the material. A highly sensitive and selective sensor material 

is required to detect such changes, particularly those of low analyte concentrations. The 

materials must also be inexpensive to operate, easily integrated and, most importantly, 

compatible with existing fabrication techniques. 

Schedin et al. [49] first demonstrated the chemical sensing behavior using 

mechanically exfoliated graphene as shown in Figure 1.4(a). A change in resistivity of 

graphene was observed after graphene was exposed to different gaseous species including 

NO2, NH3, H2O, and CO. However, the magnitude of the change and its polarity were 

found to be strongly dependent on the properties of the gas analytes. The resistivity of 

graphene increased immediately upon exposure to NH3, followed by the saturation region 

(region II). When the chamber was evacuated, a very slow and small change (region III) in 

resistivity was observed, which indicated that the gas molecules still stick to the graphene 

surface. However, by annealing at 150˚C under vacuum these devices restored to their 

original state (region IV). Exposure to NO2, On the  
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Figure 1.4: (a) Response of exfoliated graphene sensor to electron donating and electron 

withdrawing gas analytes and (b) monitoring the single molecule detection of NO2 during 

adsorption and desorption from the graphene surface. The green curve is the reference [49]. 

 

 

 

other hand, resulted in a dramatic decrease in graphene sheet resistance, as well as regions 

of saturation by an adsorbate (region II), slow recovery (region III), and recovery induced 

by annealing (region IV). An increase or decrease in resistivity corresponds to the electron 

donating or withdrawing behavior of NO2 and NH3, respectively. In addition to these 

species, H2O acted as an acceptor, whereas CO and ethanol showed electron donating 

behavior. This change in carrier type and carrier density is the basic mechanism that 

governs the operation of all conductivity or resistivity based graphene chemical sensors. 

Under the same exposure conditions, simultaneous Hall measurements 

demonstrated linear relationships between the change in carrier density (Δn) and analyte 

concentration. However, surprisingly, despite the presence of extra charge carriers, no 
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degradation in Hall mobility was observed even for carrier densities exceeding 1012 cm-2. 

It contrasts to conventional two-dimensional systems, in which such high densities of 

charge impurities were found to be detrimental for the ballistic transport. Long term 

experiments with extremely diluted NO2 gas showed a distinct and discrete step like 

changes in resistivity (Figure 1.4(b)), corresponding to single molecules of the gas 

adsorbing and desorbing from the graphene surface. Such ultra-low detection of gas 

molecules has sparked immense interest in developing graphene sensors for a wide range 

of applications. 

Pearce et al. [50] performed one of the first investigations on the sensing behavior 

of epitaxial graphene grown on SiC. In particular, the effect of graphene thickness on the 

response of the sensor to NO2 gas was investigated at different operating temperatures. 

When a multi-layer graphene (MLG) based sensor was exposed to NO2 gas, resistance 

decreased at all measured temperatures (25˚C to 100˚C). In spite of this, the recovery time 

was significantly longer when the highest test temperature was used (100˚C), indicating 

that a strong chemical bond was formed between the adsorbed molecules and the graphene 

surface. In addition, a significant shift in the sensor base line was also observed while the 

sensor was in operation, as shown in Figure 1.5(a). The response of the MLG device for 

NO2 was several orders of magnitude smaller than the response of the single-layer graphene 

(SLG), which was thought to be related to the screening effect, where current flows through 

non-exposed carbon layers in the MLG sensor. In Figure 1.5(b), upon exposure of the SLG 

device to NO2 a decrease in resistance, indicating the device has a majority hole carriers 

(p-type material), is observed at all attempted temperatures and concentrations. 
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Figure 1.5: (a) Electrical response of multi-layer graphene sensor toward NO2 at different 

temperatures and (b) response of single layer graphene to the same gas analytes [50]. 

 

 

 

Many researchers have reported a significant increase in the sensing ability of 

graphene via surface functionalization [51-55]. The surface of graphene was functionalized 

with catalytic metals such as platinum (Pt), Palladium (Pd), and Gold (Au). Johnson et al. 

reported the ammonia (NH3) sensing behavior of graphitic nanoribbons decorated with 

platinum nanoparticles [51]. Chu et al. used platinum decorated graphene surface to detect 

H2 gas in different concentrations [55]. In their study, they observed that when graphene is 

decorated with platinum nanoparticles, it acted as dopant and increased the conductance of 

graphene. Other than surface functionalization, the effects of different metal contacts on 

gas sensing behavior for different types of oxidizing and reducing gas sensing have also 

been discussed. For example, Pd/Au electrode was investigated on graphene for sensing 

NO2 by G. Ko et al. [56]. The sensitivity was around 9% for 100 ppm of NO2 gas for few-

layer graphene. Nomani et al. used Pt/Ti contact to enhance the selectivity towards NO2 
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gas [57]. The NO2 was detected at a low concentration in the presence of commonly 

interfering gases such as CO2, H2O (saturated vapor), NH3 (550 ppm), and O2. 

In addition to the graphene functionalization with catalytic metals, graphene 

functionalization with metal-oxide nanoparticles has been widely employed in industry for 

chemical sensing applications [58]. The metal oxide nanoparticles can improve the 

adsorption of chemical species by providing more adsorption sites, enhancing the 

sensitivity and selectivity of the sensors [59]. The copper oxide nanoparticles (CuO NPs) 

have attracted great attention due to high electrocatalytic activity property [60-62]. These 

characteristics make CuO NPs suitable for high performance gas sensing application. The 

Iron (III) oxide nanoparticles (Fe2O3 NPs) which are nontoxic, have outstanding thermal 

stability have also been used for gas sensing application [63-66]. The Indium tin oxide 

nanoparticles (ITO NPs) have an n-type semiconducting behavior with a band gap energy 

of 3.5 – 4.06 eV and has been used for gas sensor application [67-69]. Lastly, the Zinc 

oxide nanoparticles (ZnO NPs) are appropriate for chemical sensing applications because 

they are less toxic, optimally conductive, low cost and come in a variety of morphologies 

[70-72]. They have demonstrated excellent chemical sensing properties [70-72]. 

Based on all these reports, the resistance change approach (based on the change in 

conductivity) may be useful in developing graphene-based sensor devices that can detect 

very low concentrations of target gases. Rymnesteve et al. [73] however, used a different 

technique to understand the sensing mechanism of graphene. They evaluated the sensing 

response of pristine graphene to a wide range of organic chemicals using low-frequency noise 

measurements along with resistance measurements. As can be seen in the Figure 1.6(a), 
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different chemicals produced different noise characteristics (i.e., Lorentzian noise bulges), 

particularly at low-frequencies (< 100 Hz) that are specific to a chemical type. The noise bulges 

can be seen more clearly in Figure 1.6(b), where ethanol vapor had a distinctive characteristic 

noise frequency of 400-500 Hz, when compared with tetrahydrofuran which has a typical noise 

frequency of 10-20 Hz. The combination of noise measurements with resistance measurements 

can allow us to derive an understanding of the sensing mechanism behind graphene-based 

chemical sensors. 

 

 

 

 

Figure 1.6: (a) 1/f noise deviation and appearance of bulges after exposure of different 

chemical vapors and (b) more pronounced effect of 1/f noise bulges showing different 

characteristics frequencies for different chemical species [73]. 

 

 

 

 

1.6 Chapter Outline of the Dissertation 

This dissertation is structured into seven chapters, with the first chapter being this 

introduction. In Chapter 2, a brief background on the electronic and structural properties 
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of graphene is presented along with the review on different methods used for the graphene 

synthesis. The influence of metal contacts on the electrical properties of graphene devices, 

the significance of graphene surface functionalization for the development of graphene 

based chemical sensors and different types of electrical noise are discussed in detail. In 

Chapter 3, device resistance and low frequency electrical noise measurement results 

obtained in this work on the pristine graphene and the ZnO nanoparticle functionalized 

graphene are presented for different device geometries. In Chapter 4, design and 

computation of molecular models of graphene and metal-oxide nanosheet using density 

functional theory (DFT) are presented. The computational methods are discussed in detail. 

The adsorption properties of target gases (decane, propylbenzene, thiophene, and 

octanethiol) including adsorption configurations and energetics have been studied. The 

electronic structure of the designed sensors before and after target gas adsorption have been 

demonstrated and analyzed. The DFT results are compared with the experimental results 

in this chapter. In Chapter 5, results on pristine graphene and ZnO functionalized graphene 

chemiresistive sensor devices with different geometries exposed to vapors of decane, 

propylbenzene, thiophene, and octanethiol are presented and discussed. In Chapter 6, 

simple and portable analog lock-in amplifier (LIA) circuit is designed for gas sensing 

application. In this work PSPICE simulations were carried out using actual commercial IC 

models. Finally, Chapter 7 the key conclusions from the results of this work are presented. 

In addition, a future outlook on the development of graphene chemical sensors and the 

strategies required for the commercialization of graphene sensor technologies is discussed. 
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CHAPTER 2 : BACKGROUND INFORMATION 

2.1 Introduction 

Graphene has been attracting enormous scientific attention from physicists, 

chemists, material scientists and engineers due to its wide range of potential applications. 

The term graphene was first defined as individual carbon layers in graphite intercalation 

compounds in 1994 [74]. Graphene had been studied theoretically in band structure 

calculations as a single layer of graphite long before the name was given to it [75]. 

Furthermore, Peierls and Landau showed that thermal fluctuations in low-dimensional 

crystals cause atom displacements comparable to interatomic distances at arbitrary 

temperatures, resulting in thermodynamic instability and eventually curling into carbon 

soot [76]. In experiments, the only trace of graphitic layers was found on the surface of SiC 

after the substrate was heated in vacuum [77-80]. In spite of the fact that graphite is 

technically composed of monolayers of hexagonally arranged carbon atoms, or graphene, 

it was long believed that such a 2D crystal was thermodynamically unstable and therefore 

impossible to isolate experimentally [81-82]. In 2004, Manchester University researchers 

became the first to isolate monolayers of graphite using a mechanical exfoliation method 

at room temperature [13]. A single layer of graphene is formed using adhesive tape 

repeatedly peeling of carbon layers from highly oriented pyrolytic graphite, which they 

then transferred to a SiO2/Si substrate. Graphene is not only the first truly two-dimensional 

crystalline material to be discovered but also is the thinnest material, being one atom thick. 

Monolayer and few-layer graphene have been identified by optical and atomic force 
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microscope (AFM) imaging techniques [13]. In 2010, Andre Geim and Konstantin 

Novoselov, the leaders of the University of Manchester team, were awarded the Nobel 

Prize in Physics, and their work became the basis for an intensive period of graphene 

research. It was less than a year after their initial discovery that Geim and Novoselov 

achieved the first electrostatic transport measurement on monolayer graphene, and 

observed a similar behavior as that seen in few-layer graphene [83]. The discovery of this 

two-dimensional material led to the discovery of many other materials, including 

molybdenum disulfide (MoS2), boron nitride (BN), tungsten disulfide (WS2), molybdenum 

diselenide (MoSe2), tungsten diselenide (WSe2), and many more [84]. Even though they 

all possessed intriguing properties, none of these materials received the same level of 

attention or interest as graphene. 

 

 

 

 

Figure 2.1: Illustration of the hexagonal lattice of graphene. 
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Graphite is made up of a periodic arrangement of individual graphene layers stacked 

into a hexagonal structure held together by van der Waals forces with an interlayer spacing of 

3.4 Angstroms (Å ). Graphene or single layer graphene (SLG) or monolayer graphene all 

represent one sheet of sp2 bonded carbon atoms, in which each carbon atom is covalently 

bonded to three nearest neighboring atoms in the plane with a C-C distance of 0.142 nm to 

form a hexagonal lattice structure, as shown in the Figure 2.1. Two layers of graphene are 

present in bilayer graphene (BLG), while three layers of graphene are present in trilayer 

graphene (TLG). A few layer graphene (FLG) represents a stack of four to five layers of 

graphene, whereas a multilayer graphene (MLG) is composed of six to ten layers of graphene. 

The term pristine graphene in this thesis refers to graphene in an undoped, unstrained, and 

unperturbed state. 

 

2.2 Graphene Properties 

It is remarkable that graphene, despite its simple structure, exhibits a range of 

material properties that surpass any other material that has been measured so far. Due to 

the strong covalent bonds between the in-plane carbon atoms of the graphene sheet, 

graphene has exceptional mechanical strength to the point that it is stronger than diamond 

at the same thickness with a Young's modulus of 1 TPa and an intrinsic strength of 130 

GPa [85]. In addition to its hardness, it is the only crystal which can be elastically stretched 

by 20% in one dimension without breaking [85]. Furthermore, graphene has the advantage 

of being highly transparent (97.7%) [86], while it is also so dense that not even helium 

atoms can pass through it [87]. Graphene's two-dimensional nature also makes it an ideal 

material with the largest specific surface area, as high as 2630 m2/g [88]. Graphene also 
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has an exceptionally high thermal conductivity of up to 5000 W mK-1 [89], which is better 

than CNTs (3500 W mK-1) and diamond (2500 W mK-1), while its electrical resistivity of 

1.0×10-6 Ω-cm is better than well-known conducting materials such as Ag (1.59×10-6 Ω-

cm) and Cu (1.68×10-6 Ω-cm) [90]. Graphene is currently being investigated for resistance 

standard measurements in metrology, where graphene grown on SiC has been found to 

have superior resistance accuracy than conventional GaAs heterostructures [91]. When it 

comes to carrier mobility, graphene is by far the best material with a mobility of over 

200,000 cm2 V-1 s-1 at room temperature [92-93]. 

 

2.3 Electronic Structure of Graphene 

 

 

 

Figure 2.2: Illustration of (a) the hexagonal lattice structure of graphene showing unit cell 

with two carbon atom A and B. (b) Electronic band structure of graphene, obtained using 

a tight-binding approximation for nearest neighbor hopping only [95]. 
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The remarkable properties of graphene, particularly its electronic properties are due 

to its honeycomb structure and exhibit a basis with two carbon atoms A and B per unit cell 

as shown in Figure 2.2(a). There are four valence electrons on the carbon atom, of which 

three are bonded to three nearest neighboring carbon atoms by strong σ (sigma) bonds. 

While electrons in these bonds do not contribute to electron transport, they do provide the 

graphene sheet with a remarkable mechanical strength. All of the unusual electronic 

properties of graphene arise from the fourth valence electron. In the graphene plane, this 

conduction electron oscillates up and down perpendicularly to produce a pz orbital. Due to 

the short bonding distance between the carbon atoms, the pz orbital of one carbon atom is 

overlapping with the pz orbital of a neighboring carbon atom leading to delocalized electron 

π-bands [94]. As shown in Figure 2.2 (b), a tight-binding calculation can be used to address 

the electronic properties of graphene by calculating the π-band structure. Even though 

graphene was discovered in 2004, Wallace et al. [95] calculated the electronic band 

structure as early as in 1947. The calculation of the band structure in Figure 2.2(b) indicates 

an unusual structure in which the lower valence band (π) and the upper conduction band 

(π*) meet at the K and K points. This crossing point is called the Dirac point (ED). An 

undoped graphene has the Fermi energy (EF) exactly located at ED, where both the 

conduction and valance bands overlap smoothly without repulsion or bandgap opening. 

Thus, graphene is usually described as a semiconductor with a zero bandgap, or to be more 

precise, as a semi-metal [96]. As can be seen in Figure 2.2(b), π-bands exhibit linear 

dispersion around the ED with an energy E = ħνF|k|, where ħ is Planck’s constant, νF is Fermi 

velocity and k is the wave vector measured from K. Unique to graphene and one of the 
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reasons for graphene's high charge carrier mobility is Fermi velocity, νF ~ 106
 m/s, which 

is constant for charge carriers in graphene [97]. 

The linear energy dispersion quickly gives rise to an analogy with photons, massless 

elementary particles that travel with constant velocity and also exhibit a linear energy 

dispersion relationship [98]. This relationship leads to a stark difference in the way that charge 

carriers in graphene behave as compared to conventional metals and semiconductors. Thus, 

electrons in graphene exhibit the same behavior as photons or ultra-relativistic particles 

such as neutrinos with an energy-independent νF that is 300 times smaller than the speed 

of light [98]. Due to the absence of bandgap, graphene exhibits an ambipolar behavior, 

where the charge carrier can be continuously tuned between electrons to holes with carrier 

concentrations as high as 1013
 cm-2. The electronic properties of graphene also change 

dramatically as graphene thickness increases. Figure 2.3 shows an evolution of graphene 

band structures calculated using tight binding calculations for monolayer and few-layer 

graphene [97-99]. As can be seen in the Figure 2.3, the bilayer graphene exhibits parabolic 

bands that touch at the Dirac point, exhibiting the semi-metallic behavior similar to 

monolayer graphene. When it comes to trilayer or few layer graphene, the band structure 
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Figure 2.3: The band structure of graphene changes with increasing thickness [99]. 

 

 

 

 

is not only determined by the number of layers, but also by the sequence in which they are 

stacked. Every new layer adds two π-bands to the existing band structure, increasing its 

complexity and ultimately approaching the structure of graphite. 

 

 

2.4 Synthesis of Graphene 

Graphene has exceptional electrical properties that make it attractive for future 

applications in electronics, such as ballistic transistors, sensors, field emitters, integrated 

circuits (ICs) and transparent electrodes [100]. The majority of these interesting 

applications require single-layer graphene on a suitable substrate with a controlled and 

practical band gap, both of which are quite difficult to control and attain. Also, the 

development of graphene-based electronics is dependent on mass production of the 

material. There are several methods to produce graphene such as mechanical cleaving, 

mechanical and liquid-phase exfoliation, laser ablation and photo-exfoliation, chemical 

vapor deposition (CVD) on metal substrates, epitaxial growth on SiC, molecular beam 



25 

 

epitaxy (MBE) and metal-catalyzed crystallization of amorphous carbon [100-104]. 

Nevertheless, the majority of research attention has been focused on mechanical 

exfoliation, CVD graphene growth, and epitaxial graphene growth on SiC. 

 

2.4.1 Mechanical Exfoliation 

The process of mechanical exfoliation results in the highest quality graphene in terms of 

structural integrity and electronic performance. In this process, graphene is separated by 

peeling off a layer repeatedly from commercially available Highly Oriented Pyrolytic 

Graphite (HOPG) sheet by using scotch tape as shown in Figure 2.4(a) [105]. After they 

have been exfoliated, the graphene flakes are transferred onto SiO2 surfaces for 

characterization and device fabrication. The thickness of these transferred graphene flakes 

 

 

 

 

Figure 2.4: Illustration of the micromechanical exfoliation of 2D crystals. (a) Adhesive 

tape is pressed against a 2D crystal so that the top few layers are attached to the tape (b). 

(c) The tape with crystals of layered material is pressed against a surface of choice. (d) 

Upon peeling off, the bottom layer is left ono the substrate [105]. 
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can be easily identified from the variation in contrast of different layers in an optical 

microscope.  

The largest flake sizes are currently limited to millimeters [106] by this technique, 

so it is not suitable for large-scale industrial applications. Even so, the quality of graphene 

which is produced through mechanical exfoliation is superior to that produced by other 

methods. At room temperature, suspended single layer graphene devices achieve mobilities 

exceeding 200,000 cm2∙V-1∙S-1 [92-93], while as-fabricated unsuspended graphene devices 

are typically capable of mobilities ranging from 10,000 to 20,000 cm2∙V-1∙S-1 [107]. The 

ability to achieve excellent crystal quality as well as the low cost of producing flakes makes 

mechanical exfoliation the preferred method for research purpose to demonstrate proof-of-

concept devices and to develop an in-depth understanding of chemical, electrical, 

mechanical, and optical properties of graphene. 

 

2.4.2 Chemical Vapor Deposition (CVD) Growth on Metals 

The Chemical Vapor Deposition (CVD) grown graphene on metal substrates is one 

of the most successful growth techniques developed for mass production. As a result of 

CVD, polycrystalline graphene is formed by decomposing a carbon precursor (methane or 

ethanol) at 1000º C and segregating carbon atoms on a foil of a transition metal with low  
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Figure 2.5: The transfer of chemical vapor deposition (CVD) grown 2D crystals. (a), (b) 

2D crystals are grown by CVD on a surface of a metal. (c) A sacrificial layer (i.e., PMMA) 

is deposited on top of the 2D crystal. (d) The metal is etched away, leaving 2D crystal stuck 

on the sacrificial layer. (e) The sacrificial layer, together with the 2D crystal is transferred 

onto the substrate of choice. (f) The sacrificial layer is removed (g) Roll-to-Roll production 

of CVD graphene [105, 113]. 

 

 

 

solubility for carbon (in most cases, copper), with a smooth surface [108]. To make 

graphene usable, the metal substrate must first be separated. A transfer polymer, usually 

poly(methyl methacrylate) (PMMA) is spun on graphene to provide an alternative 

substrate. The metal substrate is then etched away, allowing graphene to be placed on any 

suitable substrate. The transfer of 2D crystals grown by CVD is shown in Figure 2.5 [105]. 

In some reports graphene is simply peeled from the metal using a poly(dimethyl siloxane) 

(PDMS) polymer, which allows further reuse of the metal substrate [109]. However, the 
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mechanical stress of the peeling process can cause damage to the graphene, especially if it 

is done by manual operation. 

The growth of graphene has been demonstrated on a variety of metals, including 

Pt, Cu, Au, Rh, Ir, Ni, Co and Ru. [110-112]. The growth on Pt, Au, and Ir is relatively 

costly for commercial production, compared to metals like Ni and Co, therefore most 

studies were done on these metals. Furthermore, Ni and Co have less than 2% mismatches 

in their lattices with graphene. Yet, the thickness of graphene films grown on these metal 

films is highly variable and highly inhomogeneous. The major advantage of growing 

graphene on Cu is that the growth is self-limited, that is, it stops once the Cu surface is 

fully covered with graphene [108]. This technique leads to the formation of single layer 

graphene uniformly on a Cu surface, with only 5% of the surface containing bilayer or 

trilayer graphene. Obtaining such a controlled thickness over large area was mainly 

possible because of the low carbon solubility and mild catalytic activity of copper. 

Following the initial work, graphene growth on Cu was scaled up to an incredible 30 inches 

using roll-to-roll process as shown in Figure 2.5 [113]. A Cu based CVD growth method 

is attractive for mass production due to the relatively cheap nature of Cu, as well as the 

high yield of reasonably good quality graphene films. A CVD grown graphene is currently 

being evaluated for non-electrically active applications such as transparent conducting 

electrodes for touch screens displays, solar panels, and flexible electronic applications. 

Even though graphene grows uniformly over a large surface area, there are a few 

challenges and drawbacks associated with it for electronic applications. First, there is an 

order of magnitude difference in thermal expansion coefficient between graphene and Cu, 
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which causes graphene film wrinkling at the cooling stage of the growth process. The 

wrinkles are defective in nature, which degrades a device's performance through defect 

scattering, similar to the effect of grain boundaries seen in conventional materials [114]. In 

addition, as the growth is performed on conductive metal substrates, transfer of graphene 

film to other insulating substrates such as SiO2 is required for using in electronic device 

applications. When the PMMA resist is used as a support during transfer, it significantly 

contaminants the graphene film with resist residues even after its removal and therefore 

high temperature thermal annealing is required for cleaning the as-transferred graphene 

films [115]. Additionally, graphene films may be broken or damaged during the transfer 

process, which might compromise the quality of the final transferred layers. 

 

2.4.3 Epitaxial Growth on SiC 

Graphene from silicon carbide (SiC) decomposition is a high-quality graphene 

source discovered by W. de Heer et al [116]. This is known as epitaxially grown graphene. 

It is based on the thermal decomposition of the hexagonal single crystal SiC by sublimation 

of Si atoms at high temperatures in ultra-high vacuum (UHV) or argon atmosphere 

conditions as shown in the Figure 2.6 [117]. This method has the benefit of being able to 

use insulating SiC substrates for the graphene growth, thereby avoiding additional transfer 

and cleaning steps [104, 118]. The {0001} surfaces of the hexagonal SiC single crystal have 

both Si-faces (0001) and C-faces (000͞1). The Si-face is usually preferred for obtaining 

better homogeneous growth of graphene. Moreover, the epitaxial  
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Figure 2.6: Basics of graphene growth by thermal decomposition of SiC, together with the 

structural model of bilayer graphene on SiC. Shown as the blue broken line is the buffer 

layer [121]. 

 

 

 
 

 

graphene growth on the Si-surface results in the formation of a carbon buffer layer that is 

electrically inert [119-120]. Typical growth temperatures and pressures for the Si-face are 

1600 ºC and 100 mbar, while for the C-face they are 1450 ºC and 1e-4 mbar in an argon 

atmosphere [122]. As a result of this thermal process, a few-layer graphene is formed on 

the Si-face and a thicker graphene stack is formed on the C-face, although in some cases 

high-quality graphene monolayers have been obtained on the C-face as well [123]. During 

Si desorption, the surface of SiC forms narrow terraces of graphene a few micrometers 

wide, which are linked by steps with higher electrical resistance. 

Graphene growth on SiC depends on several growth parameters, including gas 

pressure, temperature, and growth time. In this way, epitaxial graphene can be formed over 

a wide range of process conditions. When the pressure of Si above the surface is less than 

the indicated Si (~ 1  10-7 mbar) vapor pressure, an excess of C will build up on the surface 

for a given temperature [124]. Under UHV conditions, graphene growth can be 

accomplished at temperatures as low as about 1200 ºC because the sublimated Si can be 
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removed by the vacuum system. A higher temperature is required in intermediate vacuum 

conditions. Inert gases such as argon can be added to further increase the required 

temperature, since the inert gas increases the Si partial pressure near the surface. Due to 

this pressure-temperature relationship, the growth rate will increase as the temperature 

rises, since more Si atoms sublimate, leaving more C atoms on the surface to form 

graphene. Thus, the graphene growth can be controlled by the choice of temperature, 

growth time and pressure [124]. 

 

 

2.5 Importance of Metal Contacts on Graphene 

Graphene is sensitive to the surrounding environment, which means that any 

material coming into direct contact with its surface, such as metal electrodes, can have a 

significant impact on its electronic properties [125]. Electronic devices are inevitably 

connected to metal contacts, so understanding the electrical characteristics of metal-

graphene interfaces is crucial to the performance of graphene devices. 

The energy band diagrams of a) metal-semiconductor and b) metal-metal contact 

interfaces (for comparison) are shown in Figure 2.7 [126]. In the first case, when a metal 

and a semiconductor come into contact, charge transfer occurs from higher energy state to 

the lower energy state until the Fermi energy levels of both metal and semiconductor are 

balanced in thermal equilibrium state. The result is the Schottky barrier, ΦB = ΦM – χ at the 

interface, where ΦM is the work function of a metal and χ is the electron affinity of the 

semiconductor. Energy band bending occurs due to the charge transfer, as shown in Figure 

2.7(a) and forms a depletion region with a width of Wdp. A metal/metal contact, however, 
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has no potential barrier, so charge carriers transfer directly through the interface, cancelling 

out the difference in work function. Due to the high carrier density, the small redistribution 

of the electron cloud can screen out this potential difference. In general, metal screening 

 

 

 

Figure 2.7: Schematic of the interface at (a) metal-semiconductor and (b) metal-metal 

interfaces [126]. 

 

 

 

length is typically small (in fractions of nm), as a result the vacuum level changes sharply 

at the metal-metal interface [126]. 

The situation is even more complex when a metal is interacted with graphene, since 

there is no band gap at zero energy and the density of states vanishes at Dirac point (see 

Figure 2.8(a) and (b)). In the absence of an energy band gap, depletion layer formation and 

conventional Schottky contacts are prevented. There is a strong limit on current injection 

from metal to graphene at the Dirac point because of the small density of states (DOS) 
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[127]. As a result of different work functions, charges transfer through the interface, 

resulting in graphene's electrical doping. Graphene has a small state density near the Dirac 

energy, which causes the Fermi level even at a limited charge transfer to shift significantly 

[127]. When electrons move from metals to graphene (n-doping), the Fermi level shifts 

upward, but the Fermi level shifts downward when positive carriers (holes) move from 

metals to graphene (p-doping) [126-127]. 

 

  

 

Figure 2.8: Schematic of energy band diagram for the metal-graphene contacts. (a) 

Representation of separated metal and graphene with its Dirac cone. (b) When metal and 

graphene are brought in contact, the Fermi levels are aligned. Far away from the metal-

graphene contact, the conical point of graphene approaches EF [126]. 

 

 

 

It is expected that a crossover from n-doping to p-doping will occur when both sides 

of the junction have the same doping type but different work functions [128]. In fact, if one 

of the materials is graphene, the work function difference is not the only parameter since 
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the chemical interactions at the surface cannot be ignored. In density functional theory 

calculations, graphene electronic properties can be changed by physisorption at the metal-

graphene interface, especially for metals such as Au, Cu, and Pt, or by chemisorption at 

the metal-graphene interface, such as Ni, Co, and Pd [129-131]. In physisorption, graphene 

electronic structure is only weakly altered because of weak binding, causing a charge 

transfer depending on the work functions and a Fermi level shift. In contrast, chemisorption 

causes a significant change in the electronic structure of graphene due to hybridization 

between its pZ states and d-states in metal, causing a band gap in graphene and a reduction 

in its work function [130]. Physisorption or chemisorption of metals is dependent on the 

degree of filling in the d-orbitals, which determines the stability of the antibonding states, 

a large number of electrons in the antibonding states destabilizing the hybridization [132]. 

For instance, in a real system where a finite metal electrode is deposited to cover a 

graphene sheet (as the case for transport measurements), the Fermi level will be at the Dirac 

point only when the graphene is free, far from the metal-graphene interface where it is 

fixed by the metal. The Fermi level difference is accommodated by a charge transfer 

between the two graphene regions (the free and contacted ones). Based on the Fermi level 

difference, the band bending can be realized with n-dopants or p-dopants. A suitable choice 

of metal electrodes makes it possible to engineer p-n junctions in graphene [130]. In 

addition to doping, metal contacts can also induce compressive strain or tensile strain in 

graphene due to lattice mismatches, which can influence the electronic properties of 

graphene [133-134]. Therefore, appropriate selection of metal contacts is of critical 

importance for the better performance of graphene electronic devices. 
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2.6 Significance of Graphene Functionalization 

Although pristine graphene has many outstanding electronic properties, there are 

several challenges that need to be addressed before the full potential of graphene can be 

realized. Graphene, for instance, does not possess a bandgap, so field-effect transistors 

based on graphene cannot be turned off completely, which eliminates its use in digital 

electronic applications where high ON/OFF ratios are required [135-137]. Additionally, 

the highly hydrophobic nature of graphene causes weak metal electrode adhesion, which 

in turn leads to metal delamination [138]. Furthermore, since graphene is chemically inert, 

chemical sensors made of pristine graphene typically suffer from weak sensing responses, 

poor selectivity issues and extremely long recovery times due to the lack of polar functional 

groups on the surface [49-50, 139]. It is also extremely difficult to chemically interface 

graphene with other compounds due to this reason. Hence, surface functionalizing 

graphene is important for enhancing its capabilities and promoting chemical reactions on 

its surfaces. However, functionalization of graphene is challenging due to the fact that each 

carbon atom in graphene has a pz orbital in the direction perpendicular to the base plane, 

forming a self-passivating π-conjugated system that is highly delocalized [139]. In order to 

attach a functional species to a thermodynamically stable and chemically inert structure, 

one must use high energy reactive agents capable of breaking the carbon-carbon π bonds 

and distort the surrounding lattice structure without damaging the carbon-carbon σ bonds 

of graphene. In principle, graphene can be functionalized using covalent and non-covalent 

approaches [140-142]. 
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The covalent functionalization is relatively stable and has been developed for 

several purposes due to the strong bonding of organic functional groups with the graphene 

surface [143-144]. For covalent functionalization, highly reactive species, such as 

hydrogen, chlorine and fluorine, are commonly used. These species possess sufficient 

energy to overcome the kinetic and thermodynamic barriers associated with the covalent 

chemical reactions on graphene [145]. According to Figure 2.9, the carbon atoms in 

graphene change their hybridization from sp2 to sp3 [146], which leads to the opening of a 

band gap [147-148]. This transformation does not just affect the sp3 carbon atom that is  

 

 

 

Figure 2.9: Conversion of sp2 hybridization to sp3 hybridization leads to removal of the π 

electron and conversion of the planar lattice to tetrahedral [146]. 
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undergoing reaction, but it also produces a geometric distortion that extends over multiple 

lattice positions in the structure [146]. 

 Non-covalent functionalization allows the attachment of functional groups to graphene 

without disrupting its structural properties [143, 149]. The adsorbed molecules interact with 

the π-electrons of graphene, resulting in the change in electronic and chemical properties of the 

graphene due to the charge transfer process [149]. A charge transfer or magnitude of doping 

that occurs on graphene surfaces depends on both the electronic and chemical nature of the 

analyte being tested. As an example, negatively charged surface areas on graphene will attract 

molecules with positively charged poles, which strongly adsorb to graphene. As a result of this 

strong interaction, charge carriers are transferred between the adsorbed analyte and graphene, 

affecting its charge carrier concentration depending on the analyte type [142, 150]. Even 

though non-covalent functionalization preserves the structural properties of graphene, the long-

term stability of physisorption is always problematic [150]. The weak bond between 

physisorbed functional groups and graphene leads to their desorption when the device is 

operated at high bias for several cycles or continuously for a prolonged period [144, 150]. 

 

2.7 Type of Electrical Noise 

Over the past six decades, electrical noise in semiconductors has been extensively 

studied, resulting in numerous physical and empirical models that describe a specific type 

of noise in detail [151-154]. Several electrical noise components are well understood and 

well defined, for example thermal noise, shot noise, generation-recombination noise [155-

156]. One particular component of noise is inconclusive to describe or even to agree on its 

origin, and that is flicker noise or 1/f noise. From the physics perspective, electronic noise 
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is one of the carrier dynamics that relates to a solid-state scattering process [157]. Charge 

carriers collide in the scattering process because of lattice vibrations which occur during 

the transport of charge carriers or during their trapping/de-trapping from the trap sites. It 

has been known that the scattering elements are channel defects, interface states, oxide 

traps or contacts [158]. Noise comes in different types and in the frequency domain it has 

different characteristics depending on the source of noise. The representative basic sources 

of noise are discussed and explained in this section. 

 

2.7.1 Thermal Noise 

The thermal noise, first predicted by Albert Einstein [159], occurs when the 

electromotive force fluctuates due to Brownian motion of free electrons within a material 

under thermal equilibrium. The phenomenon was later demonstrated experimentally by J. 

Johnson [160] and the power spectral density was calculated by H. Nyquist [161]. 

Therefore, thermal noise is also known as the Johnson, Nyquist, white noise, diffusion 

noise or velocity fluctuation noise. As a result of carrier scattering, thermal noise is 

produced by causing the carrier velocity to become randomized as it moves through the 

material, causing a form of velocity gradient to develop. As the gradient is generated, the 

surrounding carriers drift into a specific direction, causing a small net current flow which 

can be measured as the noise power spectrum density (PSD). Under equilibrium conditions, 

the average energy of this motion is expressed as kBT / 2 and demonstrates an ultra-fast 

relaxation time of 𝜏 ≈ 10-12 s [160-161]. Thus, the observed noise spectrum is frequency 
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independent, such that SA(f) is constant throughout the frequency range investigated. In 

conventional notation, the voltage and current noise power spectral density expressed as: 

   4V BS k TR=       (2.1) 

2

4V B
I

S k T
S

R R
= =      (2.2) 

 

where kB is the Boltzmann constant, T is the absolute temperature, and R is the resistance. 

Thermal noise measurement system is often used to calibrate a noise measurement system 

because it can provide information about the limits of the measurement system as it is 

temperature related [162]. 

 

2.7.2 Shot Noise 

A shot noise refers to the random tunneling of a free carrier (electron) through a 

potential barrier, which is common in device with a Schottky contact or a space-charge 

region formed by a p-n junction. It is a non-continuous process in which the noise current 

is generated discretely when the electrons cross a potential barrier randomly and 

independently. In 1918, W. Schottky first discovered this noise in vacuum tubes and 

derived the formula for it [163]. Similar to Johnson noise, shot noise is independent of 

frequency due to short electron transition process and current PSD can be expressed as: 

   2IS qI=      (2.3) 

where q is the electron charge, and I is the corresponding leakage current flowing through 

the potential barrier. A shot noise is also known as white noise similar to Johnson noise 
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due to its frequency dependence. It is not easy to distinguish Johnson noise from the shot 

noise, but shot noise is typically much smaller. 

 

2.7.3 Generation/Recombination Noise 

Generation-recombination noise (g-r noise) is caused by the generation and 

recombination of charge carriers (i.e., electrons or holes) by trap sites, resulting in 

conductance fluctuations. In semiconductors, localized states are unable to conduct 

whereas delocalized states enable electron conduction. These localized states, also called  

 

 

 
Figure 2.10: Generation-recombination mechanism for the a) direct band to band and b) 

four possible types of trap assisted carrier transition. 

 

 

 

 

"traps," are caused by defects or impurities in the semiconductor or at the interface. An 

illustration of these mechanisms can be found in Figure 2.10. The PSD of g-r noise is given 

by a Lorentzian behavior 
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where N is the averaging number of free carriers, 2N the variance of the fluctuating 

number of charge carriers, and  the carrier relaxation time. The relaxation time  is in the 

range of 10-6 s to 10-3 s as a characteristic of traps. In order for the g-r noise to be valid, the 

Fermi energy level is near, within a few kT , to the trap energy level [164]. Trap 

characteristics are generally influenced by trap energy level and trap spatial position. 

 

2.7.4 1/f noise or Low Frequency Noise (LFN) 

1/f noise is also known as flicker or excess noise with a PSD inversely proportional 

to the frequency f.  This phenomenon has sometimes been called low-frequency noise, but 

it is not entirely accurate since other kinds of noise, such as g-r noise, can also be observed 

in the low-frequency range. In 1925, Johnson found and explained the 1/f noise in vacuum 

tubes, and Schottky gave the first interpretation of it [165]. The phenomenon was finally 

verified by the Voss and Clarkes’ experiment in 1976 [166]. As a result of this experiment, 

it was found that PSD of the measured 1/f noise shows an I2 dependency with a constant 

driving current, and the V2 dependency with a fixed bias voltage. The square 

current/voltage function of SA(f) (Note that SA(f) ∝ I2 or V2 since it is a power unit, followed 

by P = I2R or V2/R notation) implies that the applied external bias does not contribute to 

measured voltage/current fluctuation, but that instead it reveals the conductance 

perturbation in the device [166]. Until now, a large number of current noise spectra were 
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measured with various materials, such as semiconductors, semimetals, metals, 

superconductors, tunnel junctions, strongly disordered conductors, and so on [167]. It 

appears that all the results generally followed a trend of a rise in current noise power 

spectrum with decrease in frequency, 1/f. It is generally hard to detect 1/f noise at high 

frequencies because it is hidden by the Johnson noise. 

Even though 1/f noise is universal and affects various materials, the origin of the 

noise has been the subject of controversy for decades. The major issues include the 

following: 1) Mobility vs. Number fluctuations, 2) Superposition of Lorentzian noise for 

1/f noise, and 3) Surface vs. Bulk origins [168]. 

 

1) Mobility vs. Number fluctuations: 

An important issue is to understand where the noise in 1/f comes from. Conductivity 

fluctuations can explain the current fluctuations in materials since the conductivity is an 

inherent property of devices. So, the conductivity σ is defined as [168] 

driftqn =             (2.5) 

Where n is the charge carrier density and µdrift is the drift mobility. Two representative 

models are presented based on the idea of conductance fluctuations. From a physical 

viewpoint, the number fluctuation is caused by trapping/releasing of carriers at the 

interface, while the mobility fluctuation is due to phonon scattering within the solid [169]. 

In conventional MOSFETs, the main 1/f noise source has been generally explained by the 

number fluctuation model. But there are other devices where noise is explained by the 

mobility fluctuation model. For example, for 0.35 μm p-type FETs, the mobility fluctuation 
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model dominates because the channel is buried [170]. On the other hand, some results 

support the mobility fluctuation [171-172]. The number fluctuation with charge trapping 

at the interface does not work in carbon nanotubes, and other explanations such as diffusion 

or electron-phonon interaction are suggested [171]. The electron-phonon interaction is 

strongly supported the temperature dependence of 1/f noise in single-walled carbon 

nanotubes [172]. These results show that the noise can be changed and it depends on the 

devices architecture or conduction mechanism. 

 

2) Superposition of Lorentzian noise for 1/f noise: 

 

 

 

 

Figure 2.11: (a) 1/f noise spectrum composed of several Lorentzian spectral with evenly 

distribution carrier lifetime. (b) Example of generation-recombination (g-r) bulge when the 

Lorentzian spectrums of g-r origin is superimposed onto another 1/f noise component 

[177]. 
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A 1/f behavior can be obtained by superposition of Lorentzian noise, as suggested by J. 

Bernamont and M. Surdin [173-174]. By using multiple Lorentzian spectra, the 1/f noise 

spectrum can only be formed if carrier interactions with specific trap species are separated 

from carrier generation-recombination processes, and carriers hop minimally from one trap 

species to another [175-177]. The 1/f spectrum produced by the summation of several discrete 

Lorentzian spectra of different trap species are shown in Figure 2.11(a). A distinct generation-

recombination bulge can occur if one trap species dominates the conductance fluctuation 

process, causing the Lorentzian spectra generated by such species to superimpose on the 1/f 

spectrum, disrupting the 1/f dependency of SA(f) [177]. An illustration of this phenomenon is 

shown in Figure 2.11(b). 

 

3) Surface vs. Bulk origin: 

In general, the arguments for the surface or bulk effect on the 1/f noise arise from a 

controversy regarding the mobility and number fluctuation models. There are two 

competing theories, including the McWhorter number fluctuation theory which considers 

the surface effect and the Hooge mobility fluctuation theory for homogeneous bulk such 

as metals and semiconductors [178]. There is a general belief that surface noise or bulk 

noise, or both are present depending on the device structure [178-181]. Furthermore, both 

theories are supported with experimental evidence. The 1/f noise behavior in nanomaterial 

structures might be affected by surface effects due to smaller sizes. 
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CHAPTER 3 : GRAPHENE GROWTH, FABRICATION, 

FUNCTIONALIZATION AND DEVICE GEOMETRIES DESCRIPTION 

3.1 Graphene Growth, Fabrication, and Functionalization 

Epitaxial graphene films were grown on the Si face of semi-insulating, on-axis 6H-

SiC substrates by Si sublimation at high temperature in a chemical vapor deposition reactor 

[182]. As described elsewhere, a photoresist bi-layer method combining LOR and Shipley 

1811 photoresists was used with contact printing at λ = 320 nm in two steps to achieve a 

clean and patterned post-fabrication graphene active region [183] and low graphene-metal 

contact resistance [184] after processing. The first step used oxygen plasma etching in two 

sequential steps of two minutes each at 30Win order to minimize sample heating during 

the etch. After stripping in a 75 ºC bath of N-methyl pyrrolidinone (NMP), followed by an 

isopropanol rinse, we applied the second photolithographic process step for patterned e-

beam evaporation and lift-off in NMP to form Ti/Au (10 nm/100 nm) contacts. The films 

were functionalized using N-ethylamino-4-azidotetrafluorobenzoate (TFPA-NH2) as a 

chemical linker, which results in increased functionality of the graphene films without 

degradation of its electrical properties [185]. Then, zinc oxide nanoparticles (50–80 nm, 

US Research Nanomaterials Inc., Houston, TX, USA) were attached [186]. 
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3.2 Device Geometries Description 

Graphene devices were fabricated on 8  8 mm2 SiC chips bearing 4 die, each die 

with 13 sensor devices (schematic shown in Figure 3.1(a)) and 2 to 4 transfer length method 

(TLM) structures (Figure 3.1(b)) for measuring contact resistance. The various 

chemiresistive sensor device structures, all built on a common 400  400 µm2 graphene  

 

 

 

 

 

Figure 3.1: (a) Computer-aided design (CAD) schematic of the device designs studied 

here. Note that four die were printed on a chip (8 x 8 mm2 area). The devices are classified 

into four groups based on graphene film patterning: (1) unpatterned (labeled “U”) and 

interdigitated group (labeled “I1, I2, I3, I4”); (2) patterned with horizontal slots (labeled “H1, 

H2”); (3) patterned with vertical slots (labeled “V1, V2”); (4) patterned with 2D patterns 

(labeled “MS, MC, ME2, ME7”). Detail of the 2D patterns is shown in the inset. 

Descriptions are provided in Table 1. (b) CAD schematic of the TLM structures. The 

graphene mesas are 20 µm wide, the 70 µm x 100 µm Ti/Au pads overlap the graphene by 

5 µm, and the uncovered lengths are 30, 25, 20, 15, 14, 13, 12, 11, 10, 5, and 3 µm. 
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mesa, can be classified into four groups. The devices, except for the interdigitated group, 

had the same channel length of 380 µm and varying channel widths. Group 1 consisted of 

an unpatterned graphene device (U) and devices having interdigitated electrodes, with 10 

µm (I1, I3) and 20 µm (I2, I4) channel lengths and corresponding channel widths of 3600 

µm and 7600 µm, respectively. They were printed in either of two orthogonal orientations 

in order to explore directional dependence of conductivity in the epitaxial graphene. Group 

2 consisted of patterned devices with slots aligned with charge transport (henceforth  

 

 

 

Table 3.1: Detailed description of the four graphene chemiresistive device group structures 

shown in Figure 3.1. The terms “horizontal” and “vertical” refer to the graphene pattern 

with respect to the direction of charge transport, parallel or perpendicular, respectively. 

“Constricted channel width” refers to the minimum graphene channel width after etching, 

i.e., overall film width less total hole cross section. 
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“horizontal” and identified as H1, H2). Group 3 consisted of patterned devices with slots 

transverse to charge transport (henceforth “vertical” and identified as V1, V2). Group 4 

consisted of patterned devices with regular 2D hole patterns including 16 point (ME7) and 

6 point stars (ME2), 10  10 µm2 squares (MS), and 10 µm dia. circles (MC). The TLM 

structures were fabricated with contact separations from 3 to 30 µm and a uniform width 

of 20 µm. The Ti/Au contacts were 70  100 µm2 rectangles that overlapped 5 µm of the 

graphene films, thus adding a metal–graphene edge junction of nominally 30 µm at each 

contact. See Table 3.1 for a detailed description. 
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CHAPTER 4 : ELECTRICAL CHARACTERIZATION OF GRAPHENE 

CHEMICAL SENSOR DEVICE HAVING DIFFERENT GEOMETRIES 

4.1 Introduction 

Graphene has a great potential for vapor sensing applications because of its high 

electrical conductivity [187-188], large surface-to-volume ratio, high mobility (~200,000 

cm2/Vs), low thermal and 1/f noise characteristics [49, 189], and low room temperature 

contact resistance [190-191]. Graphene sheets (one monolayer thick) possess the 

remarkable quality that every atom is a surface atom and involved in carrier transport. 

Thus, even a single vapor adsorption event is transduced into an easily measured change 

in conductivity [192-193]. This property explains the single molecule detection of gas 

phase molecules [49]. Even though graphene is extremely sensitive, it is not selective due 

to its inert nature. This is remedied by functionalization with organic linker molecules, 

nanoparticles, biomolecules, etc., which enhances the selectivity [143-144, 146, 194-195]. 

Graphene chemical vapor sensors, fabricated as two-terminal devices exposed to 

ambient, operate on the principle that their electrical resistance changes in response to 

changes in ambient molecule concentration and, in particular, to adsorption from chemical 

vapors. Maintaining a low contact resistance in these devices is crucial for maximizing the 

relative effect of chemical-exposure-induced changes in device resistance. Published 

values of graphene–metal Ohmic contact resistance vary considerably depending on the 

fabrication approach [196-204]. Additionally, graphene has very low intrinsic noise, so any 

changes produced by defects, both intrinsic (e.g., lattice vacancies) and extrinsic (e.g., 

engineered holes and the associated edges in addition to the exposed edges of a finite 
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device), as well as surface functionalization and adsorbates [73], can have a significant 

impact on the observed low frequency (LF) noise behavior. Understanding the noise 

behavior of electronic devices is important from an application point of view as well 

because this LF noise determines the smallest amount of information or signal from a 

device that can be detected, whether a device is functioning as an amplifier, a transducer, 

or merely a conveyer of information [205]. The LF (<1 Hz) spectral region is typically 

dominated by what is commonly referred to as 1/f or flicker noise, in which the power 

spectral density (PSD) of electrical fluctuations is inversely proportional to exponentiated 

frequency, f γ, with  ranging from 0.5 to 2 but often close to 1 [205–208]. This 1/f γ noise 

has been observed in many material systems [209-210]. This LF behavior is typically 

determined by intrinsic device or material properties, in particular dynamic changes in 

carrier concentration or carrier mobility associated with trap nature and density, 

generation-recombination centers, lattice scattering from phonons, transport scattering 

points associated with impurities and vacancies, and so on. Analysis of LF behavior 

provides insight into the physical properties of both material and devices [207, 210]. 

In this work, we carried out electrical conductivity and LF current noise 

measurements at room temperature in air ambient conditions on large-area monolayer 

graphene devices with and without ZnO nanoparticle functionalization. Zinc oxide 

nanoparticles are one of the most widely investigated structures for chemical sensing due 

to their high thermal and chemical stability. Zinc oxide is an n-type semiconductor with a 

wide band gap energy of 3.37 eV. It has been reported that ZnO nanoparticles alone, and 

as part of a graphene composite system, have a high sensitivity towards methane, nitrogen 
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dioxide, hydrogen, and ammonia, as well as ethanol and acetone [70, 211-212]. 

Maximizing sensor sensitivity is of paramount importance, and in this work, we explore 

the relationship among device geometry resistance, and noise for pristine and 

functionalized devices. The investigated geometries include arrays of squares, circles, 

holes, and slots transverse or longitudinal to the applied electric field etched into a 0.16 

mm2 mesa. Such a large device size is relevant to sensor applications where it is important 

to minimize ultra-low frequency noise. A large area device will maximize the number of 

charge carriers and so minimize 1/f noise [207], as well as ultimately minimizing the 

Poisson noise of adsorbates at low concentrations. Additionally, we explored the impact of 

contact resistance on LF noise. 

 

4.2 Instruments and Experimental Set-up  

A Keithley 236 source measurement unit (SMU) supplying 1 VDC was used to 

measure device resistance. Two configurations were used for room temperature low 

frequency noise measurements, from 0.24 Hz to 97.5 Hz and from 0.001 Hz to 1 Hz, as 

shown in Figure 4.1(a) and 4.1(b), respectively. We measured the current noise of the 

devices by measuring the voltage across a 3.3 kΩ wire wound precision resistor in series 

with the sensor device using a spectrum analyzer with an input impedance of 1 M ║15 

pF. A Hann window was applied to each frame prior to the application of a fast Fourier 

transform (FFT). The resulting frequency data was averaged for at least 5 such scans. 
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Figure 4.1: SR760 fast Fourier transform (FFT) spectrum analyzer noise measurement 

setup for graphene devices in a frequency range (a) from 0.24 Hz to 97.5 Hz and (b) from 

0.001 Hz to 1 Hz at room temperature. A 3.3 k wire wound resistor converted the induced 

current into a voltage for sampling either automatically by the SR760 or by an Agilent 

34401A multimeter as triggered by an Agilent 33250A function generator. 

 

 

 

4.3 Results and Discussion 

4.3.1 Resistance Measurements 

In this section, we report the resistance properties of pristine and ZnO 

functionalized graphene films and devices. First, the contact resistance (Rc), sheet 

resistance (Rsh), and contact resistivity (ρc) of the graphene films were determined from the 

TLM structures described above. Next, we measured the devices’ total resistance. Finally, 

we calculated the effective width, contact area, contact resistance, and sheet resistance for 

the device structures. 

In general, the resistance (R) of any material is given by R = ρL/A, where ρ is the 

bulk resistivity, L is the length, and A is the cross-sectional area (width W  thickness t) of 

the material in a plane normal to the direction of current flow. For graphene films, we 

assume that the films are of uniform thickness, so that the cross-section is determined 

entirely by the effective device width. For the group 2, 3, and 4 devices (Figure 3.1, Table 
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3.1), the width at the constrictions should dominate the overall measured resistance. A 

more complete picture of device resistance also considers contact resistance and the effect 

of the depletion length at the contacts, especially in comparison to the overall channel 

length. The interdigitated structures I1 through I4 offer an opportunity to observe directional 

dependence of electrical conduction in graphene [213-215]. Transport in I3 and I4 is in the 

same average direction as in the devices other than I1 and I2: U, Group 2, Group 3, and 

Group 4. We present in Figure 4.2 the total resistance (RT) of the TLM structures plotted 

against the varying graphene channel lengths for both pristine and functionalized graphene 

films. The slope of the linear fit in Figure 4.2 gives the channel width a normalized value 

(Rsh/W) of the graphene sheet resistance. The contact resistance, Rc, is extracted from the 

extrapolated resistance at zero channel length, 2  Rc. The contact resistivity is determined  

 

 

 

 

 

Figure 4.2: Resistance of pristine and ZnO functionalized graphene as a function of 
distance between metal contacts as measured after fabrication. The dotted lines are the 
transfer length method (TLM) linear fits. 
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from the equation ρc = Rc  W  LT, where LT is the transfer length, the average distance 

that an electron travels in the material beneath the contact before it flows up into the 

contact. The transfer length, LT, is obtained from the extrapolated length at zero resistance 

(−2LT = x-intercept) [216].  

The calculated Rc, Rsh, LT and ρc for pristine and functionalized graphene films are 

shown in Table 4.1. There is a substantial decrease in contact resistance (factor of two), 

and in contact resistivity (factor of 3.5) and a moderate increase in sheet resistance of the 

functionalized films relative to that of the pristine graphene. This change in Rsh is consistent 

with a previous investigation [185], which also found a substantial decrease in carrier sheet  

 

 

 

Table 4.1: Electrical characteristics of pristine and functionalized graphene films with 

evaporated Ti/Au contacts calculated using the TLM data in Figure 3.3 (contact width = 

20 µm, length = 5 µm). Data from ref [193] refers to CVD graphene with Al/Cr/Au 

contacts, measurements from TLM structures. Data from ref [184] refers to annealed 

graphene, measurements from TLM structures. 

 

 

 

 

concentration to about 4  1012 cm-2 and an increase in carrier mobility of functionalized 

films relative to pristine. Following the approach of Nath, et al. [184] we apply the 
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Landauer-Büttiker model for conductance of a one-dimensional wire to represent the 

graphene-metal contact resistance as 

1
2

1
2 2

1

4
C

h
R

T e n


=      (4.1) 

where T is the carrier transmission probability, h is Planck’s constant, n is the sheet carrier 

concentration and e is the electron charge underneath the metal [184, 217-218]. For perfect 

quantum limited contacts, one assumes T = 1 and this gives a lower bound to contact 

resistance, assuming n = 4  1012 cm-2, of about 57 -µm. In our case, the functionalized 

sheet resistance has increased by 20% compared to pristine graphene. Assuming the 

previously observed drop in sheet carrier concentration after functionalization to have also 

occurred here, then the nearly two-fold reduction in contact resistance must be due to 

increased T, which could be explained by changes in the film work function induced by 

functionalization that lowers the interfacial barrier height. 

Next, we measured RT of the pristine and functionalized graphene devices (Table 

4.2). In general, the RT values of pristine and functionalized devices are very similar with 

the exception of the MC, ME7, and ME2 devices from Group 4. We found that the structure 

group, and the specific features within the group, have a much stronger effect on the 
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Table 4.2: The average device total resistance values (RT) for pristine and ZnO 

functionalized graphene device structures (open cells indicate devices not studied). 

 

 

 

 

measured values. In general, group 3 (V1, V2) had the highest RT values, and group 1 (I1 - 

I4) the lowest. Group 1’s unpatterned device U, group 2, and group 4 had similar total RT 

values 4.5-9 kΩ. The relatively smaller normalized resistance of the Group 4 devices is not 

surprising, as some current spreading in the regions between the etched features is to be 

expected. 

Finally, we calculated the effective contact area, the device contact resistance RC, 

and the device sheet resistance Rsh of pristine and functionalized graphene device structures 

for the different device geometries. The extrinsic contact resistance Rc (not the intrinsic 

resistivity) for the actual sensor device is calculated from geometry and values of LT and 
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c calculated from the TLM structures, estimating Rc for each sensor device from c as 

derived from the TLM data, the overlapping contact width Wc, and the calculated transfer 

length LT from table 4.1 using the relation 

 

Contact Resistivity
.

Contact Area

c
C

C T
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W L


= =


   (4.2) 

 

Sheet resistance is calculated here simply from Rsh = (RT-2RC) * Wch/L, where Wch is the 

effective channel width after accounting for etched features and neglecting lower resistance 

(i.e., wider) sections (Table 3.1). The resulting values are plotted in Figure 4.3, and given 

Table 4.3. The Rsh of devices I1, I2, I3 and I4 is quite large compared to the expected value 

obtained from the TLM structures given in Table 4.1 as well as that of the other devices. 

Since the typical depletion width in graphene, which would decrease the effective channel 

length, is quite small, of order 100 nm or less, further work is needed to understand the 

inconsistency observed here. A desired condition for sensor applications, namely the 

relative relationship Rc << RT, is realized for all but the interdigitated device geometries in 

this study. 

 

 

 

 

 



58 

 

Table 4.3: Effective contact area calculated from the device channel width and film contact 

transfer length LT as derived from TLM data, contact resistance (RC), and calculated sheet 

resistance (Rsh) of pristine and functionalized graphene device structures after correcting 

for constricted width values of the different device geometries (open cells indicate devices 

not studied). 

 

 
 

 

 

 

Figure 4.3: Sheet resistance, accounting for internal etched features, of different 

geometries on pristine and ZnO functionalized graphene as calculated from data extracted 

from TLM measurements and graphene features. 
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The effective channel widths (Weff) can be calculated using the relation Weff = (Rsh 

 L) / Rch, where Rsh is the sheet resistance calculated from the TLM data (Table 4.1), L is 

the graphene channel length, and Rch is the channel resistance, RT − Rc. For comparison, 

the calculated Weff and width values for pristine and functionalized graphene are shown in 

Table 4.4.  

 

 

Table 4.4: Summary of coded width and effective width for pristine and ZnO 

functionalized graphene device structures. 

 

 
 

 

The Weff calculations are not applied to the interdigitated devices due to the 

uncertainty in the effective channel length which is much smaller than the mask channel 

length L, as explained above. A defect, such as the termination of a crystalline lattice 

structure at an interface, can contribute a mobile charge and change the number of carriers. 



60 

 

In normal materials, this can increase or decrease the conductivity depending on the type 

of the added carrier, majority, or minority. Graphene is ambipolar, so the addition of more 

carriers of either type simply increases the conductivity. A defect can also create a fixed 

dipole which can scatter charges, lowering mobility and, hence, conductivity if it is in the 

path of transport. Charges created at defect sites will diffuse away from areas of high 

concentration (where the defects are) to areas of low concentration (normal film) but 

usually leave a fixed charge behind which may be partially screened. In the devices 

discussed here, defects are present from both the structures etched into the graphene as well 

as when the organic linkers and nanoparticles are added during the functionalization 

process. The precise nature and impact of each will be addressed in future work. 

 

4.3.2 Low Frequency Noise in Graphene Devices 

The current noise of our devices was measured by sampling the voltage developed 

across a resistor in series with the sensor device when a 1V DC bias was applied across the 

pair. A wire-wound resistor was used (rather than metal film, etc.) to reduce the 

contribution to the measured noise from that component [219]. The value of the resistor, 

3.28 k, was selected to match the average resistance value of all of the devices. In order 

to obtain a power spectrum S2(fn) of the device noise, we note that the discrete Fourier 

transform of a set of N voltage samples Vd,k, k = 0, 1, ..., N-1, collected across the device at 

time intervals of width  where the device is in series with the resistance R dividing a 

voltage V: 
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is equivalent to sampling the voltage across the device Vd,n because the first term in the 

right-hand expression vanishes due to orthogonality, and the negative sign on the second 

term vanishes when the term is squared during subsequent processing, leaving the 

following: 
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The voltage data were obtained by sampling at 2.31 Hz over 665 second durations. 

Work not reported here established a corner frequency of 1-10 Hz, and there was generally 

no significant power or signal at higher frequencies to be aliased into this frequency range.  

 

 

 

Figure 4.4: Normalized (SV/V2) noise data, plotted vs. frequency and for each device: 

Pristine graphene devices are plotted with black triangles, functionalized devices are 

plotted with red circles. The four interdigitated devices of pristine graphene I1-I4 are also 

shown. A linear fit to a portion of the power spectrum, and the frequency range over which 

it was calculated, is shown for each data set. A representative 1/f line is also shown on each 

graph as a blue dashed line; the vertical placement is arbitrary, with no significance. 
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A Hann window was applied to each frame prior to the transform and the resulting 

frequency data between 0.00451 and 1.15 Hz was averaged for at least 5 such scans. After 

normalizing the FFT of each device response by the average voltage across the device, the 

results are plotted and shown by device in Figure 4.4 along with a linear fit of log SV/V2 vs 

f generally between 0.015 and 0.2 Hz. The observed noise is low compared to other 

published work [220-224]. However, consideration of an argument of Snow et al. suggests 

that our observed noise attenuation could be attributed to the increased device size [225]. 

Low frequency noise in graphene under ambient conditions has been attributed to 

multiple sources including slow traps, generation/recombination (GR) centers, scattering 

from impurities, and dynamic changes in the scattering cross-section, presumably due to 

the chaotic impact on dipole screening of the constrained motion of charge carriers in the 

2D film [207]. In order to analyze the performance of graphene-based devices previous 

studies [205-206] have used the following empirical expression [220] to quantitatively 

describe the magnitude of the low frequency noise: 

2 2

V NI
S AS

V I f 
= =      (4.5) 

 
where f is the frequency, γ is the frequency scaling exponent and AN is related to the Hooge 

parameter αH through AN = NαH where N = n + p [209]. The amplitude AN is a scalar 

measure of the 1/f noise level and generally reflects the quality of a material or a device, 

depending on the number of charge carriers and extrinsic parameters such as device 

channel area and structural and chemical condition of the material: a higher value of AN 

usually corresponds to a lower quality device. By comparing devices of similar area as 
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fabricated from a common material with a common process, we can assume the number of 

carriers to be roughly comparable across the devices as well.  

The AN and  values for all devices were calculated by fits to linear portions of the 

data (generally between 0.01 and 0.5 Hz) shown in Figure 4.4. The objective was not to 

obtain a rigorously valid exponent, but rather to gain a qualitative sense of the low-

frequency noise in the broadest spectral range with minimal sensitivity to narrow band 

features or higher frequency components (Table 4.5). The wide range of variability in γ is  

 

 

Table 4.5: The 1/f current noise spectra parameters (Hooge and gamma) for pristine and 

functionalized graphene (open slots indicate devices missing (printing flaws) due to 

processing issues), and channel-area normalized noise from an extrapolation to 10 Hz. 

Previous work of Rumyatsev et al. [184] reported channel-area normalized noise ranges 

between 110-8 and 110-7 µm2/Hz; values here within that range are shaded (see text). 
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unexpected, indicative of the wide range of possible effects which contribute to noise in 

these devices. Most researchers reported variability in γ for monolayer graphene devices, 

but values are near 1 [221-224]. The high values observed here for the largest, unmodified 

film devices U and I1-I4 indicate a large number of slow processes of duration longer than 

1/2f for frequencies below 1 Hz. The large size of these devices and the extended data 

acquisition to low frequencies may allow other processes to occur and be observed that 

have not previously been considered. For comparison of our observed noise to other 

published work, e.g., Rumyantsev et al. [189], we extrapolate the 1/f fit to 10 Hz, where 

our data is dominated by Johnson noise, and multiply the predicted value of SV/V2 by 

device length and effective width from tables 3.1 and 4.4 to obtain the values given in Table 

4.5. In the work of Rumyantsev et al., a similar analysis of multiple, albeit considerably 

smaller, devices fabricated from exfoliated graphene under a controlled back-gate bias of 

0V concluded that area-normalized noise at 10 Hz fell between 110-8 and 110-7 µm2/Hz. 

In comparison, we find a generally consistent and systematic variation: Group 1 devices 

exhibit greatly reduced noise, Group 2 devices exhibit marginally reduced noise, Group 3 

devices exhibit increased noise, and Group 4 devices exhibit a wide range of noise levels, 

overlapping the range of Rumyantsev et al. 

To investigate which device feature influences noise the most, we studied the 

dependence of 1/f noise on device geometry, functionalization, effective graphene area, 

metal contact area, and mesa etched graphene perimeter. The areas and perimeters (internal 

and external) of graphene mesas measured after etching and metal contact areas were 

calculated for the geometries shown in Figure 3.1 and described in Table 3.1. From an 
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inspection of Figure 4.4, it is evident that functionalization generally lowers noise in all 

but the H1, H2, and U devices. These three are also the quietest devices, implying that the 

factors contributing to noise, and passivated by functionalization, are not present in certain 

devices (H1, H2, and U) but exist in others, specifically V1, V2, MC, MS, ME2, and ME7. 

Consideration of these device geometries suggests that while a single trap/excitation, 

generation/recombination, adsorption/desorption, etc., event can simultaneously induce 

changes in mobility and carrier concentration µn, µp, n, and p equivalently in the H1, 

H2, and U devices, such changes are not equivalent in the V1, V2, MC, MS, ME2, and ME7 

devices, where considerable graphene is spatially remote from the primary transport paths. 

Thus, the direct effect on mobility through the regions defined as direct paths between 

electrodes from events outside those paths is minimal while generated charges can easily 

diffuse into the areas of current flow where drift mobility (and thus, scattering events) are 

significant. The ME2 is somewhat exceptional. However, the sparser hole array relative to 

the MS and MC devices and reduced internal perimeter relative to the low field, high carrier 

concentration area as compared to the ME7 device may explain the observed results. These 

results suggest a rather complex relationship here between mobility and carrier 

concentration. 

In an effort to look for correlations between measurable parameters of graphene 

area, contact area, and active device perimeter, and noise parameterization terms AN and γ, 

we present plots of these in Figures 4.5 (AN) and 4.6 (γ) for the two sets of devices, pristine 

and functionalized graphene. Graphene area and perimeter for each device was calculated 

from the mask data. Contact area was calculated from the width of metal contacts and the 
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transfer length presented in Table 4.1. There is no strong evidence for correlation with 

device active (graphene) area or contact area of noise scalar AN. If one neglects the four 

interdigitated devices, where the relatively high currents and negligible perimeter relative 

to area suggests different relevant physical phenomena, there may be a correlation between 

 

 

 

Figure 4.5: Noise scalar AN  plotted against a) graphene area, b) contact area, and c) total 

perimeter, for both pristine and ZnO functionalized graphene devices. 

 

 

 

 

Figure 4.6: Frequency exponent γ plotted against a) graphene area, b) contact area, and c) 

total perimeter, for both pristine and ZnO functionalized graphene devices. 
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perimeter and noise scalar AN. We do see strong correlations between device area and γ 

and contact area and γ, and an inverse correlation between perimeter and γ. This strongly 

suggests different mechanisms exist in the generation of noise in the different regions of 

the film, which can be used to improve sensor design. 

Ultimately, the question of which is the optimal sensor design is still unsettled. 

Although in this work we have addressed the relationship of design to intrinsic device 

noise, we have not fully examined the relationship of design to extrinsic signal, i.e., 

chemiresistive response. It may be the case that the noisiest device geometries are also the 

most sensitive. In any case, a characteristic and reproducible response behavior defined as 

change in conductance should be achieved rapidly. Furthermore, the design of the sensor 

should strongly favor detecting perturbations in conductivity induced by adsorption of 

target species over others. Perturbations due to background or benign chemicals, which are 

also considered to be noise, should be minimized. Finally, nanoparticles other than 50 - 80 

nm dia. ZnO may have different impacts on noise and sensor response. These factors will 

be explored in future work.  

 

 

4.4 Conclusions 

We have carried out measurements of resistance and low-frequency noise in 

graphene devices to determine the effects of ZnO nanoparticles functionalization and the 

engineered defects of the graphene channel. The goal of our work was to understand which 

device is best suited for chemiresistive sensing applications. For comparison purposes, all 

of the devices studied had the same graphene mesa area, but with different defects patterns 
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of interdigitation or etched internal holes. These hole patterns included arrays of coarse 

and fine long slots etched perpendicular and parallel to the applied field, and two-

dimensional arrays of squares, circles, and few and many pointed stars. We find that, 

functionalization generally lowers noise, with the exceptions being the three quietest 

devices (H1, H2, and U), implying that the factors contributing to noise, and passivated by 

functionalization, are not present in some geometries but exist in others. The resistance 

measurements showed that devices with long etched stripes orthogonal to the direction of 

the applied electric field have the highest resistance, and short and wide channel 

interdigitated devices have the lowest resistance for both pristine and ZnO functionalized 

graphene. The graphene-metal Ohmic contact resistances (RC) demonstrate that ZnO 

functionalized graphene has lower contact resistance, but higher graphene sheet resistance 

(Rsh) compared to the pristine graphene. There is no strong evidence for a correlation 

between the scalar noise power and actual graphene channel area, contact area, and total 

perimeter (including the internal etched hole perimeters). However, there is a strong direct 

correlation between noise frequency dependence and graphene area and contact area. 

Furthermore, there is an inverse correlation between noise frequency dependence and 

perimeter. This work highlights that the electrical and low frequency noise measurements 

are critical for the selection of appropriate device structure in graphene/ZnO chemical 

sensors. 
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CHAPTER 5 : GRAPHENE BASED CHEMICAL SENSOR DEVICES FOR 

PRECISE SULFUR DETECTION: EXPERIMENTAL RESULTS AND DENSITY 

FUNCTIONAL THEORY MODELING 

5.1 Introduction 

Proton Exchange Membrane (PEM) fuel cells are envisioned for generating 

electricity and heat from natural gas, biomass, and other hydrocarbon fuels because of their 

intrinsic low noise and environmentally clean and high efficiency operation [226]. Several 

military applications are considered, such as unmanned aerial vehicles (UAVs), unmanned 

ground vehicles (UGVs), auxiliary power units and portable power systems for silent camp 

and silent watch operations, as well as operation on submarines and ships [227-229]. JP8, 

a widely available fuel used for military aviation, can provide the necessary hydrogen to 

PEM systems, but it can contain up to 700 parts per million (ppm) of sulfur [230], hindering 

its direct use as a hydrogen source. Sulfur must be removed from fuel before use in PEM 

fuel cells as it poisons the reformer catalyst, degrading efficiency and eventually requiring 

replacement. Desulfurizers are effective, but they eventually saturate and allow sulfur to 

bleed through. In order to continuously monitor the fuel desulfurization process stream, a 

low-cost but highly sensitive sulfur content monitoring device is needed. 

In the development of new point-source, chemiresistive sensing technologies since 

2004, graphene, a honeycomb network of sp2-hybridized carbon atoms [231], has proven 

an excellent performer. The properties of graphene that make it ideal for gas sensing 

applications include its high surface-to-volume ratio, high mobility (~200,000 cm2/Vs), low 

electrical noise characteristics, low room temperature contact resistance, mechanical 



70 

 

strength, and general non-reactivity [25-27, 232-236]. Charge transport through graphene 

is highly sensitive to molecular adsorption, resulting in a change in conductance [192]. 

Additionally, single molecules of a target gas can be reacted with the atoms in the graphene 

sheet [193]. These features make graphene an ideal material for detecting gas molecules. 

Graphene has demonstrated high sensitivity to NO2, NH3, H2, CO2, SO2 and H2S, 

responding to part-per-billion concentrations [237-249]. The selectivity of a sensitive 

chemical sensor is nevertheless a challenge, given the wide range of species that can affect 

film conductivity and the subsequent aggregate film behavior in a complex ambient [143, 

146, 194-195, 250]]. In principal, the use of  similar but effectively different sensors with 

different specific responses is one path towards realizing specificity. 

In this chapter, we report the results of an investigation comparing the vapor 

response of two different chemical vapor sensors, one based on pristine epitaxial graphene 

and a second of ZnO nanoparticle-functionalized graphene. Zinc oxide nanoparticles are 

among the most studied nanomaterials for chemical sensing because of their high thermal 

and chemical stability, reduced toxicity, optimal conductivity, low cost, and availability in 

a variety of morphologies [71-72]. Zinc oxide is an n-type semiconductor with a wide band 

gap energy of 3.37 eV. It has previously been demonstrated that ZnO nanoparticles alone, 

as well as when combined with graphene, have a high sensitivity to gases such as methane, 

nitrogen dioxide, hydrogen, ammonia, ethanol, and acetone [70, 211-212]. We used 

thiophene (C4H4S) and 1-octane thiol (C8H17SH) to represent two chemically distinct sulfur 

configurations, and an aliphatic hydrocarbon, decane (C10H22), and an aromatic 

hydrocarbon, propyl benzene (C3H7C6H5), to represent components of hydrocarbon fuels. 
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To further understand the experimental results, Quantum Espresso software was used to 

generate first-principles calculations within density function theory (DFT) and create 

molecular models of adsorbate/surface systems and so simulate the device geometry, 

adsorption energy, and density of states. The DFT provides information about the atomic 

geometries and the nature of chemical bonding and is thus an invaluable tool for 

understanding surface adsorption by providing accurate energetic and electronic 

characteristics [251-254]. To our knowledge, however, DFT calculations and analyses of 

the sensing capability of hydrocarbon and sulfur-containing chemical compounds by metal 

oxide decorated graphene surfaces have not been carried out. The primary goal here is to 

develop a general understanding of the adsorption and effects of sulfur and fuel compounds 

on conductivity of pristine graphene and metal-oxide particle functionalized graphene 

chemiresistive sensors. 

 

5.2. Materials and Methods 

5.2.1 Graphene growth, Fabrication and Functionalization 

Details on the growth of graphene films on the Si-face of a semi-insulating, on-axis 

6H-SiC substrate by sublimation of silicon; the etch process used for forming 400×400 

µm2 graphene mesas, and the procedure used for forming Ti/Au (10 nm/100 nm) ohmic 

contacts, and ZnO nanoparticle functionalization (50 – 80 nm, US Research Nanomaterials 

Inc.) by means of an N-ethylamino-4-azidotetrafluorobenzoate linker molecule were given 

elsewhere [182-186]. More detailed information on the graphene growth, device 

fabrication and functionalization is presented in chapter 3. Hall measurements on special 
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test structures of the pristine graphene indicated p-type conductivity with a carrier mobility 

and a sheet carrier concentration of 1047 cm2/(V∙s), and 1.42 x 1012 cm-2, respectively. 

More detailed results on material and contact resistance and noise are reported elsewhere 

[255]. The device structure used in this work is given in Figure 5.1. The analyte materials 

used here, decane, propyl benzene, thiophene, and octanethiol, were obtained at reagent 

grade purity (≥ 98%) from Sigma-Aldrich and used as received. 

 

 
 

Figure 5.1: Computer-aided design (CAD) schematic of the device geometry selected for 

chemical vapor testing. The unpatterned graphene device has a channel length of 380 µm 

and channel width of 410 µm. 

 

 

 

 

5.2.2 Instruments and Experimental Setup 

Each device of four tested in parallel was contacted with a pair of Au-coated W 

probes on a conventional probe station connected to a computer-controlled SR830 DSP 

lock-in amplifier (LIA). One of each pair of probes is connected to a low impedance ac 

voltage source Vs = 0 Vdc + 0.1 Vac, rms with a frequency f on the order of 10 kHz, a slightly 

different frequency for each device. The other probe is connected to a grounded bias 
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resistor Rb of 10 kΩ to roughly divide the voltage Vs and give a maximum voltage drop 

across Rb to be measured by the LIA (10 MΩ || 25 pF input impedance) at f. In this way, 

the small changes V measured across each Rb can be converted to small changes in the 

differential conductivity (G-G0)/G0 of multiple devices on the same substrate with high 

signal-to-noise ratios and excellent cross-talk rejection. We monitored the sample 

temperature with a 3 mil thermocouple contacting the surface of the substrate.  

During this experiment, devices under test (DUT), all on a single chip, were 

continuously exposed to a stream of dry air (dew point: − 40°C) at 4.8 lpm directed from 

close range into open air. One or more vapors were generated by bubbling streams of dry 

99.9999% N2 at 0-100 standard cubic centimeter per minute (sccm) through glass frits 

immersed in approximately 15-25 ml of reagent-grade analyte as independently controlled 

by mass flow controllers (MFC). To reduce the possibility of liquid condensation in the 

solenoid valve directing the vapor to the DUT, the streams, generally assumed to be 

saturated, were mixed with a constant 200 sccm flow of N2. When directed to the DUT and 

mixed with the dry air stream, this technique generates a range of analyte and interferent 

dilutions between 0.002 and 2% from equilibrium vapor pressure at slightly over 5 lpm. 

Vapor concentration was checked with a Hiden model HPR-20 QIC residual gas analyzer 

configured with differential pumping in order to sample volumes at atmospheric pressure. 

The procedure for testing the device is as follows. Prior to each measurement, the 

chip was heated on a hot plate in air at 125 °C for 5 min to induce thermal desorption from 

and regeneration of the surface. Then, the chip is cooled in air for at least 5-7 minutes and 

allowed to equilibrate back to room temperature (22-25 °C).  The data collection process 
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had the following steps: a) 200 s to establish baseline, b) a pulse sequence, typically five 

pulses 60s on, 60s off, wherein the solid valve directs air either into the mixer (“on”) or to 

the system exhaust (“off”) c) LIAs, substrate temperature, and bubbler temperature 

sampled synchronously at ~ 4Hz and d) vapor composition monitored asynchronously in 

parallel. 

 

5.3. Computational Methods and Model Systems 

5.3.1 Computational Methods 

All the first-principles calculations have been performed using BURAI 1.3, a GUI 

of Quantum Espresso, within density functional theory (DFT) in the Kohn-Sham approach 

[256]. This graphical user interface (GUI) system was developed as a JavaFX application 

and requires a Java Runtime Environment (JRE). The exchange-correlation energy 

functional calculations were achieved by utilizing the Generalized Gradient 

Approximation (GGA) in the Perdew, Burke, and Ernzerhof (PBE) technique [257], which 

adopts double numerical basis sets polarization functions. In GGA, it is well known that 

the equilibrium distance between the adsorbate and graphene sheet will be underestimated, 

resulting in an underestimation of binding energy, but valuable results can still be obtained 

within this framework [258]. An ultra-soft pseudopotential with nonlinear core corrections 

was used, and a cutoff for wavefunctions and charge density was set as 25 Ry and 225 Ry, 

respectively, which is demonstrated to be the most important parameter for computing 

effort and accuracy. The convergence criterion for electronic optimization of the self-

consistent field (SCF) was set to 1.0  10-4 Ry using unpolarized spins. A 661 symmetric 
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Fermi vacuum k-point grid was used to calculate the total energy and electronic density of 

states (DOS). Solid state physics and condensed matter physics define density of states 

(DOS) as the proportion of states to be occupied by a system at any given energy [259]. 

The density of states is defined as D(E) = N(E) / V, where N(E)δE is the number of states 

in the system of volume V whose energies lie in the range from E to E + δE [259]. The 

distribution can be expressed mathematically as a probability density function, which is an 

average over the various system states' space and time domains. In addition, projected 

density of states gives the projection of particular orbital of particular atom on the density 

of states. In other words, the sum over all the projections, which will have the total density 

of state (TDOS), or simple the DOS [259]. Furthermore, Gaussian smearing was defined 

as Fermi vacuum occupancy, and the smearing width was 1.0  10-2 Ry. The optimized 

configurations for the surface/adsorbate pairs were obtained by placing relaxed molecules 

~3 Ǻ above the surface and optimizing the systems using the Broyden-Fletcher-Goldfarb-

Shanno (BFGS) algorithm [260]. All atomic positions were completely relaxed until the 

forces in each atom were less than 5.0  10-3 Ry/Bohr and the energy of the atomic system 

obtained in the SCF calculation was less than 3.0  10-4 Ry. All calculations were 

performed at 293 K. The adsorption energy of chemical species adsorbed on the graphene 

or metal-oxide nanosheet is then evaluated by the following formula:  

E(adsorption) = E(surface + molecule) – E(surface) – E(molecule)   (5.1) 

 

where E(surface + molecule) is the total energy of the adsorption system, E(surface) is the energy of 

the isolated graphene or metal-oxide nanosheet, and E(molecule) is the energy of isolated 

chemical molecules. A shift in adsorption energy in the negative direction will result in 
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more favorable adsorption, indicative of stronger interaction between the adsorbate 

(molecule) and adsorbent (nanosheet). 

 

5.3.2 Model Systems 

The unit cells used in the configuration of the planar films of graphene (hexagonal) 

and ZnO (wurtzite) were taken from the website “American Mineralogists Database” 

[261]. The considered graphene was simulated by a one-layer of 24 (24 C atoms) form by 

placing 2×1 unit C cells along the x, and y axes. A similar supercell was used for simulation 

for the ZnO nanosheet by a one-layer slab of 35 atoms (18 Zn, 17 O) formed by placing  

 

 

 

Figure 5.2: Optimized geometry top and side view of (a) graphene, (b) ZnO nanosheet, (c) 

octanethiol, (d) thiophene (e) decane, and f) propyl benzene. The light blue spheres are Zn 

atoms. The yellow and grey spheres denote S and C atoms, respectively. Red and white 

spheres represent O and H atoms, respectively. 
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2×1 unit ZnO cells along the x, and y axes. The octanethiol, thiophene, decane, and propyl 

benzene nanostructures containing and 27 (8 C, 18 H and 1 S atoms), 9 (4 C, 4 H and 1 S 

atoms), 32 (10 C and 22 H atoms) and 21 (9 C and 12 H atoms) atoms, respectively, were 

draw manually for simulation. All atoms of the considered model structure had been 

relaxed. The optimized structures of graphene, ZnO, octanethiol, thiophene, decane, and 

propyl benzene are shown in Figure 5.2. Monolayer wurtzite ZnO is composed of threefold 

coordinated Zn and O atoms on the surface and, thus, exhibits unsaturated bonds which 

provide strong interaction with gas molecules [262]. It is mainly the neighboring atoms 

which determine the characteristics of interactions with adsorbing molecules. 

 

 

5.4. Results and Discussion 

5.4.1 Chemical Vapor Sensing  

Conductivity data was collected during exposure of pristine graphene and ZnO 

functionalized graphene sensors to at least two concentrations each of decane, propyl 

benzene, thiophene, and octanethiol. The measured baseline (initial) resistance values on 

the devices before exposure at each concentration are Table 5.1. Sensor response was 

calculated from 

0

0

Response
G G

G

−
=      (5.2) 

 

where G0 is the conductance of the device prior to exposure to the target vapor and G is the  
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Table 5.1: The baseline resistance (1/G0) of the device immediately prior to each 

experiment. 

 

 
 

 

 

 

conductance after 60 seconds exposure. Precise values used for subsequent calculation of 

average and standard deviation of response were reached by fitting a linear model to the 

measured voltage over the last 40 seconds of each exposure, and interpolating to establish 

a value at 60 seconds. In each experiment the measurement duration was 800 seconds (100 

seconds setup time, five cycles of 60 seconds on and 60 seconds off, and 100 seconds 

recovery time). The responses of the pristine and ZnO functionalized graphene sensors as 

a function of the thiophene and octanethiol vapor concentrations are shown in Figure 5.3 

and Figure 5.4, respectively. As shown in Figure 5.3(a) and Figure 5.4(a), the pristine 

graphene sensors show a negative response and ZnO functionalized graphene sensors show 

a positive response to thiophene and octanethiol vapors. The response of both samples 

shows a nearly linear dependence on the thiophene vapor concentration at the lower 

concentration region (88 ppm to 340 ppm with the thiophene vapor and 0.2 ppm to 0.6 ppm 
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with the octanethiol vapor), as shown in Figures 5.3(b) and 5.4(b), and Table 5.2. It is found 

that the ZnO functionalized graphene devices exhibited a higher response magnitude than 

the pristine graphene devices to the same vapor concentrations. 

 

 

 
 

Figure 5.3: (a) Sensor response of the pristine graphene and ZnO functionalized graphene 

devices to thiophene at 460 ppm for five exposure on-off cycles (b) Mean and standard 

deviation of sensor response of the devices for varying concentrations of thiophene vapor 

at room temperature. 

 

 

 

 

 
 

Figure 5.4: (a) Sensor response of the pristine graphene and ZnO functionalized graphene 

device for one concentration of octanethiol at 1.1 ppm for five exposure on-off cycles. (b) 

Mean and standard deviation of sensor response of the devices for varying concentrations 

of octanethiol vapor at room temperature.  
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Table 5.2: Sensor response, (G-G0)/G0, with standard deviation of the pristine graphene 

and ZnO functionalized graphene vapor sensors for thiophene and octanethiol vapor. 

 

 
 

 

 

 

 
 

Figure 5.5: Sensor response of the pristine graphene and ZnO functionalized graphene 

device for one concentration of (a) decane at 32.3 ppm and (b) propyl benzene at 8.4 ppm. 

Mean and standard deviation of sensor response of the devices as calculated from 

measurements of response to five exposures for (c) decane and (d) propyl benzene. 

 

Neither sensor indicated any significant conductance response toward decane, or 

propyl benzene vapors as shown in Figure 5.5. Figures 5.5(c) and 5.5(d) show the sensor 

responses to decane and propyl benzene vapor concentrations, respectively, with response 

mean and standard deviation values generated from measurements of five exposures.  
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5.4.2 Adsorption of molecules on graphene and ZnO nanosheet 

Various adsorption configurations were considered for each adsorbate/nanosheet 

pair. The most stable (i.e., highest adsorption) configurations are shown in Figure 5.6 and 

Figure 5.7. When thiophene and octanethiol molecules are adsorbed on graphene, there is 

very little interaction between the adsorbate and the nanosheet. In comparison, the 

 

 

 

Figure 5.6: Side and top views of the most stable adsorption configurations of (a) decane, 

(b) propyl benzene, (c) thiophene, and (d) octanethiol on graphene. Grey, white, and yellow 

spheres denote C, H, and S atoms, respectively. 

 

 



82 

 

 
 

Figure 5.7: Side and top views of the most stable adsorption configurations of (a) decane, 

(b) propyl benzene, (c) thiophene, and (d) octanethiol on ZnO nanosheet. Light blue, red, 

grey, white and yellow spheres denote Zn, O, C, H, and S atoms respectively. 

 

 

geometry optimization process indicates that the C-H, C-S and S-H bonds of the adsorbed 

thiophene and octanethiol molecule are stretched after adsorption on the ZnO surface of 

the nanosheet. This happens due to electron density transfer between the Zn-O (ZnO) and 

C-H, C-S and S-H (C4H4S, C8H18S) bonds at the point of interaction between Zn and S. 

The calculated molecular bond length and bond angle distortion in the ZnO nanosheet are 

significantly higher than the graphene, generating broken bonds and pores in the ZnO 

nanosheet. The ZnO nanosheet appears to envelop the thiophene and octanethiol molecules 

as shown in Figure 5.8. On the other hand, neither decane nor propyl benzene molecules 

are significantly distorted, nor do they induce distortion, on either graphene or ZnO 

nanosheets. 
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Figure 5.8: The adsorption configuration of (a) thiophene and (b) octane thiol on ZnO 

nanosheet. Figure shows (Side and top view) the molecular bond length and bond angle 

distortion and leave pores on the ZnO nanosheet surface. Light blue, red, grey, white and 

yellow spheres denote Zn, O, C, H, and S atoms respectively. 

 

 

 

 

Self-consistent field (SCF) calculations were performed and allowed to converge 

for  graphene and ZnO nanosheets considered with and without decane, propyl benzene, 

thiophene and octanethiol. For the graphene adsorption complexes, the decane, propyl 

benzene, thiophene, and octanethiol adsorption energies were calculated as 0.39 eV, 1.02 

eV, -1.08 eV, and -3.62 eV, respectively. For the case of adsorption onto ZnO, decane, 

propyl benzene, thiophene, and octanethiol adsorption energies were calculated as 0.81 eV, 

1.71 eV, -3.20 eV, and -5.76 eV, respectively. The adsorption energies for the four species 

onto the two surfaces are given in Table 5.3. The results show that the ZnO surface provides 
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a more energetically favorable adsorption site for thiophene and octanethiol than graphene. 

More importantly, a positive adsorption energy indicates that work is required to move 

molecules closer to the nanosheet surface, while a negative adsorption energy indicates 

charge transfer and possible molecular reconfiguration or surface reconstruction; the more 

negative means the more interaction, and the slower recovery after exposure. Hence, for a 

chemiresistive sensor to respond to vapor exposure the adsorption energy must be negative 

but not so negative as to irrecoverably saturate. This is consistent with our observation that, 

relative to pristine graphene, ZnO functionalized devices are faster in their response to 

thiophene and octanethiol and slower in recovery. 

 

 

 

Table 5.3: Adsorption energy values for decane, propyl benzene, thiophene and 

octanethiol molecule adsorbed of graphene and ZnO nanosheet. 

 

 
 

 

 

 

 

5.4.3 Electronic Structure 

The density of states (DOS) is defined as the number of allowed electron/hole states 

per unit volume at a given energy, and the phenomenon of charge carrier transport in 

conductive solids largely depends on this parameter. To further investigate the adsorption 

of decane, propyl benzene, thiophene and octanethiol on the graphene and ZnO surfaces, 

the total and projected density of states were calculated for the observed adsorption 
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configurations. Figure 5.9 represents the total density of states (TDOS) for a graphene 

nanosheet before and after the adsorption of decane, propyl benzene, thiophene, and 

octanethiol molecules. A common zero point has been used for better comparison of the 

Fermi level energies of the adsorption complexes. Adsorption of sulfur compounds 

 

 

 

Figure 5.9: The total density of states for graphene before and after the (a) decane, (b) 

propyl benzene, (c) thiophene, and (d) octanethiol adsorption process. The Fermi energies 

of the graphene nanosheet before and after adsorption are denoted by EF and E’F, 

respectively. 

 

 

 

displaces the Fermi level to a higher energy relative to the displacement induced by the 

pure hydrocarbons, indicative of a relatively higher transfer of charge into the film. 
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Specifically, the Fermi energy (EF) of graphene is increased 2.12 eV after adsorption of 

octanethiol. Adsorption of decane, propyl benzene and thiophene was shown to induce EF  

shifts of 0.63 eV, 0.81 eV, and 1.94 eV, respectively. The TDOS of the adsorbate/graphene 

structures showed small but finite differences in comparison with the isolated graphene 

structure, the most significant being the lowering of the vacuum level of the adsorbed 

system relative to the isolated graphene structures. Figure 5.10 shows the TDOS for ZnO 

nanosheet before and after the adsorption of decane, propyl benzene, thiophene and 

 

 

 

Figure 5.10: The total density of states for ZnO nanosheet before and after the (a) decane, 

(b) propyl benzene, (c) thiophene, and (d) octanethiol adsorption process. The Fermi 

energies of the ZnO nanosheet before and after decane, propyl benzene, thiophene and 

octanethiol adsorption are denoted by EF and E’F, respectively. 
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octanethiol molecules. We observed a shift of EF to higher energy upon adsorption of all 

species studied. Relative to the case of adsorption onto graphene, the adsorption onto ZnO 

of  hydrocarbons induced a smaller shift while the sulfur compounds induced a larger shift. 

Specifically, decane, propyl benzene, thiophene, and octanethiol induced EF shifts of 0.24, 

0.49, 2.22, and 2.39 eV, respectively. In contrast to the graphene structure TDOS, the 

TDOS of the ZnO nanosheet-thiophene and ZnO nanosheet-octanethiol complexes exhibit 

significant differences compared to the isolated nanosheet. These differences include both 

the change in peak energies and the appearance of several small peaks between -7 to -17 

eV in the DOS of the considered adsorbed system. Due to these changes in energy of the 

states, the nanosheet electronic transport characteristics could be affected, and this fact can 

be used to produce vapor sensors in the adsorption process. Furthermore, adsorption moves 

EF and also creates more states at the new EF. These changes in state occupancy suggest 

the manner of change in the electronic transport properties of the films. Therefore, 

graphene and ZnO nanostructures are exposed to thiophene and octanethiol molecules, a 

larger change in conductivity is expected than the decane and propyl benzene.  

The projected density of states (PDOS) representing the atomic contributions to the 

TDOS of the sulfur atom and a single C or Zn atom for the adsorption complexes of 

thiophene and octanethiol molecule with graphene and ZnO nanosheets was extracted from 

the Quantum Expresso calculation and is presented in Figure 4511. For comparison, the 

Fermi level energies of the adsorption complexes have been shifted to zero. The S of 

thiophene and octanethiol molecules shows significant overlap with Zn within the valence 

band. The overlap between the PDOS of these two atoms describes how the sulfur atom of 
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thiophene and octanethiol molecules forms a chemical bond with the ZnO nanosheet. Many 

small peaks were found with energy levels around the Fermi energy as well as the energy 

 

 

 
 

Figure 5.11: The projected density of states (PDOS) for the adsorption complexes of 

thiophene (upper) and octane thiol (lower) with a graphene (left) and ZnO (right) 

nanosheet. The Fermi energies of the adsorption complexes have been shifted to zero 

denoted by black dotted line. Inert (right) shows lower PDOS for comparison. 

 

 

 

 

range of -5 to -15 eV, all attributable to this interaction. The overall PDOS results indicate 

chemisorption between the thiophene and octanethiol molecules and the ZnO nanosheet. 

As a result, substantial modification of electronic transport behavior can be expected within 

ZnO functionalized graphene structures at thiophene and octane thiol vapor exposure. 

Therefore, the obtained DFT calculation results support our experimental results. 
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5.5. Chemical Vapor Sensing Mechanism 

We use a simple model to explain the different responses of pristine graphene and 

ZnO functionalized graphene based on effective doping. Our pristine graphene was found 

to be p-type with a carrier mobility µ  of 1047 cm2/(V∙s), and a sheet carrier density Ns of 

1.42 x 1012 cm-2 after device processing. After ZnO nanoparticle functionalization, the 

graphene/linker/ZnO system was observed to be n-type with carrier mobility µ  of 1030 

cm2/(V∙s), and sheet carrier density Ns of 6.33 x 1011 cm-2. This indicates that the Fermi 

energies with respect to the band structure of pristine graphene and ZnO functionalized 

graphene are different (Figure 5.12(a)). The density of states in graphene is proportional to 

state energy E  Ns. Since the carriers are fermions, there are only two electrons per state, 

so the number of states is equal to ½  the number of electrons. A schematic illustration of 

the relationship between the resistance R and sheet carrier density Ns of graphene is shown 

in Figure 5.12(b) [263]. For the n-type ZnO functionalized graphene samples, the initial 

resistance point is on the left-hand side of the resistance peak, as shown in Figure 5.12(b) 

by the black circle. Adsorption of thiophene and octanethiol molecules involves electron 

transfer into the ZnO functionalized graphene system, leading to resistance shift away from 

the charge neutral point (Ns = 0) and consistent with movement of the Fermi level higher 

into the conduction band, as shown in Figure 5.10, and an increase in conductivity, as 

shown in Figure 5.3. On the other hand, in the case of the pristine graphene, the devices 

are p-type with the initial resistance point in the right side of the resistance peak (Figure 
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Figure 5.12: An illustration of (a) the Fermi level shift and (b) resistance due to thiophene 

and octanethiol doping for p-type pristine graphene and n-type ZnO functionalized 

graphene. 

 

 

 

 

5.12(b)). Adsorption of thiophene and octanethiol molecules also induces electron transfer 

into the film, but here leading to a shift of the sheet carrier concentration closer to the 

charge neutral point (Ns = 0), the Fermi level towards the interband region (Figure 5.9), 

and to decreased conductivity (Figure 5.3). The change of resistance due to surface doping 

is smaller compared to the ZnO functionalized graphene samples. 

 

5.6. Conclusion 

The goal of our work was to understand which graphene sample (with and without 

ZnO functionalization) is best suited for chemiresistive sulfur sensing applications. In this 

paper, graphene formed by sublimation at high temperature on the Si-face of semi-

insulating, on-axis 6H-SiC substrate was used as the sensor material. ZnO functionalized 

graphene was found to be a highly efficient sensor material for thiophene and octanethiol 

sensing. Moreover, density functional theory calculations were used to explain and verify 
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experimental results. Density functional theory calculations were performed to study the 

interaction of decane, propyl benzene, thiophene and octanethiol molecules with graphene 

(with and without metal oxide functionalization) to fully understand the detection 

properties of these nanosheets in adsorption processes. The results of the adsorption energy 

and TDOS (Fermi level shift) values show that ZnO offers a significantly more 

energetically favorable surface to adsorption of thiophene and octanethiol relative to 

hydrocarbons. Current and future researchers should benefit from the results of this 

simulation work in predicting metal-oxide catalyst particles that may be suitable for 

manufacturing highly selective chemical vapor sensors using graphene. 
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CHAPTER 6 : EFFECTS OF DEVICE GEOMETRY ON THE PROPERTIES OF 

GRAPHENE BASED CHEMICAL VAPOR SENSING DEVICES 

6.1 Introduction 

Gas/vapor sensors have a significant role to play in many different application 

fields, including environmental monitoring, industrial manufacture, medical diagnosis, 

military, and aerospace use [264-266]. Meanwhile, the materials used to construct 

gas/vapor sensors have a great impact on their combined properties, such as sensitivity, 

selectivity, and stability. Even though solid state gas/vapor sensors [267-271] have many 

advantages, such as small size, low power consumption, high sensitivity, and low cost, to 

makes them a desirable option for sensing very low concentrations of gases involving parts-

per-million (ppm) levels, but they have significant short term instability issues as well as 

limited measurement accuracy [272]. Utilizing novel nanostructures as sensing elements, 

nanotechnology provides a variety of opportunities for developing the next generation of 

gas detectors with enhanced sensor performance, including high sensitivity at extremely 

low concentrations, high selectivity, fast response and recovery times, and room-

temperature operation [273-276]. Among them, a trend towards graphene-based gas/vapor 

sensors has recently gained intense attention due to its atom-thick two-dimensional (2-D) 

structure and excellent properties of graphene sheets [277-281]. 

Graphene, a two-dimensional form of sp2 carbon has been considered as a 

promising material for gas/vapor sensing applications due to its large surface area per unit 

volume, high electrical conductivity, extraordinary carrier mobilities, exceptional 

mechanical strength, low contact resistance, and extremely low 1/f noise characteristics 
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[25, 49, 282-283]. Graphene structure whose electronic properties are strongly dependent 

on surface adsorbates, which can change local charge carrier concentrations resulting in 

either p-type or n-type doping. One remarkable property of graphene sheets (one 

monolayer thick) is that every atom is a surface atom that participates in carrier transport. 

Therefore, even a single vapor adsorption event leads to a change in conductivity that can 

be easily measured [192-193]. This property explains the detection of single molecules in 

the gas phase [49]. Several graphene allotropes have been successfully used as gas/vapor 

sensors, including exfoliated graphene flakes, chemical vapor deposition (CVD) graphene, 

epitaxial graphene, and chemically reduced graphene (rGO). They demonstrate high 

sensitivity to NO2, O2, NH3, H2, CO2, SO2 and H2S, even at part-per-billion and higher 

concentrations [50, 237-249, 284]. In spite of the high sensitivity, the usage of graphene 

for practical sensor applications remains a challenge. According to previous studies [194-

195, 280, 285-287], chemical modifications of graphene through surface functionalization 

are not only capable of changing the electronic properties of the material, but can also affect 

the binding energy of molecules on the surface. Thus, functionalizing the graphene with 

appropriate metal oxide nanoparticles (NPs) that allow the precise binding of the target 

gas/vapor (e.g., sulfide containing analytes) to the graphene surface will be beneficial. 

In this paper, we presents two types of chemical vapor sensors made of pristine 

graphene and ZnO metal oxide nanoparticle functionalized graphene grown via 

sublimation at high temperatures. It is well known that zinc oxide NPs are among the most 

studied nanomaterials for chemical sensing because they are thermally and chemically 

stable, less toxic, highly conductive, low cost, and come in a variety of shapes and sizes 
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[71-72]. Zinc oxide is an n-type semiconductor with a wide band gap energy of 3.37 eV. 

Previous studies have demonstrated that ZnO NPs on their own, as well as when they are 

combined with graphene, have a high sensitivity to gases/vapor such as methane, nitrogen 

dioxide, hydrogen, ammonia, ethanol, and acetone [70, 211-212]. Maximizing sensor 

sensitivity is of paramount importance, and in this work, we explore the relationship among 

device geometries for pristine and ZnO functionalized graphene. For comparison purposes, 

all devices studied had the same graphene mesa area, but with diverse defects patterns such 

as etched holes inside the graphene. These hole patterns included arrays of coarse and fine 

long slots etched perpendicular and parallel to the applied field, and two-dimensional (2D) 

arrays of squares, circles, and few and many pointed stars. An analysis of the hydrocarbon 

chemical compounds (decane C10H22, and propyl benzene C9H12) and sulfur containing 

chemical compounds (thiophene C4H4S, and octanethiol C8H18S) detection characteristics 

of the device has been performed at room temperature, and ZnO functionalized graphene 

was found to be the most sensitive sensor for the detection of sulfur compared to pristine 

graphene. Additionally, pristine and ZnO functionalized graphene sensors did not show 

any significant response toward decane and propyl benzene vapor. 

 

6.2 Materials and Methods 

6.2.1 Instruments and Experimental Setup 

The devices were contacted by using a pair of Au-coated W probes from a 

conventional probe station connected to a computer-controlled SR830 DSP lock-in 

amplifier (LIA). The probes are connected to a low impedance voltage source Vs = 0 Vdc 

+ 0.1 Vac, rms with a frequency on the order of 2 kHz, a different frequency for each device, 
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with a suitable bias resistor Rb (0.1-10 kΩ) with the device impedance in parallel with the 

10 MΩ input impedance of the lock-in amplifier, so the lock-in amplifier measures the 

voltage drop across the resistor at the reference frequency. Therefore, we measure small 

changes in V in Rb that correspond to small changes in the differential conductance (G-

G0)/G0 of multiple devices on the same substrate with high signal-to-noise ratios. We 

placed the substrates on a sample chuck and monitored the temperature with a 

thermocouple contacting the substrate. The mass flow controller (MFC) controlled each 

component's flow rate independently, determining the composition of the mixed vapor. We 

generated the vapor by bubbling a small stream of dry N2 0-100 standard cubic centimeter 

per minute (sccm) through a glass frit immersed in 15-25 ml of analyte. As a precaution to 

reduce the possibility of liquid condensation in the solenoid valve that directs liquid vapor 

to the device under test (DUT), a constant 200 sccm flow of N2 has been mixed with the 

outlet of the following device, which is considered to be saturated with liquid vapor. When 

directed to the DUT, it is mixed with another constant flow of 4.8 lpm to achieve a range 

of dilution between 0.02 and 2%. 

Understanding that the composition of the vapor head space is not solely 

determined by the nominal composition of the liquid is crucial. As a first order, the 

composition of the vapor pressure P can be given by ∑ 𝑥𝑖𝑃0,𝑖𝑖 , where P0,i is the temperature-

dependent equilibrium vapor pressure of each component and xi is the mole fraction of each 

component i in the mixture (∑ 𝑥𝑖 = 1)𝑖 . Variations from Raoult's law [289] can occur either 

in the direction of a simplification, or in the opposite direction, depending on the nature 

and strength of the interactions between the molecules, and these deviations are especially 
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significant for dilute species. In addition, the volatile components of a liquid evaporate 

from it, which changes the composition of the liquid, and that change is reflected in the 

vapor's composition. Thus, the sensor data acquisition system will be equipped with a 

residual gas analyzer (RGA) with differential pumping in order to collect vapor at 

atmospheric pressure and monitor analyte and substrate temperatures simultaneously. The 

relationship between RGA counts and the partial pressure of the vapor can be determined 

by measuring the RGA response at the characteristic mass observed at the known dilution 

of pure compound vapor at a known temperature. Based on this information, determine the 

partial pressures of specific compounds in the dilute vapor head space over a mixture. 

For sensing experiments, pristine graphene and ZnO nanoparticle functionalized 

graphene devices were exposed to the following hydrocarbons: decane and propyl benzene 

as well as sulfur compound mixtures: thiophene and octanethiol at room temperature. 

Exhaust flow was monitored by residual gas analyzer (RGA) to check the level of 

hydrocarbon compounds and sulfur containing chemical compounds. The device response 

is defined as 

0

0

Response
G G

G

−
=      (6.1) 

 

where G0 is the conductance prior of the device to exposure to the target vapor and G is the 

conductance after exposure to the target vapor molecules. The vapor experiments were 

conducted for 800 s (100 s setup time, five dosing cycles of 60 s on and off, and 100 s settle 

time). When vapor flow was turned off, the sensors had been allowed to recover in air at 

room temperature for 60 s. After each measurement, the chip was heated on a hot plate in 
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an air at 125 °C for five mins to allow the sensor to recover. Then, equilibrate the chip back 

to room temperature (25-30 °C) by exposing it to air for at least five to seven mins. The 

following steps were followed for data collection: a) establishing a baseline of 200 seconds, 

b) a pulse sequence, typically five pulses 60 seconds on, 60 seconds off, c) LIAs, substrate 

temperature, and bubbler temperature samples are taken simultaneously at ~4 Hz and d) 

monitoring vapor composition in parallel with the pulse sequence. 

 

6.3 Results and Discussion 

6.3.1 Vapor Sensing Properties 

 

Hall mobility measurements, of the films indicated pristine graphene carriers to be 

p-type with an average carrier mobility µ  of 1047 cm2/(V∙s), and sheet density Ns of 1.42 

x 1012 cm-2, and ZnO functionalized graphene to be n-type with an average carrier mobility 

µ  of 1030 cm2/(V∙s), and sheet density Ns of 6.33 x 1011 cm-2. All other electrical 

evaluations such as total resistance, contact resistance, sheet resistance, contact resistivity, 

transfer length method, and 1/f low frequency noise measurements were completed 

elsewhere [255]. The pristine graphene and ZnO nanoparticle functionalized graphene 

devices were exposed to decane (3.2 ppm and 32.3 ppm), propyl benzene (3.4 ppm and 8.4 

ppm), thiophene (88 ppm to 460 ppm) and octanethiol (0.2 ppm to 2.7 ppm) at room 

temperature.  

The responses of the pristine and ZnO functionalized graphene sensors as a function 

of the thiophene vapor concentrations in the range of 88 ppm to 460 ppm and octane thiol 

vapor concentrations in the range of 0.2 ppm to 2.7 ppm in N2 carrier gas at room 

temperature are represented in Figure 6.1 – Figure 6.4, respectively. The responses shown 
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Figure 6.1: Conductance responses of pristine graphene for each device varying 

concentration of thiophene vapor (a) 88 ppm, (b) 97 ppm, (c) 270 ppm, (d) 340 ppm, and 

(e) 460 ppm at room temperature. 

 

 

 

 

 

 
 

Figure 6.2: Conductance responses of ZnO functionalized graphene for each device 

varying concentration of thiophene vapor (a) 88 ppm, (b) 97 ppm, (c) 270 ppm, (d) 340 

ppm, and (e) 460 ppm at room temperature. 
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Figure 6.3: Conductance responses of pristine graphene for each device varying 

concentration of octane thiol vapor (a) 0.2 ppm, (b) 0.4 ppm, (c) 0.6 ppm, (d) 1.1 ppm, and 

(e) 2.7 ppm at room temperature. 

 

 

 

 

 
 

Figure 6.4: Conductance responses of ZnO functionalized graphene for each device 

varying concentration of octane thiol vapor (a) 0.2 ppm, (b) 0.4 ppm, (c) 0.6 ppm, (d) 1.1 

ppm, and (e) 2.7 ppm at room temperature. 
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are average of the five 120 s response and recovery cycles for each device. As shown in 

Figure 6.1-6.4, a decrease in the pristine device conductance was observed when exposed 

thiophene and octane thiol vapor, while the ZnO functionalized device conductance 

increased upon exposure. This is likely attributable to the different majority carrier type in 

the graphene film, p-type for pristine graphene and n-type for ZnO functionalized 

graphene, and the nature of the labile charge in the adsorbates. Vapor sensing occurs when 

adsorption of species induces a change in film carrier population and consequently a 

change in conductance [290]. Adsorption of thiophene and octane thiol vapor onto 

graphene or zinc oxide evidently induces electron transfer from the adsorbate into the 

adsorbent. In the case of p-type pristine graphene, this reduces the carrier concentration in 

the graphene channel, shifting the Fermi level closer to the charge neutral point (Ns = 0), 

resulting in a decrease in the graphene conductivity. In contrast, the Fermi energy of n-type 

ZnO functionalized graphene is situated above the Dirac point. Exposure to thiophene and 

octane thiol vapors results in an increase in film conductivity. This can be explained as 

resulting from electron transfer into the ZnO particles followed by transfer from the 

particles along the linker molecule and into the film. These additional electrons move the 

Fermi energy further away from the Dirac point and thereby increase the device 

conductance. 

As shown in Figure 6.1 to Figure 6.4, all the graphene sensor devices show an 

obvious response to thiophene and octane thiol vapor. The sensitivity of the pristine and 

ZnO functionalized graphene shows nearly linear dependence on the thiophene vapor 

concentration at the lower concentration region 88 ppm to 340 ppm and with the 
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Figure 6.5: Sensor responses of the (a) pristine graphene and (b) ZnO functionalized 

graphene device for varying concentrations of thiophene vapor at room temperature. 

 

 

 

 

 

Figure 6.6: Sensor responses of the (a) pristine graphene and (b) ZnO functionalized 

graphene device for varying concentrations of octane thiol vapor at room temperature. 
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Table 6.1: Sensitivity of the pristine graphene and ZnO functionalized graphene vapor 

sensors for thiophene vapor and their detection limits. 

 

 

 

 

 

Table 6.2: Sensitivity of the pristine graphene and ZnO functionalized graphene vapor 

sensors for octane thiol vapor and their detection limits. 

 

 
 

 

octanethiol vapor concentration at the lower concentration region 0.2 ppm to 0.6 ppm, as 

shown in Figure 6.5, Figure 6.6, Table 6.1 and Table 6.2. These responses were averages 

of the five response and recovery cycles, then fit a line to the averaged response, and the 

interpolated value at 60s. We observed that the thiophene response profile could be 

modeled as a power law when concentration increases and the octane thiol profile, which 
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appears to be saturated, when concentration increases. It is found that the ZnO 

functionalized graphene devices exhibits the highest response among the pristine graphene 

devices for both thiophene and octane thiol vapor. This gain can be attributed to the more 

porous structure created by the NPs, which prevents the graphene sheets from re-stacking, 

and therefore increases the active surface area for vapor detection [232]. Another 

impressive feature is the significant improvement in device speed over pristine graphene. 

In general, group B (H1, H2) had the highest conductance value range, and group A (U) the 

lowest for pristine and ZnO functionalized graphene. The conductance values for the H1 

and H2 device are a -1 to 1 order of magnitude greater than the other devices. Interestingly, 

based on Tables 6.1 and 6.2, a pattern was observed within the conductance value. The 

conductance values for Group B (H1 and H2) are the highest, followed by 2D (MC, MS, 

ME2 and ME7), which has the second biggest range of conductance values. The 

conductance values for group B (V1 and V2) are the third highest (similar values), while 

group A (U) exhibited the lowest conductance values. Based on these results, engineered 

defects onto graphene showed a marked improvement in sensitivity to thiophene and 

octane thiol vapors compares to unpatterned graphene. The sensitivity of graphene towards 

thiophene and octane thiol is related to a fast physisorption process occurring at room 

temperature [291-293]. The carbon sp2-bonds in graphene's basal plane provide low-energy 

adsorption sites for thiophene and octane thiol through weak dispersive forces. In addition, 

structural defects, vacancies, and dangling bonds may allow higher binding energies, as 

they allow many hundred meV binding energies per molecule [232, 294]. These last 
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interactions may explain the slow kinetics of graphene's response to thiophene, and octane 

thiol observed mainly during the recovery phase in our experiment. 

To further investigate the selectivity features, pristine and ZnO functionalized 

graphene devices were also exposed to decane (3.2 ppm and 32.3 ppm) and propyl benzene 

(3.4 ppm and 8.4 ppm). As can be seen in Figure 6.7, all the devices exhibited no response 

to decane and propyl benzene, while it produced a significant strong response to thiophene 

and octane thiol vapor. Based on these results, we are sensing sulfur molecules (S) rather 

than hydrocarbon molecules (C and H). These results are consistent with our density 

 

 

 

Figure 6.7: Sensor response of the pristine graphene devices was expose to decane at (a) 

3.2 ppm, (b) 32.3 ppm and propyl benzene at (e) 3.4 ppm, (f) 8.4 ppm. Sensor response of 

the ZnO functionalized graphene devices was expose to decane at (c) 3.2 ppm, (d) 32.3 

ppm and propyl benzene at (g) 3.4 ppm, (h) 8.4 ppm. These responses were average the 

five response and recovery cycles. 
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functional theory (DFT) simulation study in chapter 5. For the pristine graphene adsorption 

complexes, the decane, propyl benzene, thiophene, and octanethiol adsorption energies 

were calculated as 0.39 eV, 1.02 eV, -1.08 eV, and -3.62 eV, respectively. Additionally, 

the ZnO adsorption complexes, the decane, propyl benzene, thiophene, and octanethiol 

adsorption energies were calculated as 0.81 eV, 1.71 eV, -3.20 eV, and -5.76 eV, 

respectively. The results show that the ZnO nanocomposite surface provides the most 

energetically advantageous and stable adsorption of thiophene and octanethiol compared 

to pristine graphene, making it the most likely binding site for chemical molecules. This 

explains why ZnO functionalized graphene devices are faster in their response to thiophene 

and octanethiol and slower in their recovery processes. 

The investigation of which device features influence conductance the most led us 

to study the relationship between conductance and device geometry, functionalization, 

effective graphene area, metal contact area, and mesa etched graphene perimeter. The area 

and perimeters (internal and external) of graphene mesas measured after etching and metal 

contact areas were calculated for the geometries shown in Figure 3.1 and described in Table 

3.1. Based on our previous research [255], we discovered that functionalization generally 

lowers noise with the exception of the H1, H2, and U devices. Furthermore, these three 

products also have the lowest noise levels, implying that the factors contributing to noise, 

as well as the passivating effect of functionalization, are distinct for certain devices (H1, 

H2, and U), but not for others, specifically V1, V2, MC, MS, ME2, and ME7. According to 

our analysis of the device geometries, a single trap/excitation, generation/recombination, 

adsorption/desorption, etc., event can simultaneously induce significant changes in 
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mobility and carrier concentration in the H1, H2, and U devices, but not in the V1, V2, MC, 

MS, ME2, and ME7 devices, where much of the graphene is spatially remote from the 

primary transport paths. As a consequence, events outside of the direct paths between 

electrodes have a minimal impact on mobility through the defined regions, while the 

generated charges can easily diffuse into the areas of current flow where drift mobility 

(and, thus, scattering events) are important. The ME2 is somewhat exceptional. 

Nevertheless, the sparser hole array compared to the MS and MC devices and reduced 

internal perimeter compared to the lower field, high carrier concentration area of the ME7 

device could explain the results observed. These results suggest that mobility and carrier 

concentration are rather complex relationships. 

In an effort to look for correlations between measurable parameters of graphene 

area, contact area, active device perimeter, and conductance and, we present plots of these 

in Figure 6.8 (thiophene at 340 ppm) and Figure 6.9 (octane thiol at 1.1 ppm) for the two 

sets of devices, pristine and ZnO functionalized graphene. The graphene area and perimeter 

 

 

 

Figure 6.8: Conductance plotted against (a) graphene area, (b) contact area, and (c) total 

perimeter for both pristine and ZnO functionalized graphene devices expose to thiophene 

at 340 ppm. 
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Figure 6.9: Conductance plotted against (a) graphene area, (b) contact area, and (c) total 

perimeter for both pristine and ZnO functionalized graphene devices expose to octane thiol 

at 1.1 ppm. 

 

 

for each device was calculated from the mask data. The contact area was calculated from 

the width of metal contacts and the transfer length elsewhere [63]. There is no strong 

evidence for correlation with the device active (graphene) area or the contact area of the 

conductance. On the other hand, we do see strong correlation and inverse correlation 

between the perimeter and conductance. Based on this, it appears that different mechanisms 

exist in the device geometries in the various regions of the film that can be exploited to 

increase sensor performance, which can be used to improve sensor design. Ultimately, the 

question of which is the optimal sensor design is still unsettled. In this work, a characteristic 

and reproducible response behavior defined as change in conductance were achieved. In 

addition, the sensor should be designed in a manner that favors detection of perturbations 

induced by adsorption of target species over others. There should be a minimum tolerance 

for background or benign chemicals, which can also cause noise. Finally, nanoparticles 

other than 50–80 nm dia. ZnO may have different impacts on noise and sensor response.  

These factors will be explored in future work. 
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6.4. Conclusions 

Researchers and developers have continued to encounter various challenges in 

developing chemical vapor sensor devices in terms of sensitivity, selectivity, reaction time, 

robustness, and other features. Graphene is one of the promising materials that has been 

used to address these problems in sensor applications. The goal of our work was to 

understand which graphene samples (with and without functionalization) is best suited for 

chemiresistive sulfur sensing applications. The goal of our work was to investigate the 

effects on vapor sensing on devices with engineering defects in graphene channels with 

and without functionalization. In this paper, by sublimation at high temperature in a 

chemical vapor deposition reactor, epitaxial graphene was formed on the Si-face of semi-

insulating, on-axis 6H-SiC substrates. As a chemical linker, N-ethylamino-4-

azidotetrafluorobenzoate (TFPA-NH2) was used to functionalized Zinc oxide NPs. For 

comparison purposes, all of the devices studied had the same graphene mesa area. As a 

result of analyzing the vapor sensing data for all sensors, ZnO functionalized graphene was 

found to be a highly efficient sensor for thiophene and octanethiol sensing. As a result of 

analyzing the vapor sensing data for all sensors, ZnO functionalized graphene was found 

to be a highly efficient sensor for thiophene and octanethiol sensing. As a results of 

analyzing the vapor sensing data for all devices, the conductance values for Group B (H1 

and H2) are the highest, followed by 2D (MC, MS, ME2 and ME7), which has the second 

biggest range of conductance values. The conductance values for group B (V1 and V2) are 

the third highest (similar values), while group A (U) exhibited the lowest conductance 

values. The selectivity characteristics were also examined by exposing pristine and ZnO-
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functionalized graphene devices to decane and propyl benzene. All the devices showed no 

response to decane and propyl benzene. The results indicate that we are sensing sulfur 

molecules (S) instead of hydrocarbon molecules (C and H). Furthermore, there is no strong 

evidence for correlation with the device active (graphene) area or the contact area of the 

conductance. On the other hand, we do see strong correlation and inverse correlation 

between the perimeter and conductance. According to experimental results, current and 

future researchers will benefit from this work, which will illuminate the analysis and 

selection appropriate device structure in pristine and ZnO functionalized graphene vapor 

sensors. 
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CHAPTER 7 : A CIRCUIT FOR GAS SENSING - DESIGN, TESTING, AND 

EVALUATION 

7.1 Introduction 

Detection of harmful gases and chemicals is very important in many fields such as 

environmental protection, industrial production and safety, agriculture, and medical 

diagnosis [242, 270, 295-297]. Gas and chemical sensors are used in critical applications 

to protect individuals from combustible, explosive, and toxic gases. Various materials [267, 

269-270, 298-299], including inorganic semiconductors, metal oxides, solid electrolytes, 

and conducting polymers, have been used in fabricated sensing devices characterized by 

small size, low power consumption, high sensitivity, and long term reliability. Among 

these, nanomaterials such as carbon nanotubes (CNTs), metal-oxide nanoparticles, and 

graphene are be studied for use in chemical sensing for their excellent responsive 

characteristics, maturing preparation technology, and low cost of mass production for 

microelectronics applications since the traditional silicon-based technologies are reaching 

their limits [300].  

In principle, a sensor is a device whose purpose is to detect some characteristic of 

its surroundings by a change in electrical or optical signal. Examples of commercial 

gas/chemical sensors include chemiresistors, silicon-based field effect transistors (FET), 

electrochemical, capacitance sensors (CS), and optical fiber sensors (OFS) [301]. Among 

them, chemiresistor and electrochemical sensors are the most commonly used in gas/vapor 

sensor detection applications due to their simple structure, easy implementation, and room-

temperature operation [302-303]. Chemiresistor sensors consist of materials whose 



111 

 

resistance is modified as the result of charge transfer when a gas or chemical is adsorbed 

on the surface [302]. For electrochemical sensors, the target gas is either oxidized or 

reduced at the surface of the working electrode in the sensor. This reaction alters the 

potential of the working electrode relative to the reference electrode [303]. The schematic 

diagram of different types of gas sensor as shown in Figure 7.1. 

 

 

 

Figure 7.1: The schematic diagram of different types of gas sensors: a) electrochemical, 

b) chemiresistor, and c) graphene field effect transistor (FET) sensors. 

 

 

 

 

 

The graphene Field Effect Transistor (GFET) sensor is composed of a graphene 

channel between two electrodes; the usual gate contact, isolated from the channel by a thin 

high quality oxide and which would modulate the electronic conductivity of the channel, 

is absent in the case of epitaxial graphene. Rather, the channel is exposed to the 

environment to enable functionalization and binding of receptor molecules to the channel 

surface. Materials that adsorb onto the channel affect conductivity through charge transfer, 

dipole scattering, and, in the case of electrochemical cell topologies with an aqueous saline 

ambient and a remote counter electrode, liquid displacement leading to a change in 
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equivalent gate capacitance. The ambient vapor effect on electrical signals in these sensors 

can be very low and possibly smaller than the noise level [304]. In some situations, the 

output of a sensor can be orders of magnitude smaller than the electrical noise level. Hence, 

precise measurements should be performed using appropriate high sensitivity 

instrumentation with high resolution. One solution is the use of lock-in amplifiers (LIA) 

[305-307] to identify data signals at a specific reference frequency using the phase 

detection method (PD). Since lock-in amplifier are phase sensitive, they measure both the 

amplitude of the signal and the phase difference between the reference and the input signal. 

In this work, a simple and portable analog LIA circuit, designed for gas sensing in any 

noisy environment, is presented. Building on the previous work, a wearable or portable 

lock-in multi-sensor platform suitable for any environment is designed. 

 

7.2 General Architecture and Design: Components Identification 

The commercial lock-in systems proposed in the literature [308-310], which are 

expensive, heavy, and power-hungry, are typically appropriate for multi-frequency 

operation and not considered suitable used in the portable sensing system that utilizes e.g., 

single supply battery cells. Therefore, results of this work can be used to design low-

voltage and low-power embedded systems. Many inexpensive, compact, and lightweight 

solutions for sensor applications in noisy industrial environments have been reported [308-

310]. Most of these analog sensor applications are designed for low frequency (i.e., 50 Hz 

- 1 MHz) phase-sensitive detection of conventional periodic signals (i.e., sinusoidal 

waveforms) with very long response times (i.e., 300s - 2000s) [311-313]. In order to 
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improve signal-to-noise (SNR) ratio in a chemielectric transduction device, in this work 

we need accurate amplification of a small signal in a somewhat noisy environment, with a 

wide frequency range of noise sources. Therefore, in this work we designed a portable 

analog lock-in amplifier circuit for gas sensing, subject to the design and performance 

specifications described here and derived from measurements and experience with 

functionalized graphene chemiresistors built in our laboratory. Specifically, we are 

designing a circuit to simultaneously excite and monitor conductance changes ∆G in a 

chemiresistive transducer of baseline conductance G0 in response to vapor concentration 

changes ∆P. G0 ranges between 510-4 and 110-3 Siemens, and ∆G/G0 ranges from 110-

4 to 0.1. The 70 mVrms excitation is between 1 and 3 kHz. Response times of interest will 

be as fast as 1 second, and as slow as 100 seconds. Other parameters of interest include 

response linearity (that is, output signal ∆V ∝ ∆P) over three orders of magnitude, the noise 

floor of the system over the frequency range of interest, power consumption, and thermal 

drift of the electronics over the time scales of interest. Changes in conductivity can be 

measured effectively by forming a voltage divider, applying a known voltage to the series 

combination of the sensor and a bias resistor, and measuring the voltage drop across the 

bias resistor with a high impedance voltmeter. The conductance of the sensor is then easily 

calculated from the known applied voltage, the measured voltage, and the known bias 

resistor. Lock-in amplifiers function well as high input impedance, narrow-band ac 

voltmeters with very high noise rejection. 
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7.2.1 Low Noise Resistors 

Electrical noise is an unwanted and unavoidable resistor phenomenon. The input 

resistor, used to reduce electrical loading on the device under test, is critical in any 

amplifier circuit. Resistor noise is often specified as microvolts noise per volt of applied 

voltage, for a 1 MHz bandwidth [314]. There are different types of noise components such 

as thermal or Johnson noise, shot noise and 1/f noise (flicker noise) [200].  

In all materials, the electrons constantly move. As temperature increases, the 

movements increase. The vibrations of the electrons cause an electric signal (AC) across 

the terminals of the component. Because the vibrations are completely random, the 

electrical signal is noise. This is called thermal noise or Johnson noise. Thermal noise is 

the predominant source of noise for resistors and constant over a wide frequency range 

[200]. It is dependent on three variables: resistance, temperature, and measurement 

bandwidth. The relation between these three parameters is described by the formula: 

4THE R k T B=         (7.1) 

where ETH is the RMS noise signal in volts, R is the resistance in ohms, k is Boltzmann’s 

constant, T is the temperature in Kelvin and ∆B is the bandwidth in Hz. The equation shows 

that the noise level can be decreased by reducing the resistance, the temperature, or the 

bandwidth. 

Shot noise is associated with a DC flow produced by carriers crossing a potential 

barrier and is attributed to the passage of discrete charge carriers. Carriers can cross the 

barrier provided they have sufficient kinetic energy to do so (some carriers cross, and some 

do not). The large numbers of carriers that do cross, each carrying a charge of magnitude 
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q, generates an average current IDC [200]. On top of this is superimposed a minute 

fluctuation due to the randomness in the flow of individual charge carriers over the barrier. 

The root-mean-square value of the shot noise current In is given by the Schottky formula. 

 2n DCI I q B=         (7.2) 

Where q is the charge of an electron, IDC is the DC current, and ∆B is the bandwidth in 

hertz. Thermal and shot noises are also known as white noise because their spectral density 

does not depend on the frequency. The thermal noise increases with a larger resistance 

value, while the shot noise decreases.  

A significant type of low frequency noise is flicker noise, also known as 1/f noise, 

that with thermal noise constitutes the two types of dominant noise in semiconductor 

devices [200]. Flicker noise is particularly important in analyzing the noise behavior of a 

device, as it typically dominates at low frequencies (less than 100 Hz). The corner 

frequency, f0, where the 1/f noise level is equal to that of thermal or shot noise, ranges from 

a few Hz to tens of kHz. 

Any noise at the input will be amplified by the full gain of the amplifier. Therefore, 

selecting a low noise resistor at the first stage is of great importance. Figure 7.2 shows the 

noise characteristics or index of several types of common resistors. The noise index (NI) 

in a resistor is commonly expressed in units of µV/V or in decibels, where u is root mean 

square noise voltage over a decade bandwidth, and U is the DC voltage drop across the 

resistor, by 

620log 10dB

u
NI

U

  
=   

  
.     (7.3) 
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Both u and U are measured in volts. The lower the noise index, the lower the level of noise 

in the resistor. As shown in the figure the carbon film, thick film and carbon composition 

resistors are not the proper choice for low noise applications. On the other hand, thin film, 

metal foil, and wire wound resistors have better noise characteristics and are thus often 

used for low noise applications [314]. However, wire wound resistors are not readily 

available in large resistance values and are usually inductive, which can cause instability 

problems in some cases. 

 

 

 

Figure 7.2: The Noise index (dB) of different types of commercial resistors [314]. 

 

 

 

 

 

7.2.2 Low Noise Capacitors 

Film, rather than ceramic, capacitors are preferred for very low noise applications 

due to their lack of piezoelectric effects [315]. In addition, film capacitors such as 

polyester, polycarbonate and polypropylene have excellent temperature stability although 
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over a somewhat limited temperature range. Polyphenylene sulfide (PPS) capacitors 

operate over a broad temperature range, are stable, and can be acquired with large 

capacitance values above 1μF [315]. Any of these capacitors mentioned above will be 

suitable for our circuits. 

 

7.2.3 Function Generator 

A signal or function generator (oscillator) is a device that can produce voltage 

waveforms at a variety of frequencies, amplitudes, and sometimes shapes. A 

microelectronic implementation of a function generator can be constructed as an integrated 

circuit using several active elements [316-318], such as operational amplifiers and 

transistors. Most function generators can be used to generate sine, square, sawtooth, and 

triangular AC signals. These waveforms can be either repetitive or single shot (which 

requires an internal or external trigger shot). Function generators or oscillators are used in 

areas like communications, measurements, audio, and radio frequencies (RF), suitable for 

applications that need low distortion or stable frequency signals [319]. They are also used 

in the development, test, and repair of electronic equipment. Various type of operational 

amplifier ICs with different specifications are available commercially to meet performance 

requirements. One amplifier IC is inexpensive but drifts significantly with temperature. 

Another is low power, but also relatively noisy. Another operates as a high-speed amplifier, 

with high output current, and also high power. All operational amplifier selections are a 

compromise among performance, power, and price, and improving one specification 

means compromising on another. 
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7.2.4 Input Pre-Amplifier 

The purpose of the input pre-amplifier is to accurately increase the size of a small 

input signal with a minimum of corruption from noise or input loading. Depending on the 

application and the characteristics of the input signal, different types of input amplifier ICs 

are used for lock-in amplifier applications. Operational amplifiers are widely used in lock-

in amplifier circuits being employed as active elements in mixers, filters and also signal 

conditioning stages such as preamplifiers [320-322]. Beside low voltage and power 

efficient (class AB) operation, pre-amplifiers need to have a low noise, high input 

impedance and low input offset voltage. For example, one often uses instrumentation  

 

 

Table 7.1: Different types of the IC input amplifiers with specifications [323-329]. 
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amplifiers with high common mode rejection to make differential measurements that are 

not affected by noise on the ground lines [323]. Other studies also often used an IC 

TLE2141 low noise high speed precision operational amplifier [324], another study used a 

general purpose IC AD8220 instrumentation amplifier [325], and a zero drift IC AD8553 

input amplifier [326], for lock-in amplifier circuit design. Table 7.1 shows specifications 

of some different types of commercially available operational amplifiers. 

 

7.2.5 Phase Detector (PD) or Demodulator 

Lock-in amplifiers are so-named because the amplifier is locked to, and the signal 

is thus measured at, a specific frequency of interest while ignoring input signals at all other 

frequencies. They are amplifiers because the output signal level is generally higher than 

the input signal level [330]. Since they are phase sensitive, they measure both the amplitude 

of the signal and the phase difference between the reference excitation and signal 

waveforms. Many studies using both analog and digital lock-in amplifiers for sensor 

applications such as thermoelectric, photoelectric, or electromechanical transducers have 

been reported [321-322, 331-332]. The use of digital signal processing techniques to 

perform the phase detector (PD) operations on the digitized signal is appropriate when the 

processing electronics include a processor with enough computing power to perform the 

mathematical operations required. However, the use of an analog lock-in amplifier is the 

best solution for portable sensor applications that include low-cost microcontrollers with 

limited computing power. These instruments enhance the detection sensitivity and 

resolution and improve the signal-to-noise ratio allowing measuring of small AC signal 
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amplitudes modulated at an operating frequency fo by providing a proportional DC output 

voltage level. 

Lock-in amplifiers use a phase detection technique to amplify the portion of a noisy 

and complex input signal at a specific reference frequency fo, filtering out components at 

frequencies other than fo. Although phase detection can be performed with analog or digital 

techniques, for wearable and portable sensors employing low cost microcontrollers with 

limited computing power, an analog lock-in amplifier is the best option [333-335]. The 

phase detector is used to improve the signal-to-noise ratio in AC signal measurements. It 

is a common signal processing element which is often used to demodulate an input signal 

by the reference signal. If two signals are multiplied, the result will be a signal consisting 

of the sum and difference of two signals as expressed in the following derivation. 

 

1

2

sin( )

sin( )

in

ref

A V t

B V t



 

=

= +
     (7.4) 

 

where A and B are the signal and reference waveforms respectively, Vin, Vref, 1 and 2 are 

the amplitude and angular frequency of signal and reference respectively, and θ is the phase 

difference between the two waveforms. The constant scaling factor, in units of 1/V, is not 

included in this derivation. 

 

  OV A B=   

1 2sin( )  sin( )O in refV V t V t  =  +      (7.5) 

1 2 1 2[cos( )) cos( ))]O in refV V V t t t t     =  − + − + +  

 

where 1 = 2πf1, 2 = 2πf2 
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1 2 1 2[cos(2 ( ) ) cos(2 ( ) )]
2

in ref

O

V V
V f f t f f t   = − − − + +    (7.6) 

 

1 2 1 2

1 2 1 2

[cos(2 ( ) ) cos sin(2 ( ) )sin
2

                 cos(2 ( ) ) cos sin(2 ( ) )sin ]

in ref

O

V V
V f f t f f t

f f t f f t

   

   

= − + −

− + + +

  (7.7) 

 

Application of a low pass filter to the output of the demodulator (see below, section 

7.2.6) removes the last two terms; minimizing the phase between the reference and the 

signal eliminates the second and maximizes the first. If the signal and reference frequencies 

are equal, then f1 = f2 

2

in ref

O

V V
V =       (7.8) 

 

and this is proportional to the magnitude of the input signal and maximized by controlling 

the phase relationship between the input signal and reference [336-337]. 

There are many commercially available phase detector/demodulator IC chips with 

different specifications which can be selected according to project requirements. For 

example, one often uses a high precision balanced modulator/demodulator IC AD630 [338] 

that combines a flexible commutating architecture with accuracy. Other studies also often 

used an IC AD633-EP low cost analog multiplier [339], other studies have used a phase 

reversal analog switch MAX4526 [340] or a phase sensitive demodulator MPY634KP 

[341], for lock-in amplifier circuit design. 
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7.2.6 Low Pass Filter 

Ideally, after low-pass filtering the output from the PD circuit is a voltage 

proportional to the phase angle between the input and synchronous reference waveforms 

multiplied by the input amplitudes. In actuality, the PD output after low pass filtering also 

includes contributions from (noise) signals with frequencies very close to the lock-in 

reference frequency, as allowed by the first term in eq. (7.6) [342]. Attenuation of these 

spurious signals depends upon the low pass filter cutoff frequency and the filter roll-off. A 

lower cutoff frequency will remove noise sources closer to the reference frequency and a 

higher cutoff frequency allows these signals to pass [343]. The low pass filter band edge 

flp determines the detection bandwidth f = (f0 + flp) - (f0 - flp) = 2flp. For example, setting 

the low pass filter cutoff to 3 Hz, appropriate for data sampling at 1 Hz, allows a 6 Hz 

bandwidth at the reference frequency.  

A greater challenge is low frequency signals that effectively modulate the 

amplitude of the input signal. This possibly results in a low frequency AC output from the 

PD [344] that is ambiguous with, for example, changes in the quantity of that being 

measured by the sensor. Consider the effect of a low frequency signal, e.g., a change in the 

sensor conductivity induced by a change in concentration of an analyte the sensor is 

designed to measure. While this change may in reality be an abrupt step function, we will 

here consider the Fourier decomposition of the signal into a set of sine waves modulating 

the conductivity of the sensor and thus the measured voltage signal across the bias resistor. 

Let one arbitrary component be described by  

3sinsC V t=       (7.9) 
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with 3 and Vs the frequency and amplitude of that component, respectively. Here we 

neglect phase differences. Then the measured voltage V0,s can be represented as the product 

of the reference signal and the analyte signal, 

1 3  sin sinin sA C V V t t  =     (7.10) 

 

0, 1 3 1 3[cos(( ) ) cos(( ) )]
2

in s
s

V V
V t t   = − − +   (7.11) 

 

This signal is fed into the demodulator and compared to the reference also at 1. The output 

is a complex time- and phase- varying signal comprising frequencies 3 = 2flp and lower 

that are then passed through the low pass filter. This defines the response time of the sensor 

measurement electronics. 

A low pass filter can be implemented with passive elements, such as an RC-

network, or R and C elements can be used together with one or more operational amplifiers 

to make an active filter. Multiple filter stages improve the sharpness (roll-off) of the low-

pass frequency cut-off. Several filter designs exist, including Butterworth, Bessel, 

Chebyshev, and elliptic, with implementations in topologies such as the Sallen-Key. 

Factors relevant to filter design in this application include power consumption, size, roll-

off, phase accuracy, and flexibility. Since low frequency noise is passed through the 

amplifier without attenuation, low frequency noise and component drift characteristics will 

be important design considerations. 
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7.3 Objective and Methods 

The objective of this work is to design a wearable or portable analog lock-in 

amplifier circuit platform to improve SNR in a chemielectric transduction device for gas 

sensing. Typical sensor implementations reported in literature using lock-in amplifiers also 

used external function generators or oscillators, one or more amplifiers for gain control, 

one or two phase detectors or demodulators for phase detection, and a 2nd - 4th order low 

pass filter [308-310, 321-322, 335-341]. The lock in amplifier circuit proposed here 

includes an internal function generator, a high pass filter to remove DC offsets, a low noise 

pre-amplifier, a phase detector or demodulator (in phase, 0º), and a 7th order low pass filter 

for better noise reduction. Implementation details of each component or sub-circuit of the 

proposed lock-in amplifier circuit platform described in the section 7.4 in greater detail. 

The software package known as PC Version of Simulation Program with Integrated 

Circuit Emphasis (PSPICE) [345] is a very powerful circuit simulation software tool that 

assists engineers in rapidly analyzing and designing multi-element circuits with analog and 

digital components. PSPICE can perform DC and AC analysis, transient analysis, Fourier 

analysis, noise analysis, parametric analysis, distortion analysis and Monte Carlo analysis, 

and can quantify circuit temperature sensitivity. Models of integrated circuits, with varying 

levels of accuracy and complexity, are freely available from manufacturers. 

We have used the circuit simulation to design a wearable or portable lock-in 

amplifier-based sensor platform at the discrete component level. The design incorporates 

a ±  15V dual supply voltage and low noise commercial components (i.e., resistors, 
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capacitors, and integrated circuits). For comparison, the simulation is performed using 

either an ideal sine wave or the output of the function generator that we designed. 

 

7.4 Proposed Circuit Design 

A block diagram of our lock-in amplifier design is shown in Figure 7.3 and is 

intended to achieve phase-sensitive synchronous demodulation. As shown, it consists of 

six main blocks: function generator, sensor, high pass filter, low noise amplifier, phase 

detector (PD) or demodulator and low pass filter. The sensor is excited by a sinusoidal 

signal with a known frequency from the function generator and the output voltage of the 

sensor is injected into the lock-in system. The high pass filter has a very long time constant 

to remove any DC offset of the sensor signal with minimal impact on the sensor time 

response as fed into the low noise amplifier. The low noise amplifier provides high gain to 

the signal prior to it being sent to the PD. The PD or demodulator multiplies the amplified 

sensor signal with a sine wave reference signal. By properly synchronizing the input signal 

of the phase detector and the reference signals to have the same frequency and phase value, 

the data signal is full-wave rectified at the output. Then by using a low pass filter, high 

frequency (down to the cutoff frequency of the low pass filter, and excluding the effective 

bandwidth defined by the frequency difference equal to the low pass filter cutoff) noise is 

cancelled, and the absolute data signal mean value can be extracted. Hence, the 

combination of a demodulator and a low pass filter allows signals to be measured even 

when accompanied by significant noise. 
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Figure 7.3: Block diagram of the proposed lock-in amplifier. 

 

 

 

 

All four stages of the function generator circuit and all three active stages in the 7th 

order low pass filter circuit in the lock-in amplifier circuit design in this work used the 

OPA27 (Texas Instruments) integrated circuit (IC) operational amplifier. It was selected 

because it has ultra-low noise (4.5 nV/√Hz max at 1 kHz), high precision, low voltage 

offset drift (0.4 µV/º C) and low input offset error (100 µV max) characteristics [329]. A 

more recent device, the OPA4227, provides an updated model (the OPA227) and is 

available in a quad package. This would reduce circuit size and might be expected to 

increase circuit stability, as all the amplifiers would share a common substrate. This will 

be the subject of future investigations. We have used the OPA27 in this design simulation 

because PSPICE library models for the OPA227 and OPA4227 were not available. 

An Analog Devices standard IC AD620 amplifier is used in the low noise input 

amplifier because it is a high precision instrumentation amplifier requiring only one 

external resistor to set gain from 1 to 10,000 (i.e., Rgain values to ground of open, 5.6 kΩ, 

1 kΩ, and 50 Ω set gain values of 1x, 10x, 50x, and 10,000x, respectively). Furthermore, 

the AD620 has a low input offset voltage maximum of 50 µV and offset drift of 0.4 µV/º 

C [323]. Additionally, the AD620 works well as a preamplifier due to its low input voltage 
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noise maximum of 9 nV/√Hz at 1kHz and 0.1 pA/√Hz input current noise [323]. As shown 

in Table 7.1 in section 7.2.4., several more recent ICs such as the AD8428 or AD8429 can 

be used as suitable low noise input amplifiers but are not supported by available PSPICE 

models for the simulation. 

This lock-in amplifier design uses the highly integrated and balanced AD630 

modem chip, which not only simplifies the design relative to the options discussed above 

in section 7.2.5, but also effectively suppresses noise interference making it suitable for 

our LIA circuit design [346]. A more recent device, the ADA2200 synchronous 

demodulator is available but PSPICE does not support this device for simulation. 

 

7.4.1 Function Generator 

The function generator produces a variety of different waveforms (square, triangle, 

or sine) and allows for frequency adjustment using a potentiometer. The schematic for the 

function generator (that just uses operational amplifiers, resistors, and capacitors) is shown 

in Figure 7.4. Important performance requirements of this circuit include frequency 

stability vs. temperature and over time, minimal phase jitter, and sufficient current drive 

capabilities to maintain this performance while providing the sensor excitation voltage. 

The function generator shown in Figure 7.4 consists of two integrators and an inverting 

amplifier.  
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Figure 7.4: The astable multivibrator circuit (left) and a simplified version with the 

assumed ideal op-amp removed (right). The op-amp inputs, which have effectively infinite 

impedance, are at the nodes V and Vr.  The op-amp output, which has effectively zero 

output impedance, is replaced by a voltage source Vsat. Finally, the op-amp gain is 

effectively infinite, so that Vsat switches between the negative and positive saturation 

values as determined by Vr - V. 

 

 

 

 

The first stage is a simple operational amplifier square wave generator wired as a 

comparator and implemented as an astable multivibrator [347] as shown in Figure 7.4(a). 

To understand how it works, consider the circuit with the op-amp having immediately 

previously switched from driving the output to –Vsat to driving the output to +Vsat. This 

leaves the voltage V at the inverting (-) input and the ungrounded terminal of the capacitor 

at the divided voltage Vr. This is shown in the simplified circuit of Figure 7.4(b), where 

the op-amp inputs of infinite input impedance have been removed from the circuit nodes 

at V (inverting input) and Vr (non-inverting input), and the op-amp output, which has a 

near-zero output impedance, has been replaced by a dc voltage source. The voltage Vr is a 

fraction  of the output voltage, Vsat, 𝛽 = 𝑅1 (𝑅1 + 𝑅2)⁄ . 
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The capacitor C charges through the resistor R3, which limits the charging current 

I according to 

3

satV V dV
I C

R dt

−
= =      (7.12) 

 

Rearranging terms and integrating, 

3
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f f
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V t
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dV d
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where the subscripts i and f indicate the initial and final capacitor voltages and charging 

points in time. Looking again at the original circuit, we see that the capacitor C starts 

charging when the output of the op-amp goes high, and once the voltage across the 

capacitor reaches the reference voltage Vr, the op-amp output saturates at the negative limit. 

Thus, Vi = -Vr and Vf = +Vr. Completing the integration, substituting 
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and dividing through by Vsat, 
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The capacitor now charges with reversed polarity and the output switches again to saturate 

at the positive limit once the capacitor reaches the reference voltage. This cycle continues, 

and the output is a square wave. If the positive and negative values of the amplifier 

saturation voltage have the same magnitude, then the positive and negative charging cycle 

times are the same and the expression for the period of oscillation follows. With the values 

used in the circuit here (in Figure 7.5), we find: 

 

 

 
 

Figure 7.5: Schematic of the function generator sub-circuit. Stage 1 is an astable 

multivibrator, which generates a rail-to-rail square wave at 2 kHz (see text). Stage 2 is a 

low frequency integrator, converting the input square wave into a triangle wave. The 

triangle wave output from stage 2 goes to the PD to serve as a reference, and stage 3 filters 

the harmonic components of the triangle wave, leaving a sine wave at the fundamental 

frequency. Stage 4 removes any DC offset from the sine wave, sets the amplitude, buffers 

the output driving the sensor. 
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where R is the resistance in , C is the capacitance in F, β is the feedback fraction, T is the 

period in seconds, and f is the oscillation frequency in Hz.  

As stated above, the frequency of oscillation for this circuit not only depends upon 

the RC time constant but also upon the feedback fraction. However, if R6 = 1.164R7, we 

see that f is equal to just 1 / 2RC. Therefore, the frequency of the output is given by f = 1 / 

(2R8C4),  2 kHz for the chosen values of R8 (2.5 kΩ) and C4 (0.1 µF). The output V1(t) can 

be given by 

     
1( ) sgn(2 )V t A ft=       (7.21) 

 

although this is only accurate to within the bandwidth of the op-amp. The amplitude A is 

equal to the output rails of the selected op-amp. The optimal op-amp for stage 1 at U6 will 

have characteristics of high slew rate and symmetric rail-to-rail operation, in addition to 

properties approaching the ideal op-amp: infinite input impedance (near-zero bias current), 

and zero output impedance (high drive current capability).  

The output frequency, f0, of 2 kHz is somewhat arbitrary since it depends on the 

impedance and capacitance of the sensor device we are measuring. It was chosen because 

we want to operate at as high a frequency as possible (to get away from 1/f noise) but are 

limited by the phase shift induced by the device characteristics (since the impedance is 

frequency dependent, Z = 1/2πfC, where C is the capacitance). We need to compromise on 
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the amplitude as well. If the amplitude is too low, the signal maybe lost in the noise. If the 

amplitude is too high, because the sensor devices are very small, they may experience non-

linear effects from breakdown. Accordingly, 70 mVrms seems like a good number to start 

with. The output of the function generator feeds into the sensor device and series bias 

resistor for amplification by the low noise amplifier and provides the reference signal for 

the phase detector or demodulator. 

The second stage consists of an operational amplifier integrator. In normal 

operation of the op-amp, the inverting input will be maintained by circuit and the op-amp 

output at the same value as the non-inverting input, i.e., 0V. Otherwise, the high open-loop 

gain, and bandwidth of the amplifier rails the output. Assuming normal operation, the 

output of U3, Vout, will draw a current through the capacitor that balances the current from 

the output of the previous stage, here Vin, through Rin (R3): 

 

in out

in

V dV
C

R dt
= −      (7.22) 

 

Or, after rearranging terms and integrating, and letting t represent the time interval of 

interest (one half cycle) 

( ) constantin
out

in

V
V t t

R C
= − +          (7.23) 

 

For our case, Vin is about  13V, and for f = 2kHz, t = 250 µs. Arbitrarily selecting a value 

of 0.1 µm for C4, we should see a value of Vout = 4V by setting Rin = 8k. The feedback 

resistor R19 provides a closed loop means of correcting for input bias voltage and current 

errors. A large value of 100 k  provides a low frequency closed loop gain of -12.5, and a 
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3 dB point at 100 Hz, but a very small parallel current path, assuring that the stable time 

response to a 2 kHz driving square wave is dominated by the capacitor. The integration 

constant will be handled at a later stage. The non-inverting input of U3 is tied to ground 

using resistor R1 (7.41 kΩ) in order to balance input bias currents. The output of the triangle 

wave generator will be used at the demodulator to minimize the phase between the 

excitation signal driving the sensor, and the demodulator input after multiple filter stages. 

The requirements on this amplifier are less severe than for stage 1, so we can select for 

good noise and power performance. 

The third stage is a 2nd order, single stage Butterworth low-pass filter design using 

a Sallen-Key topology, removing the harmonics in the triangle wave to leave a closer 

approximation to a sine wave. This circuit was designed using an online tool provided by 

Texas Instruments, Inc [348]. Design specifications used here included a passband 

frequency (2dB gain) of 2 kHz and a 40 dB attenuation at 20 kHz. This results in a sine 

wave amplitude comparable to the triangle wave, accounting for attenuation from the 

filtering of higher frequency components. Again, the requirements on this amplifier are 

less severe than for stage 1, so we can select for good noise and power performance. 

Anything less than a perfect sinusoid puts power into higher order frequencies, can 

generate signals ambiguous with noise at harmonic frequencies of the fundamental f0, and 

cause inaccurate measurements of the sensor current at the drive frequency. 

The final stage includes a passive high pass filter formed by the capacitor C8 (1.5 

µF) and resistor R11 (10 kΩ), potentiometer R20, and resistor R21 in series in order to 

generate a 0.1V p-p signal from the previous sine wave while removing any DC 
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components. The passive filter has a 3 dB roll-off frequency of 1.6 Hz and largely 

eliminates DC offset errors. A simple follower to buffer the voltage-divided signal from 

changes in the sensor (load) impedance follows this passive stage. Outputs from the 

function generator feed into the sensor device and serve as the reference signal for the 

phase detector or demodulator. 

 

7.4.2 Sensor, High Pass Filter (HPF), and Pre-Amplifier 

The graphene sensor devices relevant to the circuit under discussion here have a 

real impedance between 5 - 50 kΩ, and a small and variable capacitance we are neglecting. 

This will be modeled in the simplest case as a 50 k resistor, as shown in Figure 7.6. We 

will model real sensor responses as 10% changes in resistance with 0.5s rise and fall times 

and a 3s pulse width. We will later address sensor noise by modulating the sensor resistance  

 

 

 
 

Figure 7.6: Schematic of the sensor circuitry, high pass filter, and low noise amplifier. 
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in a complex but more realistic fashion. The sensor is excited by a sinusoidal voltage signal 

from the function generator. The current through the sensor returns to ground through 

series resistor Rbias, generating a voltage. Matching the resistance of Rbias to the sensor is a 

good compromise between sensitivity and dynamic range. The capacitor C1 (0.47 µF) and 

resistor R3 (1 MΩ) form a passive high pass filter (yellow box; 3db roll-off at 0.34 Hz) to 

remove the DC offset of the signal fed into the low noise amplifier U1. We will later 

examine the utility and cost of an active filter. The pre-amplifier U1, here implemented 

with an instrumentation amplifier, amplifies the high pass filtered sensor output signal with 

the gain controlled by the resistor Rgain. The output of the pre-amplifier will feed into the 

phase detector (PD) / demodulator circuit. 

 

7.4.3 Phase Detector (PD) or Demodulator 

A PD is used in AC measurements to enhance the information content of a signal-

plus-noise voltage by using a fixed frequency reference to demodulate a signal at that fixed 

frequency. This can be done by multiplying the input voltage by the reference signal 

resulting in an output signal consisting of the sum and difference of the input voltage and 

the reference. However, the internal behavior of the AD630, an integrated circuit 

implementation of a phase detection circuit, is not obvious on this point. For this reason, 

another interpretation of the AD630 modulator is developed. The diagram of the AD630 

presented in the manufacturer’s documentation in Figure 7.7(a) can be converted into the 

more useful version of Figure 7.7(b) [346]. In this figure, the individual A and B channel 

preamps, the switch, and the integrator output amplifier are combined in a single  
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Figure 7.7: a) Main and b) simplified diagrams of AD630 from the manufacturer’s 

datasheet [346]. 

 

 

 

operational amplifier. This amplifier has two differential input channels, only one of which 

is active at one time as selected by the comparator inputs, bottom left. It is not direct 

multiplication of reference and input signals connected to pin 1 and pin 17, but rather 

switching between input signals, or more precisely between amplified signals, that gives 

rise to the demodulation: the input signal, comprised of multiple frequencies, is only 

sampled at the reference frequency. Components of the input signal at the reference 

frequency appear at the output as DC values while components at other frequencies are 

time variant at the output. By using the triangle wave output from the function generator at 

input SEL A and comparing that to an adjustable value at SEL B, we can control the timing 

of the switch and so maximize the signal by controlling the phase. 

The basic function of the AD630 may be easier to recognize as two separate gain 

amplifiers, which can be inserted into a signal path under the control of a sensitive voltage 

comparator. When the circuit is switched between amplifiers with inverting and  
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Figure 7.8: The schematics of a) AD630 symmetric gain (2), b) inverting gain 

configuration, and c) noninverting gain configuration [346]. 

 

 

 

noninverting gain, it provides the basic demodulation function [346]. Figure 7.8(a) shows 

an externally wired configuration (pin 16 to pin 2; pin 15 to pins 20 and 19; pin 18 to pin 

14 and GND; input signal to pin 16; reference signal to pin 9; pin 10 to some constant value 

against which the reference signal can induce switching; pin 13, demodulator output) to 

illustrate the basic functionality of the AD630. The comparator selects either of the two 

input stages to complete an operational amplifier feedback connection around the AD630. 

When channel B is selected, the RA and RF resistors are connected for inverting feedback 

as shown in the inverting gain diagram in Figure 7.8(b). When the sign of the comparator 

input is reversed, channel B is deselected, and channel A is selected. Channel A is the 

noninverting gain configuration shown in Figure 7.8(c) [346]. 

In the configuration shown in Figure 7.9, pin 9 (inverting) of the voltage comparator 

is at ground and pin 10 (non-inverting) is connected to the reference signal. When the 

reference signal goes into its negative half cycle, Channel B is selected. This configuration 

provides inverting amplification with a gain of -2 whereas when the reference signal goes 
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into its positive half cycle, Channel A is selected, providing non-inverting amplification 

with a gain of +2. 

 

 

 
 

Figure 7.9: The schematic of the PD or Demodulator. 

 

 

 

7.4.4 Low Pass Filter (LPF) 

The last part of the circuit consists of the low pass filter, the output of which is a 

low frequency signal proportional to the amplitude of the voltage drop across Rbias at the 

reference frequency. Although it is not a DC signal (otherwise there would be no sensor 

response) it is a very low frequency. As mentioned in section 7.2.6, the purpose of the low 

pass filter is to remove the AC components from the desired quasi-static output. The quasi-

static output Vout is described in the following expression: 



139 

 

2
  out Bias

Bias
Bias in

Bias Sensor

V A V

R
V V

R R




=  

=
+

    (7.24) 

 

where Vin = V0 sin(t + θ) is the excitation signal input to the sensor device, VBias is the 

signal input to the low noise amplifier, A is the circuit gain, RSensor is the sensor resistance, 

RBias is the bias resistor used to generate the voltage VBias,  is the angular frequency and 

θ is the phase angle between the reference and input signals.  

The proposed filter design is a unity gain 7th order low pass filter composed of a 

cascaded single passive 1st order stage and three identical active 2nd order stages 

implementing a Sallen-Key topology, shown in Figure 7.10. The Sallen-Key topology 

 

 

 
 

Figure 7.10: The schematic of the 7th order low pass filter and DC output. 
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[349] is an active filter design built around a single non-inverting operational amplifier, 

two resistors, and two capacitors, creating a voltage- controlled voltage-source (VCVS) 

design with filter characteristics of high input impedance, low output impedance, and 

excellent stability. The passive components, resistors R2 and R3 and capacitors C1 and C2 

in Figure 7.10, form the 2nd order (blue circle) frequency selective circuit. At low 

frequencies, where C1 and C2 appear as open circuits and the amplifier input draws no 

current, the signal is simply unity-gain buffered to the output. At high frequencies, where 

C1 and C2 appear as short circuits, the signal is shunted to ground at the amplifier’s input, 

the amplifier amplifies this input (~ 0V) to its output, and the signal does not appear at V0. 

However, near the cut off frequency, where the impedances of C1 and C2 are on the same 

order as R2 and R3, positive feedback through C1 provides a quality factor Q shaping of the 

filter frequency response [350]. In order to set filter components, the design procedure 

typically fixes the ratio between the resistors and between the capacitors. One possibility 

is to set the ratio between C1 and C2 as n2 and the ratio between R2 and R3 as m2. Therefore, 
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As a result, the cut-off frequency, f0 and quality factor, Q, expressions are reduced to 
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Starting with an arbitrary choice for capacitor C and n, the appropriate value for resistor R 

and m can be calculated in favor of the desired f0 and Q. Considerations of amplifier output 
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impedances of the active stage and any input stage, the non-zero values of stray and 

amplifier input capacitances, and available component sizes, also suggest optimal values 

for component resistance and capacitance. 

As shown in Figure 7.10, the 2nd order filter can be cascaded with other RC (resistor 

and capacitor) stages to create a 3rd order filter. To create higher-order filters we can 

continue cascading. An individual stage of the Sallen-key filter can be cascaded to generate 

much higher order filters. It should be noted that the higher the filter order, the closer the 

filter becomes to the ideal "brick wall" response [350]. A Texas Instruments OPA27 IC 

operational amplifier, which provides low noise and a fast response, is used in the active 

low pass filter presented here. 

 

7.5 Simulation Results and Discussion 

7.5.1 Function Generator 

Our function generator provides a 2 kHz 100 mVp-p sinusoidal wave as shown in 

Figure 7.11(b). An OPA627 was found to provide better results in the multivibrator (1st 

stage) part of the circuit, presumably due to the significantly reduced input bias currents. 

In Figure 7.12 we compare the effect of the two different op-amps on the output amplitude. 

Specifications of the two op-amps, and the effect of each on the output, are shown in Table 

7.2. 
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Figure 7.11: a) Schematic of the function generator circuit; b) function generator output 

provides 2 kHz sinusoidal signal with 100 mVp-p. 

 

 

 

Figure 7.12: Comparison of function generator output amplitudes, fourth stage, for two 

different first stage op-amps, the low-noise OPA27 and the low noise, FET input OPA627. 

All other circuit elements are the same. 
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Table 7.2: comparison of two op-amps, selected parameters, and their effect on the output 

(stage 4) sine wave when used in stage 1 of the circuit in Figure 7.11, as extracted from the 

data in Figure 7.12. 

 

 
 

 

 

 

 

7.5.2 Sensor, High Pass Filter (HPF), and Low Noise Amplifier 

The 2 kHz, 100 mVp-p, sinusoidal signal from the function generator (VIN) excites 

the 50 kΩ sensor, Rsensor, and the matched 50 kΩ series resistor, Rbias, as shown in Figure 

7.6. This representation of the sensor is generally adequate for simulations. However, as 

the circuit becomes more complex and the information needed grows, a more accurate 

representation of the sensor is needed. PSPICE includes a model of a voltage controlled 

admittance, which can be used to simulate a voltage controlled resistor. In use, the 

resistance between one terminal and ground multiplied by the voltage between a floating 

pair of terminals determines the resistance between a second floating terminal pair. PSPICE 

also includes a random number generator, which can be used to simulate a white noise 

source. We have used these two components to implement a model of a sensor of base 

resistance 50 kΩ, with the resistance modulated by a pulsed voltage and a parallel noisy 

voltage source as shown in Figure 7.13. The changing resistance of the sensor Rsensor as 
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controlled by these two sources causes the envelope of the 2 kHz signal VIN measured 

across Rbias to change. 

 

 

 

 
 

Figure 7.13: This circuit schematic shows the combination of a white noise source, an 

active filter with voltage gain roll-off of f-1/2 over the range of 50 mHz to 50 kHz, a passive 

high-pass filter to roll off the signal below 1 mHz, a buffering amplifier for the filter output, 

an amplifier to scale and combine the buffered 1/f noise source and the pulsed voltage 

source, and a voltage controlled resistance. A simple 2 kHz sinusoidal source VIN and the 

series bias resistor Rbias are also shown. The output Vsignal = Vref*Rsensor/(Rsensor + Rbias), is 

connected to the next stage high pass filter. Other than Rbias and the circuit represented by 

VIN, none of this circuit would be actually built: it is intended only to simulate a responsive 

and typically noisy sensor with resistance determined by the modulation of Rref. 

 

 

 

 

The pulsed voltage source has been programmed to source a voltage pulsed 

between two values V0 and V1, with a controlled rise time tR, fall time tF, and pulse width 

PW. The random number generator functions as a sequential value voltage source. The 

component returns a pseudo-random number evenly distributed (“white noise”) between 0 

and 1 at each time increment of the simulation. This value can be offset and scaled as 
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needed. By filtering the source as shown in Figure 7.13, we can approximate a 1/f power 

spectrum over the range of the filter [351]. In this case, the filter was designed to create a 

pink noise spectrum, that is, 

1/2/V A f=       (7.27) 

over the range 50 mHz to 50 kHz. The effect of this filter on the original white noise 

spectrum is shown in Figure 7.14. After buffering, this signal can be scaled and summed 

with the pulsed voltage source to simulate a noisy sensor. Of course, it is not intended to 

build this circuit; rather, it is a means of simulating a chemiresistor with 1/f noise. 

 

 

 
 

Figure 7.14: Frequency spectrum of pseudo-white noise source (-), and noise after filtering 

by the circuit shown in Figure 14(-). The white noise intensity spectrum is flat, the pink 

noise (flicker, or 1/f, noise) spectrum is very nearly linear over six decades of frequency. 

The data shown was collected over a 5s simulation. 
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The voltages at various point of this circuit, as well as their spectral decomposition, 

from a 100s simulation with time steps limited to 10 µs are shown in Figure 7.15. At the  

 

 

 
 

Figure 7.15: Shown here are signals associated with the sensor, a) in real time, and b) in a 

spectral decomposition derived from a fast Fourier Transform. Although the simulation 

began at 0s, it took almost 40s for the circuit capacitances to charge. At bottom is the output 

of the white noise generator, centered at 0.0V and scaled to 0.05V. New values were 

generated every 10 µs. A time expansion of that signal is shown as an inset in a). Above 

that is the output of the pink noise filter, noticeably coarser. A time expansion of that signal 

over the same interval as the lower inset is also shown as an inset. Above that is the sensor 

resistance, scaled to the 50 k reference value. Above that is the signal measured at the 

node between the simulated sensor and the series resistor Rbias, where the variable and noisy 

sensor resistance and Rbias create a voltage divider acting on the 2 kHz sinusoidal signal 

from the function generator. A time expansion of that signal is shown in the upper inset.  
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noise filter. Above that is the resistance of the simulated sensor, incorporating both the 

bottom is the output of the white noise source. Above is the signal after applying the pin 

pink noise and the pulsed voltage, here with 0.1s rise and fall times applied to 3s pulses 

between 100% and 95% on a 10s period. It has been normalized by the value of the 50 k 

reference resistor. Finally, we show the voltage observed at the node between the sensor 

and the series resistor Rbias. These two resistors form a voltage divider applied to the 2 

kHz, 100 mV sinusoid. Here, rather than use the signal from the function generator, we 

have used a simple sine wave generator in order to simplify the simulation. 

In Figure 7.16, we see the voltage between the sensor and the bias resistor as fed 

into the capacitor C1 (0.47 µF) and resistor R3 (1 MΩ), which together form a passive high 

pass filter with a very long time constant (~ 0.5 seconds) that removes any DC offset. The  

 

 

 
 

Figure 7.16: The schematic of the passive high-pass filter and low noise amplifier circuit, 

along with a fixed value sensor resistance. 
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low noise pre-amplifier U1 receives the AC signals from the high pass filter and amplifies 

them. The gain of this amplifier depends on the value of the gain resistor R1. For 

illustration, in this section we have set our low noise amplifier gain to be 10x. This setting 

is a compromise. If the gain is too high, the output signal is prone to drift due to noise, so 

that the output signal will soon reach saturation, but if the gain is too low, it will not be 

able to extract the desired signal. 

 

 

 
 

Figure 7.17: Implementation of an active 3rd order Bessel high-pass filter between Rbias 

and the preamplifier (U1), shown here with a single resistor representation of the sensor, 

Rsensor. Certain components have been added to this circuit, specifically 10  resistors and 

10 µF capacitors on all the power supply lines and 1 G resistors between some nodes and 

ground, in order to increase circuit stability as implemented and during simulation. 
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As an alternative, we have explored the use of an active high pass filter with a 

steeper roll-off to address the problem of low frequency noise from the sensor. We have 

chosen to implement this as a  two stage, 3rd order Bessel filter in order to maintain the 

proper shape of non-sinusoidal resistance changes. The active high pass filter circuit is 

shown in Figure 7.17.  The power dissipation of these two additional op-amps is 150 mW, 

which is significantly higher than that of the preamplifier, 29 mW, and of the passive filter,  

 

 

 
 

Figure 7.18: Transfer function of the high-pass filter and low noise amplifier, referred to 

a signal applied across Rbias. 
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about 2 nW. The output of this circuit is presented in Figure 7.18 as a Bode plot of gain 

and phase vs frequency using an ideal sine wave source for Vref and sweeping the 

frequency. For both circuits, the gain at the demodulator output relative to the signal 

applied to the sensor is about 26 dB for all frequencies above 1 Hz, up to the roll-off of the 

AD620 at about 0.5 MHz (not shown). 

 

7.5.3 Phase Detector (PD) or Demodulator 

The PD is used to improve the signal-to-noise ratio in alternating current signal 

measurements. The PD multiplies the input signal by a synchronous reference signal. This  

configuration, with a voltage-controlled resistor circuit and passive high pass filter, is 

shown in Figure 7.19. The 2 kHz, 100 mVp-p excitation signal as measured at R14 (Rbias),  

 

 

 
 

Figure 7.19: The schematic of the pulsed-resistance sensor, passive high pass filter, low 

noise amplifier, and demodulator. 



151 

 

the output of the pre-amplifier, and the fully rectified output of the demodulator are shown 

in Figure 7.20(a). For comparison, we show the maximum envelope for the two circuit 

configurations of passive and active high pass filters at the node between the sensor and 

Rbias, as output from the pre-amplifier, and as output from the demodulator, in Figure 

7.20(b). The sensor resistance is modulated so as to represent a 5% increase in resistance 

in a 3s pulse with a 0.5s rise and fall time. Switching between inverting and noninverting 

inputs of the AD630 is under the direct control of the reference signal. During the positive 

half cycle of the reference signal, AD630 acts as a noninverting amplifier with a gain of 2, 

and during the negative half cycle, it acts as an inverting amplifier with a gain of -2. There 

is a certain amount of noise evident in the output from the demodulator, attributable in this 

case to input offset current errors propagating to the output of the low-noise amplifier. 

These are partially ameliorated by resistor R6 (Figure 7.16), matching the impedance to 

ground at the non-inverting input. Figure 7.20(c) shows the demodulated signal after 

passing through AD630, appearing as a positive rectified signal. Figure 7.20(d) shows a 

spectral decomposition of the demodulator output signal from the active filter circuit 

configuration. 
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Figure 7.20: a) shows the 2 kHz signal at the node between the sensor and Rbias (-), the 

output from the low noise preamplifier (-), and the full wave rectified output from the 

demodulator PD (-) as simulated in the circuit shown in Figure 20. b) shows the peak 

envelope maximum at the output of the sensor (bottom), preamplifier (middle), and 

demodulator while the sensor resistance changes from 50 k to 55 k for 3 s, for the 

passive (-) and active (-) high pass filter circuits of Figure 7.19 and Figure 7.17, 

respectively. c) shows the demodulator output at higher time resolution, along with the 

other signals. The “maximum envelope” plotted in figure b) is also shown. d) shows the 

results of a fast Fourier transform plotted as power versus frequency in the demodulator 

output data shown in c). The next stage low pass filter easily blocks the components at 2, 

4, and 6 kHz. 
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7.5.4 Low Pass Filter (LPF) and Output 

The purpose of the low pass filter (shown in Figure 7.21(a)) is to remove noise in 

general, and in particular any frequency components related to the 2 kHz reference 

frequency from the desired quasi-static output (see section 7.4.4 or eq. 7.24). For this 

reason, its cutoff frequency should be as low as possible [349]. The cutoff frequency fc of  

 

 

 

 

Figure 7.21: a) Schematic of 7th order LPF. b) Transfer function after the various stages of 

the filter shown above. 
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this circuit is about 16 Hz, well below the LIA input signal frequency fi = 2 kHz. To achieve 

this, using the equations 7.25 and 7.26 to select values for this Sallen-Key filter, the 

reference resistor R and the capacitor C have been set to 30 kΩ and 0.33 µF, respectively. 

Thus, the resistors R1 and R2, and the capacitors C1 and C2, have been calculated and set to 

60 kΩ, 15 kΩ, 0.66 µF and 0.16 µF, respectively. The simulated voltage output after 

various stages of the 7th order LPF is shown in Figure 7.21(b). 

In Figure 7.22, we show the utility of the entire circuit, incorporating the pulsed, 

noisy resistor in the simulation. In order to show something like a representative pulse in 

response to a set of sensing events, we have generated 4 successive pulses of 5% change 

in conductivity, 3s long, on a 10s period. A flicker noise source has been added to induce 

changes in the resistance with a 1/f power spectrum. Although the 5% change in device 

conductivity is arguably visible, it would be difficult to determine a quantitative response 

given the noise without significant computational analysis. The signal measured at the node 

between the simulated sensor and the 50 k bias resistor, as excited by the 2 kHz sinusoid 

from the function generator is also shown. Finally, we show the output from the circuit 

superimposed on the desired information, sensor conductivity. We show conductivity here 

in order to maintain the direct relationship between the input and output signals. The 

rejection of high frequency noise in the sensor conductivity has been visibly effective (see 

Figure 7.23), although low frequency noise persists. This is very difficult to remove here 

without removing information from the signal. For this reason, we ultimately apply signal 

averaging, exploiting the fact in the practical sensor that we have control over the airflow 

over the sensor by, for example, operation of a valve cycling between a control source of 
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clean air and our air under test. By inducing a periodic sensor response, we can average 

over multiple cycles and thus reinforce signal information at the expense of random noise 

fluctuations. The effect of this is shown in Figure 7.23(b). 

 

 

 
 

Figure 7.22: Representative signals from the circuit output (upper graph) with the 

simulated sensor conductivity superimposed; the voltage observed at the node between the 

sensor and the bias resistor (middle), and the conductance of the sensor, reflecting both the 

pulsed conductivity and the added 1/f noise. In this simulation there were four pulses 3s 

long, on a 10s period, modulating the sensor conductivity. 
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Figure 7.23: a) Fourier transform of circuit output data shown in Figure 7.22, above. 

Although there is significant attenuation above about 40 Hz, the broad signal at about 100 

mHz, generated by the 10 Hz resistance pulses, is not much larger than the neighboring 

frequencies above and below. These are attributable to noise. To address this, we have 

averaged the four pulses as shown in b). Although there is still visible low frequency noise, 

the SNR is obviously improved. Note that the conductivity rise and fall times of 0.1 s have 

been largely followed by the averaged output. Further signal averaging would only improve 

the situation. 

 

 

 

 

 

7.6 Conclusion 

In this report, we have proposed a simple and portable analog lock-in amplifier 

circuit design using commercial components for gas sensing. The results were obtained 

using PSPICE simulation on commercial IC models. A lock-in amplifier (LIA) uses the 

phase detection method to read the sensor measurements accurately in noisy environments. 

We have used these two components to implement a model of a sensor of base resistance 

50 kΩ, with the resistance modulated by a pulsed voltage and a parallel noisy voltage 

source. The changing resistance of the sensor Rsensor as controlled by these two sources 

causes the envelope of the 2 kHz signal VIN measured across Rbias to change. Also, the 

output of the triangle wave generator (2nd stage of function generator) will be used at the 
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demodulator to minimize the phase between the excitation signal driving the sensor, and 

the demodulator input after multiple filter stages. The sensor resistance is modulated so as 

to represent a 5% increase in resistance in a 3s pulse with a 0.5s rise and fall time. Then, a 

7th order low pass filter (LPF) was used to cancel noise and extract the absolute mean value 

of the data signal. We have generated 4 successive pulses of 5% change in conductivity, 

3s long, on a 10s period. A flicker noise source has been added to induce changes in the 

resistance with a 1/f power spectrum. We show the output from the circuit superimposed 

on the desired information, sensor conductivity. We show conductivity here in order to 

maintain the direct relationship between the input and output signals. The rejection of high 

frequency noise in the sensor conductivity has been visibly effective, although low 

frequency noise persists. This is very difficult to remove here without removing 

information from the signal. 
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CHAPTER 8 : CONCLUSIONS AND FUTURE WORK 

8.1 Conclusions 

Researchers and developers have continued to encounter various challenges in 

developing chemical vapor sensor devices in terms of sensitivity, selectivity, reaction time, 

robustness, and other features. Graphene is one of the promising materials that has been 

used to address these problems in sensor applications. The goal of this dissertation was to 

understand which graphene samples (with and without ZnO nanoparticles 

functionalization) is best suited for chemiresistive sulfur sensing applications. 

Furthermore, devices with different geometries having engineered defects in graphene 

channels were investigated. For comparison purposes, all of the devices studied had the 

same graphene mesa area. 

We find that, ZnO functionalization generally lowers noise. The resistance 

measurements showed that devices with long etched stripes orthogonal to the direction of 

the applied electric field have the highest resistance, and short and wide channel 

interdigitated devices have the lowest resistance for both pristine and ZnO functionalized 

graphene. The graphene-metal Ohmic contact resistances (RC) demonstrate that ZnO 

functionalized graphene has lower contact resistance, but higher graphene sheet resistance 

(Rsh) compared to the pristine graphene. There is no strong evidence for a correlation 

between the scalar noise power and actual graphene channel area, contact area, and total 

perimeter (including the internal etched hole perimeters). However, there is a strong direct 

correlation between noise frequency dependence and graphene area and contact area. 
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Furthermore, there is an inverse correlation between noise frequency dependence and 

perimeter. This work highlights that the electrical and low frequency noise measurements 

are critical for the selection of appropriate device structure in graphene/ZnO chemical 

sensors. 

In this work, density functional theory calculations were performed to study the 

interaction of decane, propyl benzene, thiophene and octanethiol molecules with graphene 

(with and without ZnO functionalization) to fully understand the detection properties of 

these nanosheets in adsorption processes. Moreover, density functional theory calculations 

were used to explain and verify experimental results. ZnO functionalized graphene was 

found to be a highly efficient sensor material for thiophene and octanethiol sensing. The 

results of the adsorption energy and TDOS (Fermi level shift) values show that ZnO offers 

a significantly more energetically favorable surface to adsorption of thiophene and 

octanethiol relative to hydrocarbons. The selectivity characteristics were examined by 

exposing pristine and ZnO functionalized graphene devices of different geometries to 

decane and propyl benzene. All the devices showed no response to decane and propyl 

benzene. These results indicate that we are sensing sulfur molecules (S) instead of 

hydrocarbon molecules (C and H). The current and future researchers will benefit from the 

results of this work. 

In this dissertation, we have proposed a simple and portable analog lock-in 

amplifier circuit design using commercial components for gas sensing. The results were 

obtained using PSPICE simulation on commercial IC models. 
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8.2 Suggested Future Work 

Further investigation of other metal oxides and metal nanoclusters may improve 

some of the performance indices of the sensor devices presented in this work. Furthermore, 

the database required for gas sensing using machine learning algorithms needs to be 

improved. For future research on these sensor devices, other important aspects must be 

considered: First, to obtain real-time environmental information, citizens and soldiers need 

low-power, robust, and small form-factor sensors embedded in embedded chips or plug-in 

modules in smart phones. Second, it would be helpful to conduct an extensive study under 

various extreme environmental conditions for a long period of time to make the sensor a 

more reliable sensor. Last, it would be appropriate to test the developed sensors against 

different kinds of analytes to establish whether they are suited for use as an accurate and 

stable sensor in the future. 
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