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Abstract

A VALUE MODEL-BASED DECISION FRAMEWORK FOR AN ENTERPRISE DATA
ARCHITECTURE

Kelly Fitzpatrick

George Mason University, 2021

Thesis Director: Dr. Paulo C. G. Costa

The objective of this paper is to improve an organization’s decision-making process for

developing an enterprise data architecture.

Enterprise data architectures are complex systems with multiple users who have com-

peting objectives for the system. When developing an enterprise data architecture, it can

be hard to satisfy all the organizations goals and maintain a consistent development plan.

The development team building the enterprise data architecture needs a robust decision-

making process to help them determine the architecture design for the organization. The

process needs to be able to quickly support questions that arise throughout the development

of the system. The goal is to reduce the amount of time answering questions after a decision

has been made on the architecture design and development plan.

The solution presented is a framework that uses value focused decision analysis and

model-based systems engineering to develop a parametric model which can be used to

identify the best architecture design for the organization and support answering questions

the organization’s leadership might ask [1].



Chapter 1: Introduction

Thesis Overview This paper is a demonstration of mastery for a Systems Engineering

Masters of Science Degree. This thesis is an application of system engineering theories and

methodologies applied to decision making when designing an enterprise data architecture.

Figure 1.1: Four Engineering Fields

Systems Engineering, Security Engineering, Software Engineering, and Data Science are

the four broad fields being applied to the topic of this paper. One of the main purposes

for building an enterprise data architecture is to support the field of data science and data

engineering [2]. Data Science and software engineering have been researching big data

environments and their applications for over 10 years [3]. Security Engineering research

has been focused on data security and mitigating security threats for targets like big data

architectures [4]. The systems engineering field however has not published much research on

enterprise data architectures [5]. This paper will be an example of how systems engineering

can be applied to solving problems in this topic area.

Complex applications in the information technology field such as an enterprise data

1
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architectures can benefit from using more operations research and model-based systems en-

gineering techniques to solve problems [6]. Before the development phase of an enterprise

level application begins a systems engineer should derive essential functions of the system,

validate system designs against the organization’s requirements, develop end-to-end pro-

cesses, and generate test plans [7]. These artifacts are important for ensuring a complex

system is built properly. As security threats become more sophisticated and information

technology systems become more complex, it is necessary to use Systems Engineering to

help define and document risks within the system that need to be mitigated. Applying a

more rigorous approach to the development and design of complex systems using systems

engineering methods will help identify security vulnerability’s early on which can be miti-

gated during the development process [8]. Using a systems engineering techniques will help

organizations successfully develop their enterprise data architectures [9].

Reason for Topic Choice The topic of enterprise data architecture was chosen because

of previous background knowledge in both the software engineering and data science fields

and an awareness of current challenges in building data architectures. Data security is of

particular interest because of it’s importance and the design challenges it brings to data

architectures.

Enterprise data architecture is a difficult topic because it spans multiple fields of en-

gineering [10]. That challenge is what makes enterprise data architectures a good subject

for systems engineers to study because systems engineers work to bring together multiple

disciplines to solve problems [7]. The original intent was to study design patterns for data

security and their effects on performance of the architecture, but as research went forward

the problem focus evolved into supporting the challenges of decision making in general on

an enterprise data architecture. Data security is a specific trade-off decision that this pa-

per’s framework could support in the future. Because there are so many different fields

involved with developing an enterprise data architecture and so many sub-problems to be

discussed, having a decision model to support data driven decision making was the first
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Figure 1.2: Mapping of the Engineering Fields

step in supporting future trade-off analysis discussions.

1.1 Background

Overview Commercial Companies, Government, Academia, and other industries are all

looking to maximize use of the data they have collected [3]. Data has become a valuable

commodity which organizations can find multiple uses to benefit from. Many organizations

are looking to acquire more data and to take advantage of the data they already have. This

is why organizations are looking to create an enterprise data architecture that can help

them organize data and free it from stove-piped applications where it can be analyzed with

other sources of data [11].
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Having organized data is the foundation for supporting other advanced efforts like ar-

tificial intelligence, streaming analytics, simulations, dashboarding etc [12]. Many of these

efforts require multiple data sources to be cleaned, integrated, and stored in a place where

users can access them [13]. An enterprise data architecture helps by centralizing storage of

data, automating access, and making data sources discoverable to users within the organi-

zation [14].

There are several security risks to consider when developing an enterprise data archi-

tecture [15]. Organizations contain sensitive information they want to protect. Sensitive

data could be financial data, personally identifiable information, proprietary information,

customer data, contracts, security logs, etc. The enterprise data architecture should be de-

signed in such a way that manages permissions and access to sensitive data [16]. There are

several methods in use today for implementing access controls on applications and even more

complex data architectures, but each of them have limitations that should be considered

[8]. Choosing an implementation method depends on the risk posture of the organization

and the amount of control they need on their data.

The goal of an enterprise architecture is to provide access to as much data as possible

while limiting access to the sensitive parts of the data. To build an enterprise data archi-

tecture that meets the needs of an organization is challenging because every organization is

different. This paper will look at how organizations can approach developing an enterprise

data architecture and use model-based systems engineering to support the design, devel-

opment, and decision-making. An example of using the decision framework is described in

Section 3.3, using a hypothetical organization so that other’s might see how the framework

can be used and the value the decision framework could have on their development process.

1.1.1 Enabling Data Stakeholders

Stakeholders and Use Cases An enterprise data architecture needs to support several

types of users and use cases [3]. The goal is to enable the functional stakeholders while

meeting the nonfunctional stakeholder’s requirements. Common functional operations are
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supporting business analytics, data analysis, dashboarding, application development, ma-

chine learning, and artificial intelligence [12]. For each of these use cases it takes a team of

people with varying skill levels to support each of these efforts [13]. Data Scientists, data en-

gineers, developers, database engineers, statisticians, analysts, operations researchers, etc.

are the functional data stakeholders the data enterprise environment needs to support [14].

To enable each of the efforts the data enterprise architecture should also support the tools,

processing requirements, and workflows the teams require [13].

Figure 1.3: Stakeholders of an Enterprise Data Architecture

Here are some of the high-level scenarios the data architecture needs to support for the

majority of the functional data users needs [3]:

• Users need to be able to discover data available for their projects and request access

if they don’t already have access.

• Users need to be able to understand where the data came from and how it was collected

and modified.

• They need to be able to access the data in multiple ways. Examples: APIs, Queries,

Downloads/exports via a GUI, Commercial Software etc.

• Users need to be able to request to add new data into the environment.
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• The system should support batch and streaming data ingests.

• The system should support extract, transform, and load (ETL) workflows.

Non-functional stakeholders include data owners, security, and managers [15]. This

group of stakeholders is important when meeting the needs of an organization. Their needs

are what make the architecture unique to the organization, because they represent the risk

tolerance, funding, and business operations.

Figure 1.4: Objectives of the Stakeholders

Data Owners are the original stewards of the sources of data and usually own the

responsibility for keeping the data safe [15]. They are the authority on making decisions for

who can access the data and for what purpose. Data Owners are concerned with maintaining

the quality and sensitivity of their data [17]. They need to be able to set access control

permissions and define roles, groups, or attributes of who can have access to their data

source [18]. They are concerned with who is accessing their data and for what purpose,

this is important for satisfying data security and auditing requirements. Data Owners have
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conflicting desires of wanting to prevent data spills of their sensitive data from happening,

but provide access to groups and teams that show the value of using their data set [18]. Not

all Data Owners will have the same risk posture, which is important to understand when

approaching a new source of data to bring into the architecture.

The security stakeholders are concerned with preventing data loss, identifying vulner-

abilities, mitigating security risks, and preventing harm to the organization [8]. They are

concerned with data security and preventing unauthorized access to data, same as the data

owner stakeholders [18]. Security stakeholders are also concerned with preventing malicious

actors from gaining access to the organizations systems and causing harm. They care about

the resiliency of the system against external and internal threats [19]. They care about

having an audit record so they can monitor the system effectively and have tractability in

the event that a security breach occurs [18]. The enterprise data architecture should meet

the organizations standards for security.

Management, program managers, or business owners are concerned with setting up

their programs for success [14]. They are concerned about budgets, resources, timelines and

achieving the goals of the organization. For a data science effort, they want to make sure

their team has the resources they need including data and tools [19]. They support the data

owners and security teams to make sure they keep the organization safe from preventable

risks. Managers are also concerned with the organizations bottom-line and having to do

resource allocation across the organization [20]. The enterprise data architecture is an

investment they have to support. It needs to be within budget, maintainable, and deliver

value to the organization.

Currently, organizations are likely to have architectures that meet some of the above

stakeholder’s needs. However the goal is for an enterprise data architecture to meet all of

the stakeholders needs. Systems engineering can be used to map out what the gaps are in

the current architecture and ensure the future enterprise data architecture addresses them.

The development team’s challenge is to balance all the needs of it’s stakeholders [10]. Some

of the end-goals maybe in conflict with each other and trade-offs will need to occur. Tough
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decision making needs to occur to deliver on each of the stakeholders requirements while

balancing performance, schedule, and cost.

1.1.2 Current Architecture Problems

Many organizations current architectures are not set up to support data science efforts

which leads to excess waste in time and money for an organization [20]. Data is hard to

identify for data science projects because most organizations don’t keep track of all their

data assets. Data is also hard for users to get repeatable access to because the original data

collection systems weren’t designed for the kind of user access data stakeholders require

now in order to perform advanced analytics [17]. Data security is another impediment to

enabling data science efforts because many current systems don’t have permissions defined

for access to the raw data. A data science project will then either get some of the data or

no data at all. Data science projects can still be accomplished, but at great cost and over a

longer period of time than necessary [17]. A lot of time is wasted looking for the required

data and trying to get access to the data in order to begin the next stage in the modeling

process. Much of the modeling work is extracting, transforming, and loading (ETL) the

data into a format that can be modeled. Most current architectures do not have a process

or provide a place to store cleaned or modified data. This means data science efforts are

continually performing the same ETL process for the same data sources which is another

waste of time and resources [20]. An enterprise data architecture is aimed at reducing

this overhead work by cataloging data, automating access, defining data permissions, and

providing a central location to store cleaned data which reduces duplication of effort.

Organization’s current architectures also require a lot of overhead maintenance costs

[19]. Every separate data system might need a different development team and operations

team to maintain it. The complexity of different systems with different designs means it

takes more time for developers and security engineers to understand the data and archi-

tecture which makes system integration more challenging. Organizations also incur more

risk when they have multiple systems to maintain. Monitoring multiple systems for unusual
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activity and making sure each system is compliant with security policies takes additional

time and effort [19]. The risk of data loss or theft is higher because those threats can more

easily go undetected. Current systems might not be designed to support the demand of

data analytics users or DDOS attacks leaving the systems vulnerable to being taken down

[16]. An enterprise data architecture can improve the standardization security, architecture

design, documentation, scaleability, and resiliency which will reduce the risks and overhead

maintenance costs [19].

1.1.3 Enterprise Data Architecture

Enterprise Data Architecture Overview An enterprise data architecture is a data

management environment which is designed to support an organization with a large volume

and variety of data [12]. Organizations have over time grown their data holdings by devel-

oping applications that collect data or purchasing data from other collectors [14]. Having

multiple data sources helps to fill gaps in information for organizations, but they run into

the issue of where to integrate, store, and process the data.

Organizations end up with multiple data infrastructure systems to maintain which causes

problems for the users, data system owners, the security team, and the finance team. Data

systems designed and managed separately are called data stove-pipes [11]. These stove-pipes

lead to several issues within an organization. Data owners become protective of their data

which can make it hard for users to get access to the data they need. Every system can have a

different data owner and access procedure which can cause major delays in a data dependant

project. The data system may not have been designed to scale to support advanced analytics

[17]. The system might not have a security setup that allows for data sharing or it might

not have the processing capacity to handle enterprise use. Systems developed in isolation

from each other makes data integration between data sources challenging. Data integration

ends up happening elsewhere and can be hard to security to track, which can lead to several

security risks and data quality issues. Sometimes organizations don’t even realize what data

they have which can lead to duplicate efforts and risks of data spills.
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An enterprise data architecture helps to address these issues. It helps to catalog all data

assets and makes them discoverable to users [19]. It automates data access so users have

a consistent process to follow and data owners have better knowledge of who has access

to their data [19]. By centralizing data management the organization’s security can keep

better track of modifications to the data and detect any suspicious activity. An enterprise

data architecture should also address the scalability issues and streamline the maintenance

of their data systems [19].

There are a lot of requirements an enterprise data architecture needs to support [3].

There are a lot of options for building an enterprise data architecture to meet those require-

ments. This can make it challenging to decide which architecture is the best option for an

organization to enable everything they want the system to do [21].

1.2 Problem Description

EDA Design Problems The goal of creating a new data architecture is to improve en-

abling data-driven efforts, reducing risks, and reducing overhead costs. However there are

many problems and challenges when designing and building an enterprise data architecture

because they are complex systems [10]. They have a lot of users, use cases, and options for

implementation [3]. No two organizations have the same data, IT infrastructure, and risk

posture which creates additional challenges in designing a system [8]. There are several com-

ponents of an enterprise data architecture that are necessary for all designs in order to meet

the functional and non-functional requirements, but their implementations can vary widely

[22]. Every organization will have some level of customization to their EDAs. Organizations

need to determine what components to build or buy [23]. Organizations need to determine

how to implement their data security. Organizations need to determine what external sys-

tems their EDA should interface with. These decisions are unique to each organization and

should be decided based on their current architecture, risk posture, requirements, and ob-

jectives [3]. Many organizations struggle to successfully design and implement an enterprise
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Figure 1.5: Framework Applications for Different Problems

data architecture [14]. They are an expensive project for an organization and it is critical

they are successfully built. They are a strategic high-risk and high reward investment.

Estimating Total Cost of Ownership Problem The total cost of ownership for an

organization’s current and future architectures are important data points for decision makers

to know before they can approve a modernization project for their data architecture [24].

Comparing the old architecture costs to the new architecture’s cost by gathering information

and putting together the development costs, the transition costs, and the operations and

maintenance costs of the new enterprise data architecture is an important data point for



12

the decision maker to have [24].

Deciding to Buy or Build There are many options for implementing components of

an enterprise data architecture [25]. Many commercial companies have developed solutions

which may be the right choice for an organization [22]. However there are risks with every

decision that should be analyzed [24]. The industry is evolving rapidly and an organization

will want to make sure if they purchase a solution it is capable of keeping up with that

change. Some commercial solutions could be limiting the organizations ability to adopt

new technologies as they become available [24]. Commercial companies can also change

their pricing model or decide to no longer support or develop a capability further. These

are risks that should be weighed when making a decision to purchase a solution instead of

building one [24].

Building a solution is expensive [26]. Building a solution means a company needs to hire

and maintain staff that can continually develop and operate the system which a long term

cost to consider [14]. The benefit is developing an in-house solution means the architecture

can be customized to the needs of the organization and simplifies the project resourcing by

not having to manage additional contracts or licenses. Deciding whether to develop or build

a solution is an important decision with long term planning [24]. An organization would

benefit from using a framework to understand the decision trade-off in cost and schedule.

Deciding on Security Implementations Data security implementations can have a

significant impact on the performance of the architecture [15]. A system architect will

want to know how each of the security implementations effect the performance of different

areas of the architecture. How the different designs can effect cost, data storage, processing

time, or if they require a higher level of maintenance [26]. They will want to understand

what security benefit is gained from each of these implementations and potential downsides.

Depending on the risk posture of an organization, architects should know what would the

best security implementation be and would the resulting cost be worth it? They should be

able to inform the organizations decision makers on how their risk posture will effect the
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development schedule, development cost, maintenance cost, and performance of the system

[26].

1.3 Scope

Problem Scope Overview Development teams are likely to encounter difficulty making

decisions on an architecture because there are many stakeholders who have competing ob-

jectives [27]. This means development teams struggle to identify requirements and scope the

system to a final architecture design. Current development methods do not provide a robust

decision framework for determining an enterprise data architecture [14]. Enterprise data

architecture projects are especially vulnerable to scope creep, solution bias, and scrutiny by

an organization’s leadership. There are many stakeholders influencing the decision making

and many implementation options to choose from [28]. An organization’s leadership will

likely be more involved in the development of this project because EDA’s are expensive

investments and strategically important.

Development process methods do not provide development teams with the data needed

to justify the development team’s decisions on an architecture [27]. After the development

team has selected an architecture and are in the build phase of the software development

life-cycle, their architecture choice may be questioned. There are several scenarios a devel-

opment team will need to answer to and justify their decision to the organization’s decision

makers [29]. Depending on the development process chosen the development team may or

may not have the information needed to quickly respond and will need to stop work on the

project in order to research and answer those questions.

Changes in the organization’s environment can have significant impact on an enterprise

data architecture project [30]. New leadership will want information on how an architecture

was chosen. They might have new requirements or are aware of an architecture solution the

development team wasn’t aware of. The development team will need to be able to answer

questions and justify their architecture decisions [29].
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1.4 Research Questions and Hypothesis

Research Questions To improve the success of an enterprise data architecture being

developed for an organization the development teams process must become more robust

with decision support information. To determine how to improve the process the following

questions were researched to identify improvement areas.

1. What development methods are currently used to develop enterprise data architec-

tures?

2. What information gathering and analysis do current development methods provide?

3. What information gathering and analysis do current development methods not pro-

vide?

4. What can be used to improve the decision making and justification of development

teams?

Question #1 was researched to understand current development processes and how they

are used to build an enterprise data architecture. Question #2 was researched to understand

how those processes support teams making decisions on their architecture. Question #3 is

to understand the limitations of the current development processes and why development

teams currently struggle. Question #4 is looking for other methods that can address the

gaps current development processes have for supporting decision making.

Hypothesis To improve the decision making of the development team and reduce the im-

pact of external influences on the project, the development process should be supplemented

with a value and data driven decision framework. It will help identify the best architecture

approach and support justification of that decision throughout the development life-cycle.

The hypothesis is the following statement:

“The development process for an enterprise data architecture can be improved by en-

abling value-based data driven decision making on the architecture design and reducing

leadership question response time throughout the development life-cycle.”
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If teams have the information they need to determine the best architecture for their

organization and have the data to back up that decision making, their project is more likely

to be successfully built. Teams having the information they need to respond to leadership

questions quickly will reduce the time devoted to reacting to external influences and allow

the team to focus on building out the capability.



Chapter 2: Literature Review

Overview This chapter will provide the literature review and research relevant to the re-

search questions. Beginning with a discussion of why big data projects fail and the challenge

scenarios development teams encounter. It will cover the current research that’s been done

on enterprise data architectures and the development processes that are commonly used to

build them. It will go over how those processes work and the information the development

team collects while working through the process. There is a discussion on some research

that has been done on improving agile development processes to support the development

of big data architectures. There is a section on the research on how software development

teams make decisions. How organizations effect decision making of development teams and

whether documenting decisions is useful or not.

The final section is on with two alternative methodologies that can be used to support

development teams decision making on enterprise data architecture designs. The Decision

Analysis methods for supporting obtaining the primary objectives of the system and eval-

uation of alternative designs. Model-Based systems engineering methods for documenting

the enterprise data architecture designs.

2.0.1 Big Data Architecture Project Failures

A survey from 2019-2020 collected data from 89 big data projects on their success rates [2].

The results of the survey were compared to another survey conducted in 2018, that looked

at success rates of IT Projects in general [2]. The 2019 survey found that big data projects

had a failure rate of 67.42% and a success rate of 21.35% [2]. The remaining 11.24% of

respondents said it was too early in the project to determine success or failure [2]. Of the

big data projects that failed, 51.69% partially met the requirements for the project and

16
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11.24% failed to meet their project requirements [2]. The results from the big data project

survey found a dependence between the project being considered successful and whether it

met the requirements and delivered on time [2].

The 2018 survey, found the overall success rate of IT projects based on responses from

149 respondents was 52% successful, 40% challenged, and 8% failed [31]. Based on the

results from both these surveys it’s evident that big data projects struggle more than other

development projects [2]. Big data projects are more likely to completely fail or only

partially meet the stakeholder’s requirements [2].

Comparison between the two surveys also found that big data projects are generally con-

sidered more complex than other IT projects [2]. For new development 65.75% of big data

projects were considered high risk and complex compared to 10.59% of other IT projects [2].

The author interviewed a respondent to understand what makes big data projects complex

[2]. Their responses implied that getting quality data was important, understanding the

context of where the data comes from was important, and having the people with the right

skill-sets to work with data were key drivers in the success of a big data project [2].

Challenge Scenarios There are common situations development teams run into where

they need to adjust their requirements and development plan [29]. This is why agile has

become so popular because one of it’s core principles is to embrace change in requirements

and allows the teams to quickly pivot and adapt to the changes [32]. Depesa, listed six

common scenarios based on data collected from LinkedIn [29]:

1. The project owner identifies new business opportunities and decides to integrate them

into the software being developed.

2. Due to the technical nature of software development projects there is a lack of shared

understanding of expected outcomes.

3. Original planning was based on specifications that were misinterpreted by the project

manager or poorly illustrated by the project owner.
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4. Project team is unable to implement planned functionalities due to lack of expertise

or technological limitations.

5. The context in which the software is going to be used changes thus generating the

need for the software to change

6. New technology or software product is launched on the market.

The negative impact of these scenarios is discussed in the paper. Frequency of changing

the projects specifications leads to: Jeopardizing deadlines, going over the projects budget,

and causing stress and discontentment for the development team [29]. Keeping up with

the dynamics of technology and standards leads to: software becoming obsolete and the

development team needing to invest a significant amount of time researching new technolo-

gies [29]. A skilled workforce had the positive benefit of increasing the likelihood that the

project would be successful, however it increases the cost of the project [29].

2.1 Development Processes

Big Data Architecture Development Research Research on development processes

for big data architectures is an emerging field of research. Laigner et al, conducted a map-

ping study of the research on software engineering approaches to developing big data systems

[33]. The study identified only 52 papers published from 2011 to 2016 that answered the

primary research question “Which types of software engineering approaches have been pro-

posed to support developing big data systems.” The study found most research is focused

on development methodologies and software architecture [33]. The development method-

ologies papers were looking at how to modify development processes to better address the

complex challenges of big data systems. The software architecture studies were looking

proposing different architecture design alternatives.

After reviewing the studies the paper referenced, there were only three papers that

focused on supporting the decision making of an enterprise data architecture. None of
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the papers proposed a method for evaluating different architecture alternatives, they only

proposed different methods for capturing requirements and developing the architecture.

Although there are not many studies comparing the different development processes

for building enterprise data architectures or big data architectures, there are many studies

comparing development processes for other software development efforts. There are a lot of

different development processes and models that have been developed over the years. The

most common ones in use are agile, waterfall, v-model, and hybrids of the development

processes [30].

Most of these are researched from the perspective of fully developing the capability from

scratch. Another thing to consider is if there are already solutions available, whether to

modify an existing system to meet the requirements or buy a solution [34]. There are many

factors for organizations to consider when making a decision on what their enterprise data

architecture should be.

2.1.1 Common Development Methodologies

Vijayasarathy et al, conducted a survey of development projects and asked what methodol-

ogy they used [35]. The survey also asked questions about the organization and what type

of project was being developed [35]. They had 153 respondents to the survey. The most

common development process was Waterfall, 32%, followed by Agile Unified 28.1%, and

Scrum 20.3%. But many of the project surveyed used multiple development methodologies,

so the authors grouped the development processes into the following categories: Hybrid

45.2%, Agile 33.1%, Traditional 13.8%, and Iterative 7.7%. Hybrid was the most common

approach for development projects.

They found that 55.5% of projects that used traditional development methods were

“high-revenue companies (> $1B)” and had more than 10,000 employees [35]. Agile was

used more often by companies with less number of employees and a medium sized revenue

[35].

The survey also asked about how critical the system was, and the authors grouped
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the responses into low, medium, and high criticality. A significant majority, 88.2%, of

development projects that used traditional development methods said the projects were

high criticality systems [35]. Where 51.2% of agile projects said they were high criticality

[35]. The authors stated, “This data suggests that organizations tend to use traditional

approaches on critical projects” [35].

The results of this paper’s survey were compared to their previous survey in 2003 [35].

They found that agile had grown in popularity and was likely to continue this trend [35].

And based on this trend, development teams are likely to use agile or a hybrid of agile to

develop an enterprise data architecture [35]. However given the data from this survey, an

enterprise data architecture is likely to be built using traditional methods as well, due to it

being a critical system for large organizations.

Development projects were 38.6% new software development project. However asked

about other types of development projects. Software enhancement was 24.2% which was

the second most popular option. Customizing commercial off the shelf was the third most

popular option at 13.1% [35]. Based on this data the most common approach to a new

project is to build, instead of modify existing projects or buying pre-built solutions. How-

ever this includes project of all sizes. Looking at large complex systems might show a

different pattern. The author didn’t provide the data view from a large project perspective.

Scott Wambler conducted a survey of development projects in 2018 and found comparable

results [31]. The findings from the survey were that there were so few traditional responses

compared to other agile methods that they lumped the traditional responses with adhoc

types of development methods for their analysis [31]. This shows a general trend of agile

becoming more popular for general development projects [31].

Traditional Development Processes The Vijayasarathy et al, grouped several devel-

opment processes under the traditional umbrella term [35]. These methods are characterized

by being more plan driven and sequential [35]. Other researchers have grouped method-

ologies into “heavyweight” and “lightweight” methodologies [29]. Heavyweight similar to
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the traditional term, characterizes these methods as easy to understand, emphasize the use

of documentation, and are appealing to management because of their structured approach

which makes them easier to resource and track [29] [30].

Waterfall In 1970 Dr. Winston Royce proposed the waterfall development method [36].

It outlined the seven key phases a software project needs to go through to develop an

application. The seven occur in a liner approach, where one phase cannot begin without

the current one being complete. Dr. Winston highlighted that if problems are identified in

later phases of the development, the risk that the development project may need to start

back on the first phase and rework the whole process over again.

The characteristics of the waterfall process is it provides comprehensive documentation,

meticulous planning, it’s a linear sequential process, and each phase has it’s own deliverables

[29][30]. The benefits are that it’s an easy process to manage and it’s easy for the product

owner and development team to understand [29][30].

Dr. Royce emphasised the importance of documentation in his 1970 paper. He outlined

many reasons why it is important to have documentation complete at every phase of the

development process. First it improves communication between designers, management,

and stakeholders of the system. It improves testing of the system and maintenance of the

system.

However the waterfall process does not adapt well to changing requirements or errors

found later in the process [29][30]. It also delivers working code later in the development

cycle [29][30]. The amount of documentation slows down the speed of development [37].

Although Dr. Royce’s original paper was titled for large application development, recent

studies have classified it as a process that should be used for only small projects that have

their requirements clearly specified [30].

V-Model The V-Model is an extension of the waterfall sequential process with the added

emphasis of developing test plans at the end of each phase [30]. The testing validates the

requirements, design, and software [30].
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The characteristics of the V-Model are that it introduces testing at every phase in the

development process and is focused on maintaining the system [29][30]. The benefits are

it has a low bug rate, less error prone, and it’s easy to follow. The weaknesses are it is

vulnerable to scope creep and relies on the initial specifications heavily, which means it’s not

very adaptable to change [29][30]. Recent studies have classified the V-Model as appropriate

for small and medium sized development efforts [30].

Agile Agile began with the publication of the Manifesto for Agile and it’s twelve principles

for software development [38] [32]. In contrast to the traditional development processes the

manifesto states “Working software over comprehensive documentation” and “Responding

to change over following a plan” [38]. The shift in paradigm has brought about a more iter-

ative development processes that stress delivery of working software earlier in the process,

which stakeholders can then test and provide feedback on [30].

The Scrum method is characterized by iterative development, time-boxed cycles called

sprints, short daily scrum meetings, self-organizing development teams, and task manage-

ment using backlogs [29] [30]. The benefits are quick delivery of working software, fast

feedback, rapid adaption to change [29] [30]. The weaknesses are lack of documentation,

requires more experienced developers, more difficult to track and predict delivery dates and

cost [29] [30].

Acquisition Process Outsourcing, buying whole solutions or individual components of

an enterprise data architecture is another process option that should be considered by

organizations. The decision to buy a commercial capability is non-trivial [39]. There are

many vendors that offer similar solutions for the same capability, for example in 2015 there

were 150 products for a NoSQL database [39]. New technologies come on the market

frequently and replace old competitors, which can make it difficult to pick a relevant and

sustainable choice [39].

Advantages to purchasing an “Off-The-Shelf” capability are the software is likely to have

less bugs, the software likely will come with training and support, it’s usually more cost
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effective, and the software is likely to continue on improving over the years [40]. However

the software might need to be customized in order to fit the needs of the organization,

because it either doesn’t meet all the requirements or it has some integration conflicts with

other software the organization has. This customization will increase cost and the delivery

timeline [40].

One paper concluded that there were three influencing factors in the decision to buy

or build a large-scale application [34]. The transfer of development risks, the long term

maintenance of the software, and the strategic importance of the software [34]. An enterprise

data architecture might want to consider this solution, but be aware of the integration and

modification risks.

2.1.2 Improved Processes for Big Data Architectures

Two studies that the Laigner mapping study found offered modified development approaches

to support building Big Data Architectures [33]. Both papers are by the same authors and

build upon their solution for improving the agile development process to support developing

big data architectures.

The first paper proposed a modified agile approach that tries to find a balance between

over-architecting and no architecture design work. They supplement the agile development

process by adding a system architect to the team to help document and analyze the ar-

chitecture that’s being built [41]. The development process begins with a value discovery

phase where the system architect, development team, and stakeholders work to identify the

business goals of the system, the functional requirements and system constraints [41]. The

architecture design is captured using the Big Data Design (BDD) Method which is a big

data version of the Attribute Driven Design (ADD) method [41] [42]. The BDD method uses

common system engineering diagrams to describe the system such as data flow diagrams

[41]. One key step in the BDD method is selecting a reference architecture to base the

design on [41]. The team iteratively begins to select and test options for components of the

system based on the reference architecture [41]. They capture decisions made every sprint
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cycle, but do not mentioned how those are recorded. After a design iteration is complete

they evaluate the design for risks and design trade-offs [41].

This improved process does a good job of documenting only the essential needs so the

development team can be focused on developing. This process takes the best of both the

agile development principles and traditional documentation based development processes

to support building big data architectures. Aligning the system to the organization’s values

is another good idea this process identifies as a key step.

This modified process was proven to be successful for 10 case study projects [41]. How-

ever those projects were under contracts that had clear scope and strict budget and schedule

constraints [41]. The authors also noted the organizations that were building the big data

architectures were had a innovative and risk accepting culture [41]. This likely means the

management for these projects provided less scrutiny than other less risk accepting organi-

zation’s might [41].

The next paper adds Strategic Prototyping as part of the development process. This

paper advocates developing targeted minimally viable products (MVP) to test out com-

ponents or features of a big data architecture [43]. Usually this is to test non-functional

requirements such as performance and scalability [43]. They argue “architecture analysis

alone is insufficient to prove many important system properties” and this is why prototypes

are needed to gather the information needed in order to make a final decision on a design

[43].

What is lacking from both papers is an understanding of how the architecture decisions

are made using their BDD method and how the design trade-offs occur. The paper’s do not

go into detail on how technologies are chosen based on a reference architecture. The process

relies on quick decision making and testing, which can be good for more risk accepting

organizations. However some organizations are risk intolerant and don’t have the flexibility

for prototyping. For example an organization might not have the acquisition flexibility to

try one commercial solution for a component and throw it away if it doesn’t work. If they

are going to go through the process of acquiring a solution it better work.
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The ADD 3.0 document, which is the version the BDD process was referencing, walks

through how the attribute driven design process works [44]. They argue that quality at-

tributes are what drive the architecture decisions and those are: performance, modifyability,

testability etc [44]. The quality attributes need to be prioritized by the stakeholders of the

system [44]. But there isn’t a discussion of how the design trade-offs are analyzed. The

process has a step about determining a reference architecture and selecting technologies

that map to the components of that reference architecture but it doesn’t go into detail on

analyzing which technologies might best fit that reference architecture.

The ADD 2.0 document outlines the general design process for software architectures

[42]. It outlines the steps for gathering and prioritizing requirements, decomposing the

system into component elements, and categorizing the requirements based on stakeholder

impact and technical impact [42]. It then goes into how to brainstorm different design

patterns and develop a matrix that lists the pros and cons of each design pattern [42].

It covers the details an architect should consider when making design decisions [42]. The

paper emphasises that the design process is iterative and that architects should document

decisions and assumptions [42]. However it only references the trade off analysis technique

called Architecture Tradeoff Analysis Method (ATAM). The method has been used for 15

years to evaluate software architectures based on the quality attributes [45].

The analysis method builds objective models to calculate how an architecture would

perform against an attribute requirement. The paper goes over how to model availability,

performance, and security of an IT system [46]. Each model is built separately and the

paper demonstrates how some objectives can have positive correlations and others negative

[46]. It shows how an architecture design can be measured. However the paper does not

show how to balance the tradeoff between the negative and positively correlated attributes.

The architect has values for how each architecture measures against the different attributes,

but not a comprehensive value ranking for each of the architectures.
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2.2 Software Architecture Decision Making

Overview In 2019 Razavian et al, published did a review of the empirical research on

software architecture decision making [5]. They broke up and categorized papers into two

groups: Decision Making Practice and Decision Making Behavior. Decision Making Practice

includes research on decision processes, techniques, and tools to support software decision

making, which are the primary topics of interest for this thesis [47]. The study found 25

papers between 2005 and 2017 that are on the topic of decision making practices [5].

Decision Making Behavior research is focused on human decision making behavior [47].

The empirical research only found 13 papers focused on understanding the behavior and

bias behind humans making decisions on software [5].

A paper called “Decision Making in software architecture” is referenced by the em-

pirical research, but not included in the final 13 papers [5] [48]. It has a good overview

of the decision making behavior topic and the fundamental issues that influence software

architecture design [48]. It discusses the different bias’s that can occur in software deci-

sion making including: Anchoring bias, Framing bias, Confirmation bias, Group-think bias,

and other cognitive biases [48]. It discusses the difference between rational thinking and

intuitive thinking [48] [49]. It talks about the Naturalistic decision making versus Ratio-

nal decision making. Natural decision making are made with unconscious emotions and

subjective domain contexts [48]. Rational decision making quantitatively compares options

[48] [50]. Enterprise data architectures will need to have both behavioral types of decision

making occurring to enable the unbounded innovative thinking to develop alternatives, but

the objective decision assessment of the alternative architecture designs.

None of the final papers in either category contained research specific to decision making

for big data architectures or enterprise data architectures.

Influences on Decision Making Groher and Weinreich a wrote a paper on the or-

ganizational influences that impact decision making on software architectures [28]. They
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interviewed software architects, team leads, and senior developers to understand what im-

pacted their decision making [28]. They found that 96% of the respondents were influenced

by the organizational structures and processes [28]. Group decision making on architec-

ture was common, 68% of the people interviewed reported the development team decides

together. The other 32% said there were dedicated roles for making architecture decisions.

They found that 80% of the participants used an agile development process. The other 20%

used a traditional plan-driven development process.

One interesting anecdotal statement from a respondent was, “revealing too much about

a decision can make trouble because you have to spend a lot of time justifying your deci-

sion. A solution is often to simply present a plausible design and discourage the discussion

of alternatives” [28]. The author’s interpretation was “a defined decision-making process in

place, which requires the explicit documentation of decisions, their rationale, and alterna-

tives, may actually be a hindrance for the consideration of different alternatives and thus

may discourage an open reasoning process” [28].

An alternate interpretation could be that being transparent about the decision making

and how the team made a decision on their architecture is important. The issue seems to be

the struggle in justifying the decision making. This could be because the decision making

methodology or information was not good. Discouraging discussion of alternatives means

limiting options and potential better solutions.

Group Decision Making Rekha and Muccini conducted a survey to gather informa-

tion on group decision making on software architectures [51]. They had 35 respondents to

their survey. The majority of respondents, 46% worked for large organizations, more than

999 employees [51]. Small companies were 31% with less than 100 employees and medium

size companies were 23%, with between 100 and 999 employees [51]. From the survey the

authors had several important take always. They found that for group decision making

documentation was “common practice, with goals and requirements almost always docu-

mented”. There were multiple responses about the lack of tools to support group software
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architecture decision making. Many decisions were under time constraints and were not able

to complete a full assessment of alternatives. The author suggests this could lead to issues

like group-think. The authors propose blending structured and unstructured approaches to

group decision making, where structure is added wherever required.

Agile Decision Making Drury-Grogan et al, wrote a paper that outlines how agile

teams make decisions [52]. The paper explains how value-based decision making occurs

using the four core agile values and how that impacts agile team’s decision making. They

made several conclusions based on data collected from a case study. There were a few take

always that could negatively effect the decision making of an enterprise data architecture if

the agile process is used, following the four manifesto values.

1. Value individuals and interactions over processes means “repetition of deci-

sions during and across iterations and domination of more experienced staff in decision

making activities” [52]. Many decisions were repeated because there was little discus-

sion about trying something different, which mean teams would encounter the same

problems.

2. Value working software over documentation means “decisions are made on poor

information intelligence” [52]. The author said “Because the team aimed to minimise

documentation, decisions were made using ad hoc, inaccurate, incomplete, or non-

existing documentation” [52]. The teams lost data and forgot decisions because there

was no centralized documentation. Decisions were made on multiple communication

channels or whiteboards and not easily communicated or available for reference. “De-

cision intelligence was challenges as no support system exists to automatically present

all data with a single, clear, accurate view to co-located and non-co-located team

members” [52].

3. Value customer collaboration over contract negotiation means decisions de-

pended heavily on the customer representative for the project and their technical

expertise and experience [52].
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4. Value adapt to change over following a plan means discussion of complex issues

was deferred and short term decisions were prioritized [52].

Is Documentation of Decision Rational Useful? In 2005, a study was done to de-

termine if documentation of architecture design rational was useful [53]. They conducted

a survey and received 81 responses from architects and designers. The survey asked about

how important generic rationals were to their architecture decision making. But several of

the respondents added additional rationals they used to make architectural design choices

and the researchers grouped them into three broad categories:

1. Business Goals such as enterprise strategies and adherence to industry standards.

2. Requirements which included functional, non-functional, and whether to build or

buy.

3. Constraints and Concerns which included compatibility with existing systems,

current IT architecture and capabilities, viability of solutions, and time availability.

These concerns are still relevant and especially to determining enterprise data architectures.

The paper concluded that having decision rational is an important part of the design process,

that it should be documented, and that it was helpful in justifying their design choices [53].

The paper did highlight some issues preventing teams from documenting their decision

rational. The three big ones were not having tools to support documentation, not having

standards or guidelines of how to do it, and not having the funding or time to do it.

2.3 Alternative Methods

All types of development processes are used to build an enterprise data architecture. But

not all development processes approach the architecture design phase or documentation the

same way. Depending on the organization, different development processes are used. The

organization also influences how decisions made by development teams. Tools to support

documentation and decision making are not commonly found.
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To improve development teams decision making on enterprise data architectures, they

need a method for supporting their decision making and documenting their architectures

and decisions. The following section provides research on two techniques that can be used

to support development teams.

2.3.1 Decision Analysis

Value-Focused Thinking Ralph Keeney wrote the preliminary paper on value focused

decision making [54]. He offered a new paradigm of making decisions based on the values

of a decision maker in the context of a decision problem [54]. This was in contrast to

the standard “alternative-focused thinking” approach where decision makers are focused on

identifying alternative solutions first then identifying criteria for evaluation. He made the

argument that “it is the values that are fundamentally important in any decision situation,

more fundamental than alternative, and they should be the driving force for our decision

making”.

The key difference in approach is that value focused thinking emphasises thinking hard

about the problem, by understanding what the objectives are first, then identifying criteria

for evaluating alternatives against those objectives, and then lastly coming up with alter-

natives to evaluate. Keeney advocated that this method would allow for the generation of

better alternatives and help uncover hidden objectives decision makers may have [54].

Multiple Objective Decision Analysis Value focused thinking can be used to capture

the intent of a decision maker and guide strategic thinking [55]. Value-Focused Thinking

uses Multiple Objective Decision Analysis (MODA) as a mathematical technique to im-

plement the Value Focused Thinking philosophy [56]. Multiple objective decision analysis

is an operations research technique used to determine the best alternative when there are

multiple conflicting objectives [56].

Parnell, outlined how this method can be used to support several complex military

applications, which include several IT systems [56].
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Definitions Parnell outlined in his paper [56]:

1. Fundamental Objective: The most basic objective looking to be achieved.

2. Objective: A preference statement about an evaluation consideration. To maximize

or minimize.

3. Value Measure: A scale to asses the degree to which an objective is achieved.

Alternative terms are evaluation measures, measures of effectiveness, measures of

merit, and metrics.

4. Qualitative Value Model: The complete description of our qualitative values, in-

cluding the fundamental objective, functions (if used), objectives, and value measures.

5. Value Hierarchy (Value Tree): Pictorial representation of the qualitative value

model.

6. Value Function: A function that assigns value to a value measure score.

7. Quantitative Value Model: The value functions, weights, and mathematical equa-

tion (e.g., the additive value model) to evaluate the alternatives.

8. Weights: The weight assigned a value measure depends on the range of the value

measure. Weights are our relative preference for value measures. Weights must sum

to one.

9. Value Model: Both the qualitative and quantitative values models.

This paper outlines some software that can be used to support the multiple objective

analysis, called Logical Decisions. However this method can be done using spreadsheet tools

or by hand if necessary.

Strategic Decision Making Craig Kirkwood wrote textbook outlining a multi-objective

value analysis approach to making decisions [57]. The book cites many case study’s where

the approach was used in multiple fields. The approach is very useful to decisions where
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“there are multiple competing objectives that require consideration of trade-offs among

these objectives” [57].

The book proposes a quantitative approach to decision making. “This improves decision

making, and it also aids communication about the basis for a decision. It is typical in modern

business and other organizational decision making that a variety of stakeholders need to

understand and help implement a decision” [57].

At a high-level the book outlines a strategic approach to decision making includes the

following with the following five steps [57]:

• Specify objectives and scales for measuring achievement with respect to these objec-

tives.

• Develop alternatives that potentially might achieve the objectives.

• Determine how well each alternative achieves each objective.

• Consider tradeoffs among the objectives.

• Select the alternative that, on balance, best achieves the objectives, taking into ac-

count uncertainties.

The method first identifies objectives and structures then in a value hierarchy. Measures

are then identified for each of the objectives and evaluated using single-dimensional value

functions. A value function is used to evaluate the alternatives against the objectives.

“To conduct a multi-objective value analysis, it is necessary to determine a value func-

tion, which combines the multiple evaluation measures into a single measure of the overall

value of each evaluation alternative. The form of this function that is used here is a weighted

sum of functions over each individual evaluation measure” [57]. The value function requires

a “Single dimensional value functions be specified for each evaluation measure. (Single di-

mensional value functions are also called single attribute value functions.)” and “Weights

be specified for each single dimensional value function. (Weights are also called scaling

constants or swing weights.)” [57].
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This method allows for alternatives to be ranked and compared based on the values of

the decision. An alternative with that meets all the values perfectly, would have an overall

value of 1. An alternative that fails to meet any of the values would have an overall value of

zero. Alternatives that meet some values and don’t meet others will have an overall value

in-between 1 and 0. “The value number for a particular alternative gives the proportion

of the distance, in a value sense, that the alternative is from the (possibly hypothetical)

alternative with an overall value of zero to the (also possibly hypothetical) alternative with

an overall value of 1” [57].

Using this method gaps can be assessed by comparing the value of the best alternative

to the best hypothetical option [55]. This can help drive where improvements should be

made in order to address the gap in value.

2.3.2 Model-Based Systems Engineering

Model-based systems engineering is “formalized application of modeling to support system

requirements, design, analysis, verification and validation, beginning in the conceptual de-

sign phase and continuing throughout development and later life cycle phases” [58]. This

is in contrast to the more traditional document based approach where information about

the project is captured in several textual documents. There are different modeling methods

under MBSE such as the Object-Oriented Systems Engineering Method (OOSEM) and the

Functions-Based Systems Engineering Method (FBSE) [58].

The object-oriented method supports specification, analysis, design, verification of sys-

tem, integration with object-oriented software systems, and reuse of the system design [58].

The core tenets of this method are requirements analysis, trade studies, and integrated

product and process development.

Blocks are used to describe elements of the system similar to how UML defines classes.

Common Diagrams used to describe the system are: block definition diagrams, parametric

diagrams, use case diagrams, requirements matrix, sequence diagrams, activity diagrams,

state-machine diagrams and more. SysML is the primary language used to create the
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diagrams and define the systems structure and behavior [58].

MBSE Benefits Henderson and Salado did a literature review to understand what the

benefits of using model-based systems engineering (MBSE) are and what evidence there

was for making the claim [9]. They found 360 papers that made claims about the benefits

that MBSE provided. Although they found that there is no empirical evidence that proves

the benefits of using MBSE, there are several informally observed benefits.

Henderson and Salado found two papers that claimed MBSE provided measurable ben-

efits [9]. Increased traceability, improved consistency, reduced errors, better accessibility of

information, high-level support for automation, and reduced burden of systems engineering

tasks were all measured benefits cited in both papers. One paper also cited these benefits in

addition to the ones previously mentioned: increased capacity for reuse, improved system

quality, improved system design, better knowledge management capture, better require-

ments generation, higher level support for integration, improved architecture, increased

rigor, and better requirements management.

More benefits listed in the papers which were observed but have not been verified by

experimentation are: early V&V, increased efficiency, better analysis capability, improved

system understanding, reduced time, and better communication & information sharing.

All these benefits would likely be very useful for complex projects like an enterprise data

architecture.

MBSE Improving the Architecture Selection LaSorda demonstrated how MBSE

could be used to support the architecture selection for three different case studies [59]. One

was a System of Systems (SoS) communication satellite, where MBSE was used to help the

acquisition process by demonstrating the feasibility of the system. Another was selecting an

architecture for an electro-optical remote sensing satellite system and then comparing it to

to the current Department of Defense process. The third case study was on the architecture

selection for a service oriented architecture.

The paper demonstrates how MBSE can be applied to designing and evaluating different
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complex architectures. The evaluation and selection of architectures supported the acqui-

sition process for these systems. The findings were that it provided better value, greater

visibility into the decision making process and improved trust in the final decision [59].

MBSE Improving Software Development Patil and Annamaneni, wrote a paper

explaining how MBSE can be used to support the development process [60]. Their paper

comes from the perspective of automotive product design and development [60]. Their

paper show’s how MBSE is used to support every stage of the development cycle. The

paper follows the V-Model process. They emphasis how useful MBSE is for making sure

their system is compliant with standards and guidelines. Since they are designing software

for vehicles, safety testing are extremely important to their development process. They

want to make sure their design meets all their safety requirements.

Another benefit this paper emphasises is their models are reusable, which speeds up the

development process in future iterations. The models are able to integrate with other tools

commonly used to help manage requirements or test components of the system. [60]

MBSE Improving Decision Making Gebreegziabher et al, wrote a paper on how

MBSE can be used to support decision making at every stage of the product development

process [61]. The paper explains how MBSE diagrams are used to document the system

at every stage of development. Requirements diagrams, use case diagrams, behavior and

structure diagrams are used to describe the system. The diagrams show traceability be-

tween the requirements and how they are implemented in the system. All diagrams can be

organized and described in a package diagram. Parametric diagrams are used to support

trade-off analysis by describing how measures of effectiveness (MOEs) are calculated.

The paper stated MBSE provided the following benefits [61]:

• Provides a rigorous basis for technical decision-making.

• Resolution of requirement conflicts.

• Assessment of alternative physical solutions.
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• Determine progress in satisfying system technical and derived technical requirements.

• Support risk management.

• Ensure that decisions are made only after evaluating the cost, schedule, performance,

and risk.

Gebreegziabher et al’s paper is another example of how MBSE techniques can be used

to derive and document essential functions and structure of a system. The MBSE modeling

language SysML is useful for decomposing and documenting details of a system so that

it can be analyzed. The MBSE methods make it easier to communicate and document

complex systems which would be beneficial to an enterprise data architecture development

team.

UML vs SysML Systems Modeling Language (SysML) is the primary language used by

model-based systems engineering. Unified Modeling Language (UML) has been the primary

language used by developers and software architects to document software concepts. SysML

is an evolution of the UML language meant to help with documenting systems with a

lightweight profile [62]. Meaning it uses the diagrams and details necessary to document a

system at a higher level [62]. UML 2.0 is still the preferred method for documenting details

of a software such as data schemas, objects, and classes.

Two key diagrams that UML doesn’t provide are parametric diagrams and require-

ments diagrams [63]. Parametric diagrams allow for analysis of a design and simulations.

This is useful for estimating performance of an architecture design [63]. The requirements

diagrams are useful as well for documenting requirements and mapping them to the the

different components of the architecture. This helps show which components support which

requirements. This also helps verification and validation of the system [63]. The diagram

provides the ability to trace and track requirements to a component which was successfully

completed and see which requirements still need to be full filled.



Chapter 3: Solution and Experiment

Chapter Overview This chapter will cover the details of the value model-based decision

framework and an example of how it can be applied. The Value Model-Based Solution

Framework Section 3.1 will explain each of the models, the data each model requires, the

tools used to develop the model, the steps to creating the model, and expected outcome of

each model.

The Experiment Design Section 3.2 will cover the background information for the ex-

ample application of the framework. It will describe a hypothetical organization, their

employees, and their goals for what they want an enterprise data architecture to achieve for

their organization. The decision that this hypothetical organization ends up analyzing is

whether to improve the current architecture or build the enterprise data architecture. But

other organizations might center their decision making on whether or not to use a particular

technology or whether to buy a commercial capability. The same approach can be taken

to document the alternatives and come up with methods to analyze them based on the

objectives of the organization.

The Experiment Models Section 3.3 will go into detail on how each model is developed

for this organization. It will cover how the data would be collected, the tools used, and the

resulting models. These models are combined to create a holistic picture of each alternative

solution based on the organizations preferences. The value is calculated for every alternative

and a final ranking of the alternatives is demonstrated.

The Framework Results Section 3.4 will compare the results of the current architecture

alternatives to the results of the future architecture alternatives. The results are presented

and discussed with the hypothetical decision maker. The decision maker provides feedback

on the results. The models are then modified to incorporate the feedback and presented to

decision maker again. This is meant to simulate real world discussions on enterprise data

37
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architecture designs and how decision makers could react to the information provided and

how the models can easily be adjusted.

3.1 Value Model-Based Decision Framework Solution

Solution Overview This framework is a combination of multiple analytical and de-

scriptive models which are used to evaluate data architectures against the objectives of

an organization [64]. The result of the framework is a value that represents how well an

architecture meets the objectives of an organization. The value result for each of the archi-

tectures can be compared to determine which architecture is best for the organization. The

goal of the framework is to provide decision makers with the information they need in order

for them to make the best decisions for their organizations. The framework gives them a

tool to simulate the effects of their choices on an enterprise data architecture. It also helps

to estimate potential costs of their decisions on the architecture design.

Each component model has a different process for development and requires different

tools and data. Because some of the models require data from other models there is an

order in which the models should be developed. Figure 3.1 is a diagram describing the

order in which the models are created and the artifacts that come out of each step. The

goal of each step is to achieve an executable model and updated documentation based on

the information collected at that step. As the process continues the stakeholders and key

decision makers should be consulted to make sure the models are accurate representations.

As data is collected throughout the process the models may be revisited. It is important

to document changes and decisions as data is gathered throughout the process. Although

there is a sequential flow of discovery and building these models, all models can be updated

at any time. As new data and information become available or events occur or priorities shift

decision makers will change their minds and this can be captured and measured with the

models. When meeting with stakeholders information can be collected and saved for later

models in the process. For example, when meeting with engineers to discuss the current

architecture, future architecture questions can be asked as well. The phases outlined in 3.1
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Figure 3.1: Steps for Developing the Value Model-Based Decision Framework

represent a sequential procedure with final deliverables as the goal to achieve at the end

of each phase, but the actual process is much more iterative. The framework provides an

outline for gathering information, which can help speed up the data gathering process.
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Figure 3.2 shows how the component models are linked and feed information into each

other. It is important to note these dependencies and be prepared to update them as new

information becomes available. In order to move along in the process initial assumptions

can be made, but it is important to have those assumptions validated by the decision makers

and stakeholders. The end result is to have a value associated with the architectures being

compared. These values will help the decision maker know based on their priorities and

requirements which is the best approach.

One piece of data that is very important to the framework are use cases. In order

to evaluate the performance of the architecture it is important to test using one or more

use cases. Throughout the process use cases and scenarios are used to test the alternative

architectures. The initial use cases derived from the objectives and discussions with the

decision maker are essential but might not include enough detail and could change later.

The use cases derived from the current architecture represent the way things are currently

done, which may include some of the unknown functions and details not yet captured.

However current use cases will not capture future ways of operating, which is why future

use cases are needed. Thinking outside the of the current business or operating model, what

are the functions the organization wants the new system to do? The refined use cases take

into account the Essential, Current, and Future use cases. They are the use cases used to

evaluate the architectures on their performance.

3.1.1 Framework Setup

Framework Prerequisites Before embarking on the process of using the framework to

help determine the best architecture design it is important to make sure the prerequisites are

met. In order to use this process there should be enough time to gather all the information,

build and analyze the models. It will take time to complete the process and the decision

maker should allow the time to make sure it is done correctly. A decision maker should

be identified and have the authority to make decisions on the project. The decision maker

should be supportive of the process, be accessible, and provide help getting stakeholders,
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information, and resources. Many of the steps can be completed with a variety of tools but

it should be determined up from if the tools required to do each step are available. The

project should meet these criteria before going further into the process.

If the criteria are not met this framework will not be useful. Projects that require a really

quick decision might only have time to use some parts of the framework. Projects where

the decision maker doesn’t understand or value the process should not use this framework.

Projects where data or tools are not available will struggle to use this framework.

Setting Expectations with the Decision Maker Once the project has been deter-

mined as a good fit for this framework it is important to set expectations with the decision

maker and go over the framework process. Each phase should be explained to the decision

maker including the data requirements, tool requirements, the model outcome, and the

decision maker’s involvement. The decision maker should understand models are represen-

tations of reality, the better data and more time given to create and analyze the models

the better the outcome will be, but there is no such thing as a perfect model. It should

be stated to the decision maker that part of the benefit of this process is to help them

understand their decision making and values. The process might not deliver the outcome

they are expecting or wanting and they should be prepared to refine their preferences.

Understanding the Decision Maker It is important to understand the decision maker

or decision makers and the organization they are making decisions for. In order to help

them make decisions you first have to determine their style of decision making. Do they

make decisions rationally with data? Do they make quick instinctual decisions or do they

wait until more data is available? Understanding how they are used to making decisions

will help determine the best way to provide them information, explain results, and how

much time each part of the process might have before the decision maker wants to move to

the next phase.

Determine what methods of communication work best for the decision maker. Do they

prefer briefings, emails, phone calls, how often can they meet, and for how long? This will



43

also help determine what information to present when meeting with the decision maker.

Politics in an organization can influence a lot of decision making. Understanding conflicts

with other groups in an organization can help make sense of unknown values and objectives.

Decision makers may have hidden objectives they don’t realize they have that influence their

decision making. It can take several sessions with a decision maker to uncover unknown

values. For the first couple of discussions focus not just on collecting data about the problem,

but also trying to understand the decision maker on a deeper level.

Understanding the Decision Problem The first goal is to understand the decision

problem the decision maker needs to make. It is not always what they tell you at first. De-

cision makers may communicate a problem in many ways and the challenge is to understand

that problem and the context around it. They may be organizational influences that make

the decision problem complex. There could be unique technical challenges to understand.

It may take a couple conversations to make sure the problem is understood correctly and

the decision problem is correctly framed.

Determining Resources The next several sub-sections, 3.1.2 to 3.1.8, will be outlining

the models and the resources they require. Some models have several options for using

tools to implement them. Before beginning the modeling process it is important to identify

which tools will be used to build the models and to make sure they are available. Tools

should also be chosen which are compatible with the organization. They might have a suit

of tools they prefer or are familiar with. Choosing a tool that fits the organization will keep

the decision maker focused on the results of the model instead of the tool that built the

model.

Knowing how many people are available to help work the project is another resource that

should be determined up front. The earlier roles, responsibilities, and tasks can be assigned

and planned for. Adding people to the team later in the process can be a hindrance and

not a benefit. Knowing what funding is available as a resource for the project can provide

the team flexibility in how to approach the problem. Funding can be used for tools, pilots,
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data, or bringing on more people.

Setting the Schedule To acquire the data for the models several engagements with the

decision maker and stakeholders will need to occur. The meetings should be focused on

keeping the decision maker and stakeholders informed and obtaining useful information

for the modeling effort. In person meetings are best, but emails or meetings with a rep-

resentative will keep the project moving forward. These models can be adjusted as new

information becomes available or decision makers change their minds. Outlining which en-

gagements need to happen and what data is expected to be collected from each one will

help keep the project and meetings focused. Below are a list of meetings that need to occur

and what data should be collected and conveyed in each.

1. Expectation Meeting: Go over process, time constraints, resources, schedule, de-

liverables, and a communications plan. Set expectations with the decision maker of

what the realistic outcomes will be. Get an understanding of the problem that needs

to be solved.

2. Objective Elicitation: Discussion of organization’s objectives and goals for the

system. Confirm understanding of the problem being worked. Gather information to

understand the context of problem, goals, and decision.

3. Objective Hierarchy Feedback: A meeting to verify the hierarchy is correct. Also

discuss each of the initial ideas for measurements of the objectives. Go over the

potential data sources, data range, and single-dimensional value functions.

4. Weighting the Objectives: Determine the different weights for each of the objec-

tives. This could be from a single decision maker or a group discussion. Multiple

methods could be used to gather different sets of weights that can be used later when

analyzing the results.

5. Identify Current Architecture Stakeholders: Determine who are the users are

of the system, who the owners are of each system, and other key stakeholders such as
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security.

6. Meet with the Stakeholders about the Current Architecture: Obtain infor-

mation about the current system’s use cases, system infrastructure, data, communi-

cation between systems, access procedures, data security, licensed software, and cost.

Note: This meeting could be broken into several meetings with different stakeholders

or information could be provided by email or other forms of documentation.

7. Meet with the Stakeholders about the Future Architecture: Obtain infor-

mation about their future use cases and desired functionality. Discuss issues with the

current architecture that need to be addressed. Talk through any new constraints

the stakeholders have identified for the new system. Note: This discussion may be

combined with the previous meeting about the current architecture to save time.

8. Feasibility and Alternatives Discussion: Meeting with the engineering and/or

security staff on the feasibility of the future architecture design. This meeting is an

opportunity to get feedback from stakeholders on the proposed solution and identify

any issues that need to be addressed. This is also an opportunity to gather information

on a transition plan between the current architecture and future alternative ones.

9. Decision Maker Update on Architectures: Meeting to provide the decision

maker information on architecture alternatives. It is also an opportunity to bring

up any issues or concerns and receive feedback.

10. Cost and Resource Discussion: A discussion with the decision makers and stake-

holders on the costs of the current architecture to make sure these cost are accurate.

This should include costs of the additional resources it takes to complete a task cur-

rently using the architecture. The discussion should also cover estimations for the

future architecture. The decision maker should be informed on build, transition, and

operations costs. The goal is to receive feedback from the decision maker on whether

these costs are within their range and if they have any additional resource information

to provide.
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11. Framework Results Discussion: This meeting is presenting the final results to

the decision maker. It should summarize the work that’s been done and all the

assumptions and decision that have been made. The presentation should explain any

areas of uncertainty. The decision maker should provide feedback on if these results

make sense to them and if there are pieces of information missing.

3.1.2 Developing the Decision Analysis Model

Model Description This is the primary parametric model used to simulate the decision

making. The goal is to create a value-function that measures architecture solutions on how

well they meet the values of an organization.

Data Collection Data needed for this model are the stakeholder’s end-objectives and

means-objectives. The end-objectives are the top level goals for the system and the means-

objectives are sub-goals on the way to achieving those end-objective goals. The objectives

are organized in a hierarchy to show their level-relationships or decomposition. Weights for

each of the objectives are needed for the model. The weights represent the importance of

each objective in comparison with the others from the perspective of the decision maker.

The final piece of data are the measures for each of the end-objectives. The measures are

calculated using performance and cost data from the architectures and single-dimensional

value functions which normalize the results. Each end-objective needs a measurement value

that is preferentially independent from the other measurements and can be used to compare

multiple alternatives. Most of these data points will come from the MBSE architecture

models.

Tools At this stage in the modeling process a diagram tool is all that is needed. Having

a tool for brainstorming and documenting objectives is useful. This could be done with a

whiteboard or paper and documented later. If weights are calculated at this stage excel

could be used.
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Model Steps

1. Objectives are elicited from the organization’s stakeholders. The objective hierarchy

is formed and is communicated to all the key stakeholders to make sure everyone

agrees it represents the organization.

2. Weights are determined for each of the objectives. This helps to establish the order

of importance and how important each objective is compared with the others.

3. Methods for measuring the objectives are identified. Data is captured using other

performance test models and cost models.

4. Single-Dimensional Value Functions (SDVFs) are selected to model the preference of

the decision maker for each of the objectives. The data, data ranges, midpoints, and

breakpoints are captured for each of the SDVFs to evaluate and normalize the data

within the hierarchy.

5. Form the value function in a tool or compute the value function manually. Using the

weights, the SDVFs, and the alternatives data.

6. Document the essential use cases that will be evaluated later against the current and

future use cases.

Model Outcome The objective hierarchy is an artifact that visually represents the goals

of the organization for the system. Essential use cases should be derived and documented

as a result of the stakeholder objective elicitation. The model outcome won’t be realized

until the very end, which is described in the Combining Models Section 3.1.8.

3.1.3 Developing the Current Architecture Model

Model Description The current architecture represents the status quo. It describes

what the current systems are, how they are used, how they communicate with each other,

and how they interface with the external environment. The model is comprised of several
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diagrams that represent the behavior and structure of the current system. It is a hybrid

model that makes it easy to capture and retain information about the systems architecture

[64].

Data Collection The data that will populate this model will need to be captured from

stakeholders in the organization and documentation. It won’t always be in a form that is

directly translatable into the model and will need to be interpreted. To document where

information came from the MBSE tools should allow for notes to be used.

Tools SysML is the predominant language used to describe Model-Based Systems engi-

neering architectures [63]. The SysML models can be built in several tools as long as they

adhear to the SysML rules. Cameo is a popular commercial tool used to create MBSE

models [65]. It will be the tool used to develop all the MBSE models including the current

architecture because of its ease of use and availability.

Model Steps The steps provide an order to creating the model, but it is more like a

checklist. These are views that will help document and understand the current architecture.

Create different diagrams and elements as needed to document the current architecture.

1. Define the structure of the architecture with a Block Definition Diagram (BDD).

2. Define the stakeholders and use cases.

3. Define the subsystem functional architecture.

4. Define the subsystem physical architecture.

5. Define the internal structure and item flow.

6. Define the behavior of the system with activity, sequence, and/or state-machine dia-

grams.

7. Create an OV-1 describing the general use case and external interactions.
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8. Define the systems value parameters used for performance assessment.

9. Create parametric models describing how the value parameters will be assessed. These

will be the diagrams that describe the performance tests. Depending on the tools

capabilities they can be used to run simulations.

Model Outcome The model will be a combination of diagram views and elements that

capture information about the system. The diagrams and elements should have sufficient

detail to asses the performance of the system.

3.1.4 Developing the Future Architecture Model

The approach to the creating the future architecture model is slightly different but the types

of diagrams and elements are mostly the same. The current architecture model is about

documenting the current architecture and how it is used. Creating the future architecture

is where architects, developers, and systems engineers can be creative.

Teams can start with a reference architecture like Chen et al. suggests [41]. They can

start from scratch and use IDEF0 diagrams to gain a macro level understanding of the

project and iteratively get more granular with IDFE1 diagrams and so on. Or they can

start by documenting the use cases and stakeholders. Then start create activity, sequence,

state-machine diagrams to understand the functions the system will need to provide. Those

functions can then help the team determine what subsystems or components of the system

are needed. There are many ways a team can start generating what the future architecture

could look like. The MBSE model will help make it easy to explore alternative ideas,

document the alternative architecture, adjust as needed to new ideas, and provide version

control.

Model Description The future architecture is the architecture design that should meet

all the functional and non-functional requirements the organization has defined, if possible.

It should describe what the systems will be, how it will be used, how the internal commu-

nications will work, and how it will interface with the external environment. The model is
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comprised of several diagrams and element that represent the behavior and structure of the

future system. It is a hybrid model that makes it easy to capture and retain information

about the systems architecture [64].

Data Collection Data will be elicited from the stakeholders for use cases and constraints.

Research on big data architecture frameworks to reference. Research to see what the latest

technologies are and if they can be utilized in the architecture. All the data and research

can be referenced and documented in the model using notes in the diagrams views.

Tools The same MBSE tools should be used for the future architecture.

Model Steps The steps provide an order to creating the model, but it is more like a

checklist. These are views that will help document and understand the future architecture.

Create different diagrams and elements as needed to document the future architecture.

1. Define the structure of the architecture with a Block Definition Diagram (BDD).

2. Define the stakeholder use cases.

3. Define the subsystem functional architecture.

4. Define the subsystem physical architecture.

5. Define the internal structure and item flow.

6. Define the behavior of the system with activity, sequence, and/or state-machine dia-

grams.

7. Create an OV-1 describing the general use case and external interactions.

8. Define the systems value parameters used for performance assessment.

9. Create parametric models describing how the value parameters will be assessed. These

will be the diagrams that describe the performance tests. Depending on the tools

capabilities they can be used to run simulations.
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Model Outcome The model will be a combination of diagrams and elements that capture

information about the system. The diagrams and elements should have sufficient detail to

asses the performance of the system and support the team who would be building the

system.

3.1.5 Developing the Performance Tests

Model Description The performance tests are analytical models or simulations that

measure the performance of the data architecture against the objectives. They are the

linking models that turn the information collected in the MBSE models into data that can

be used in the value function’s SDVFs. They are built using the refined use cases, which

make it so all architectures can be evaluated fairly. There should be a performance test

for each of the objectives. The Decision Maker should agree that these tests meet there

expectations for measuring performance.

Data Collection Essential, current, and future use cases are used to determine the re-

fined use cases and test scenarios. Information form the MBSE architectures are used to

understand what can be tested.

Tools Excel or scripts can be used to run the calculations. Depending on the objectives

and use cases other tools might be available to test the performance of the architecture.

For example there could be security tools that scan systems for vulnerabilities and the data

from those tools could be used for the SDVFs.

Model Steps

1. For each objective identify a use case that can be used to evaluate it.

2. Determine what data will be needed from the MBSE models.

3. Determine the performance test equation or scoring method

4. Evaluate the architectures against each of the tests and collect the data ranges.
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Model Outcome The results should be a table of data for each of the architectures on

how they scored against each of the performance tests. The ranges for the possible outcomes

will need to be captured as well. This data will feed into the SDVFs.

3.1.6 Generating Alternatives

Model Description Through the process the stakeholders and decision makers may float

more ideas on different architecture approaches. This descriptive model is a way of capturing

the “What if” alternatives that can be analyzed against the framework. The modeling

process begins with only two alternatives in mind, the Status Quo Current Architecture and

the Future Architecture, but as more information is collected and revealed other options

will emerge. This model is a descriptive view of the options the decision maker is choosing

from and the decisions they are making. The alternatives should always include the Status

Quo option to make sure the other alternatives are going to deliver more value than the

current state.

Data Collection Data on generating the alternatives comes from discussions with the

Decision Maker. They may invite other stakeholder into the conversation. Later on more

data can be captured from the other decision analysis, MBSE Models, and cost models.

Tools Because this is a conceptual descriptive mental model, any tool can be used that

helps create pictures like trees and documents them. Microsoft PowerPoint or Visio,

Draw.io, or any of the open source tools. This can initially be done on a white board

or paper and then translated to a tool later.

Model Steps This picture provides the decision maker a view of where they are currently

at in the process. The alternatives can be discussed with the decision maker once enough

information has been gathered on their objectives and an understanding of the current and

future architecture are mature enough. This visual can help decision makers get a deeper

understanding of what their choices are and what decision they are trying to make. The
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diagram can be added to as information becomes available. The steps below are iterative.

1. Brainstorm alternative options with the decision maker and stakeholders.

2. Diagram the decision making with a decision tree and present to the decision maker

for feedback.

3. Gather data on the alternatives by creating new MBSE models or modifying the

existing ones.

4. Evaluate alternatives data against the performance tests.

5. Calculate the single dimensional value functions.

6. Build cost models for the alternatives.

7. Calculate the value function.

8. Collect all the alternatives data and add it to the diagram. The alternative’s values,

cost, schedule etc.

Model Outcome The initial results are a list of alternatives to collect information on

and a visual representing the decisions. This model is what drives the data collection and

analysis. It provides the decision maker an overview of where they are at in the process

and what the next steps are. Once the analysis is complete the picture can be updated to

include all the information the decision maker needs in order to make a decision.

3.1.7 Developing the Cost Models

Model Description The cost models should represent the total investment of each ar-

chitecture. It should include development costs, maintenance costs, infrastructure and/or

licensing costs. Each architecture will have a WBS, schedule, labor rates, labor rates for

the teams, and infrastructure cost. The total cost will depend on the length of time it takes

to develop the alternatives. The model should also account for O&M costs to show decision

makers what their costs could be several years in the future.
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Data Collection Data for the infrastructure costs include physical architecture costs like

servers, data centers, rented rooms, electricity, cloud costs, etc. Labor information should

be collected or estimated from existing contracts, employee rates, or average hourly rates

based on job titles [66]. Information needed to create a work breakdown structure for each

alternative is needed. Estimations for how long each of the WBS tasks is needed. If using

commercial products licensing fees for software should be captured.

Tools There are many industry tools that can help create schedules, work breakdown

structures, and/or estimate infrastructure costs. Some like Microsoft Project can do all the

calculating and scheduling. A combination of Excel and Draw.io are the tools used for this

analysis because of it’s flexibility and availability.

Model Steps

1. Create the Work Breakdown structure for each of the alternatives.

2. Develop the schedule.

3. Create the teams with labor rates.

4. Calculate the Labor Costs for each alternative.

5. Calculate the monthly infrastructure and licensing costs for each alternative.

6. Calculate the total cost for each alternative, based on the monthly rates and schedule.

Model Outcome The model output should be a cost estimate that includes all aspects

of the architecture. It should be a model that can easily be adjusted as more information

is provided.

3.1.8 Combining the Models

Model Description The final parametric value model takes data in from the other mod-

els and provides a resulting value. The framework for the final model is the decision analysis
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value function. The data that feeds into the value function are the alternative’s performance

and cost data, which come from the other models previously discussed. The data is then

normalized by the Single-Dimensional Value Functions and each alternative receives an

SDVF score for each of the measures. The weights are another data input that makes the

model specific to the organizations preferences. The additive value function calculates the

final scores using the SDVF score and weights. The results can then be ranked based on

the final value scores.

Data Collection The data comes from the alternative data table which contains the per-

formance and cost information for all the alternatives. This data is what will be normalized

by the SDVFs. Weights are information that can be collected again if necessary.

Tools There are decision analysis tools that can be used to help calculate the value func-

tion and keep track of the measurement data, weights, and measurement functions. It can

also be done manually by hand or in excel. Logical Decisions is a tool commonly used

to develop this model because of its organizational benefits, calculations, and sensitivity

graphs. “As of January 1, 2021, Logical Decisions is now freeware. Version 8.0 is now free

of charge and contains all of the features of the professional, group and portfolio versions

and does not require a license key. It is released under the MIT license [67].”

Model Steps

1. Create the alternatives data table with data from each of the models.

2. Evaluate the alternatives against the SDVFs.

3. Calculate the weights

4. Evaluate the alternatives using the additive value function, the SDVF scores and the

objective weights.
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Model Outcome The value function is the executable model, which should output a

value that represents how an architecture measures against the objective hierarchy. It

should be comprised of the the weights of the objectives and the single-dimensional value

functions for measuring each of the objectives. The model will provide a rank order of the

alternatives based on their final calculated value.
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3.2 Experiment Deign

Experiment Overview The experiment is meant to be an example and demonstrate

how the Value Model-Based Decision Framework can be applied to an organization wanting

to update their data architecture. To conduct the experiment a hypothetical organization

is defined. The organization will have common characteristics of many large organizations

including their data problems. The organization will have a current data architecture,

strategic goals for the new architecture, stakeholders, a decision maker, and a project team

to work their data modernization initiative. To help demonstrate the value of an Enterprise

Data Architecture, the organization has selected a data science project to test both the

current and future architectures. This will highlight how the current architecture struggles

to support data science and the future architecture will improve this.

Terms There are some terms that need to be defined in the context of this experiment.

Clarifying their meaning will help with the understanding for the example set up.

1. Case Study The organization for this example will be the presumptive case study.

The organization is hypothetical, but has common structure, issues, and strategic

goals as many organizations looking to develop an enterprise data architecture do.

2. EDA Development Initiative This group represents the effort the organization has

approved and funded to plan and develop the Enterprise Data Architecture. The team

will use the Value Model-Based Decision Framework to analyze the organization’s

current situation and help them make a decision on a path forward.

3. Executive Dashboard Project This project is a data science effort that will be used

to demonstrate how well the current and future architectures support data sciences

projects. It is a project that tests all aspects of the architecture and is a common

project organizations undertake. It is the type of project that would struggle under

the current architecture. The future architecture should have no problem enabling

this kind of effort.
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4. Use Case A use case will be a general task the architecture should enable. Both the

current and future architecture will have use cases they support. Use cases don’t have

to just be supporting functional users. They can also be supporting other external

systems.

5. Scenario A scenario is a specific activity performed of a use case. It will detail the

user, the activities, the data, and the outcome. It would be a specific example of how

a use case would work.

3.2.1 Defining the Hypothetical Organization

Organization Overview A large organization has been around several years and has

accumulated several IT systems to support different purposes in the organization. It has

over 1000 employees, an annual budget of over 1 billion, and a full-time IT Department

[68]. As their organization has grown new systems have come online to support different

areas of the organization. Each IT data system has it’s own team maintaining it with a

program manager (PM) being the owner of the system. The PM manages the engineering

team and is the decision maker for the data system. The IT department has it’s own

security team that is responsible for making sure all IT systems are secure and designed to

the organization’s security standards. The security team has security engineers who review

systems and security analysts who monitor existing system. The organization has other

departments who provide requirements to the IT department for the systems that support

their needs.

Leadership in the organization recently became interested in some of the new advances

in technology using data science. Across the organization they are looking for opportu-

nities to improve their mission with data science methods. They hired experienced data

scientists to work problems, but they ran into issues with getting access to the data they

need for the analysis. The organization’s data are in behind disconnected data systems,

which are hard to discover and get access to. Departments with data science projects across

the organization start levying requirements on the IT Department to make the data more
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available. The organization’s leadership recognizes this requires a new architecture to sup-

port the future data demands. They have stated their new strategic goal is to bring the

data systems together, which will improve their ability to derive information and perform

advanced analytics.

Current Challenges The current architecture is segmented into several single-purpose

built systems which causes multiple issues. All the systems were designed separately and

are managed by separate teams in the organization. They are not designed to support data

science efforts across the organization. They don’t have consistent data access procedures,

there is no data catalog for data scientists to discover data, and the systems weren’t built

for the processing demands data scientists require. Data science teams spend a lot of time

waiting to get access to data systems or waiting for data to be given to them. Data science

teams don’t know where to host new data sets they create. Multiple IT systems come with

additional overhead costs such as separate teams to sustain them and additional burden on

the security team to review and monitor multiple systems. Many of the data systems haven’t

had their security upgraded and may have vulnerabilities that need to be addressed. The IT

Department doesn’t have a good method for determining what data systems they can get

rid of in order to reduce costs, so the IT budget keeps growing. Across the organization time

and money is being wasted because the current architecture has grown to an unmanageable

size and is not aligned with their future goals.

Strategic Goals The organization is now looking to modernize their architecture to

support their new data science initiatives. They recognize the strategic importance of

updating their infrastructure to support the current and future data requirements of the

organization. They recognize this is also an opportunity to reduce costs, reduce security

risks, and improve resilience of their data systems. They are not looking to make a quick

fix but to reevaluate how their organization operates with respect to data and make the

whole organization more efficient. The organization is committed to changing their culture

around data and willing to make the investment in a new architecture.
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EDA Development Initiative The organization has created a new team to develop a

solution to their data challenges. The Enterprise Data Architecture Initiative is a project

under the IT Department that will evaluate the current data architecture and develop a

design for the future data architecture. The organization has budgeted for them to work a

year to complete their analysis and present a recommendation on the path forward. The

team will have all the tools they need to conduct the analysis. The team has the full

support of the organizations leadership and will be able to meet with all team across the

organizations to gather data, use cases, and requirements.

Executive Dashboard Project One of the high profile data science efforts in the or-

ganization is the Executive Dashboard Data Science Project. The team has been thus far

unable to build a dashboard that meets the requirements of the executive because they are

unable to get access to the data they need, they have not been able to connect the dash-

boards directly to the data systems for real-time information, and they don’t have a place

to store new or merged data causing them to have to rerun processing scripts everyday.

Leadership has identified this data science effort as the initial stakeholder the Enterprise

Data Architecture should support.

Figure 3.3: Example Organization Hierarchy
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Organization and Team Structure The organization is a hierarchical structure with

departments and teams. The graphic 3.3 shows the different departments and teams that

will play a role in the experiment. There are more teams and departments that would need

to exist for the organization to operate but are not involved with the EDA initiative and

don’t need to be defined.

Figure 3.4: Example Enterprise Data Architecture Initiative Team

Figure 3.4 is a picture showing who is on the EDA initiative team. The enterprise

data architecture (EDA) team will have a primary decision maker for the EDA effort,

whom will be the project manager. They are responsible for staffing the team, providing

resources and direction. The systems engineer will be responsible for the framework model

and analysis. They are the ones who will build the value based decision-model to help the

EDA Project Manger determine the best path forward. The systems engineer will rely on

other team members to help collect data, document information, and get expert opinions

on technologies or specialty areas.

Figure 3.5 is a picture showing who is on the executive dashboard data science project.

The executive dashboard team will be the primary functional stakeholders the EDA team

will engage with. Their team is comprised of the major data science skill-sets. The data



62

Figure 3.5: Example Executive Dashboard Team

scientist will need access to large amounts of data, large amounts of compute, and advanced

modeling tools. The data engineer will be more interested in developing new databases and

schemas to support the effort. The dashboard Analyst will be more focused on the visual

presentation of data.

3.2.2 Executive Dashboard Project

Executive Dashboard Description An executive for this large organization would like

to have a dashboard that displays real-time information about the organization at the

executive level. The executive wants the information in the dashboard to always be up to

date and available on all their devices. The executive doesn’t want raw information, they

want information displayed that can provide quick insight into their questions, meaning it

should be a combination of data sources that have been modified and analyzed. An example

of the top three questions executives want the dashboard to answer are:

1. How is the budget being spent?

2. Where are employees and contractors located and what projects are they working on?

3. Are the top projects of interest in the organization on track to deliver and resourced

properly?
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In order to answer these questions multiple data sources need to be joined, filtered, and

analyzed.

Project Overview In order to full-fill the Executive Dashboard requirements the Exec-

utive Dashboard team will need access to human resource (HR) data, facility data, project

data, and finance data. The team needs an environment to extract data to where it can

be manipulated and analyzed using their advanced analytics tools. The team will need to

create a new data sets for the dashboard to pull from in order to reduce the amount of

data manipulation in the dashboard. The scripts used to modify the data should be turned

into data pipelines which populate the new data source from old data sources with the

custom modifications. The data science team will need a long-term solution for storing the

new data and data pipelines. The data science team will also need to have the dashboard

connect to the data sources so the dashboard can be updated in real-time.

EDA Initiative and Executive Dashboard Team Collaboration To ensure the

enterprise data architecture can meet the needs of the executive dashboard’s team they will

need to work closely together. The EDA team will rely on the executive dashboard team

to provide use cases which will then be translated into specific scenarios that can be used

to evaluate the current and future architectures. The EDA team will use the executive

dashboard team as functional testers and have them validate functional requirements.
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3.3 Experiment Models

Models Overview Each of the models will be built in the phased approach as illustrated

by figure 3.2. The Decision Analysis model is formed first by identifying the objectives,

weights, essential use cases, and the Single-Dimensional Value Function for each of the

measures.

In the next phase the MBSE models for the current and future architectures. Data will

need to be collected and the models built. Each model should include a parametric model

that will be used for evaluating performance of the architecture. Performance tests will

then be developed to evaluate both of the architectures against the performance measures.

In the next phase the alternatives will be generated after presenting the MBSE ar-

chitectures to the decision maker. While figuring out how to transition from the current

architecture to the future one, different alternative approaches will be discussed. The de-

cision maker state which alternative’s they are interested in evaluating. The alternatives

will be evaluated against the performance tests and the performance metrics result will be

added to the alternative’s data table.

The cost models will be built for each alternative. Data will be collected from each of

the architectures to help with the pricing for the labor and materials. A schedule is will be

developed based on what parts of the architecture are built or modified. The final result

will be an estimation price range for each alternative architectures.

The final phase combines all the models to get our final value results for each alternative.

A data table will capture each of the measure values for the alternatives that will be input

into the decision analysis model. The value function will evaluate each alternative using

the single-dimensional value functions and the weights. The results of the model will be

discussed in the Section 3.4.

3.3.1 Framework Setup

Framework Prerequisites This project meets all the prerequisite requirements. The

organization is fully on-board with providing the resources and time to conduct the research
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and analysis needed to determine the best path forward for their future enterprise data

architecture. A decision maker has been identified for the project and has been given

the authority to make the decisions on behalf of the organization. The decision maker is

supportive of the process, is a part of the team, and is well connected in the organization

so they will be able to provide the stakeholder connections and tools.

Setting Expectations Expectations have been set with the decision maker. They are

aware of the steps in the process, data, and tools that will be needed, and their role in the

process. They have understanding of the time it will take to run through each phase. They

have and understanding of the outcomes to expect and the limitations of the process.

Decision Maker The decision maker is a rational decision maker who is interested in

what the data and models will provide. They are available often for feedback via email,

quick meetings, or more formal engagements. The decision maker is well connected with

the organization and is aligned with the strategic objectives of the organization. They are

good communicators and do not have any hidden objectives.

The decision maker is sensitive the the goals and desires of their colleagues throughout

the organization. They listen to security’s concerns, the Executive Dashboard team’s needs,

and the data system owners experiences. Because the decision maker represents the orga-

nization they are influenced by other components of the organization. This is challenging

when there are competing values, but the decision maker does their best to decide what is

more important for the organization as a whole.

Decision Problem The problem the organization has is their current architecture does

not support data science efforts, it is expensive, and there is a lot of risk. The decision

problem is to decide on what enterprise data architecture design will address those issues

for the best price. Alternatives will be generated and the decision maker will want to

determine which is the best alternative for the organization.

Later on in the process once the current and future architectures have been presented,
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the decision problem revolves around whether to build and enterprise data architecture or

just improve the current architecture. Subsection 3.3.5 will go over the decision problem in

more detail.

Resources The organization has fully resources this project with the people and tools

needed. The people with the appropriate skillet have been assigned to the team and they

understand their roles and responsibilities. The team has identified using Cameo Archi-

tecture, Draw.io, and Excel to build and create the models. These tools align with the

organization and the decision maker is familiar with them.

Schedule The following are a list of essential meetings that were conducted with the

decision maker or stakeholders through the process in order to obtain information or validate

the work.

1. Expectation Meeting: This meeting was conducted with the EDA project manager

who is the decision maker for this project. The Value Model-Based Decision Frame-

work was explained including the process, the requirements, the decision maker’s

required involvement, and the expected outcomes.

2. Objective Elicitation: This meeting was conducted with the EDA project manager.

The team talked about the organizations values, the desires for the future system, and

constraints needed on the system like system security.

3. Executive Dashboard Team Interview: Meeting to understand the specific needs

of the Executive Dashboard team to capture use cases and specific scenarios.

4. Objective Hierarchy Feedback: At this meeting the draft objective hierarchy was

presented to the decision maker for feedback.

5. Weighting the Objectives: At this meeting the EDA project team walked the deci-

sion maker through the swing weight process to collected the weights of the objectives.
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6. Identify Current Architecture Stakeholders: This meeting was to identify key

stakeholders in the organization whom have information needed for the models. Sys-

tems containing data the Executive Dashboard Team is interested in were listed as

well as security stakeholders. The EDA decision maker was able to provide all points

of contact.

7. Meet with the Stakeholders about the Current Architecture: Several meet-

ings were conducted with the data system teams to understand their current data

security, system structure, process for getting access, cost of the system, number of

hours worked on the system, and other data needed for the models.

8. Meet with the Stakeholders about the Future Architecture: Several meetings

were conducted with the decision maker, data systems teams, security stakeholders,

and the Executive Dashboard team to understand what their desires for a future

architecture were.

9. EDA Feasibility Discussion: This meeting was to present alternative future designs

to the Decision Maker for feedback. The outcome of this meeting was to gain approval

and feedback on the initial EDA design.

10. Decision Maker Generate Alternatives: The meeting was to provide the deci-

sion maker an update on the current and future architectures and how they will be

measured. The performance tests were discussed along with what alternatives the

decision maker was interested in. The goal was to validate the performance tests, get

a list of alternatives, and determine the SDVF preferences from the decision maker.

11. Cost and Resource Discussion: This meeting with the decision maker was to

discuss the results of the cost models including the work breakdown structures, bills

of materials, labor rates, and roadmaps. The goal was to get feedback on the cost

model results and artifacts.

12. Framework Results Discussion: This meeting was to discuss the final results of
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the value function for each of the alternatives. Different views were presented to

the decision maker describing how each models performance compared. The decision

maker provided feedback for some what-if scenario analysis.

13. Framework What-if Results Discussion: The results for the previous meetings

feedback were presented to the decision maker. The new results were compared with

original results.

3.3.2 Decision Analysis Model

Data Collection The data for the decision analysis model comes from the decision maker,

stakeholders, the MBSE models, and cost models. The objectives were the first piece of

data collected from the decision maker during the Objective Elicitation Meeting. Data for

the essential use case and scenarios were gathered from the Executive Dashboard Team

and Decision Maker. Weights were collected from the decision maker during the Weighting

Objectives Meeting. Data and initial data ranges for the measures comes from the MBSE

Architecture models in the current architecture subsection 3.3.3 and the future architecture

subsection 3.3.4. Final data results for the alternatives will come from the performance

tests subsection 3.3.6 and system cost models in subsection 3.3.7.

At the end of the first phase, the actual data results were not needed, only an under-

standing of what the measures are, some ideas on how the data can be collected, and what

the decision maker’s preference direction is for each of the measures. The actual data results

and SDVFs will be brought together as the full model in subsection 3.3.8.

Objective Hierarchy Figure 3.6 is the final Objective Hierarchy, which was approved

by the decision maker. The fundamental objective is to decide on an Enterprise Data

Architecture. The top three end-objectives are Minimize Risk, Maximize Enabling Data

Users and Minimize Cost.

Minimize Risk was decomposed into two means-objectives, Maximize System Resilience

and Maximize Data Security. Minimize Risk is a priority to the decision maker because it
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Figure 3.6: Example Objective Hierarchy

represents the possibility of negative outcomes that could occur and effect the organization

negatively and they want to reduce the likelihood of that happening. Maximize Resiliency is

a priority to the decision maker because they want to make sure that if a negative outcome

were to occur the systems would withstand the negative impact and not fail. Maximize

Data Security is a priority to the decision maker because safeguarding data from data spills,

insider threats, and external threats is important to the stakeholders of the organization.

Maximize Enabling Data Users was decomposed into three means-objectives, Maximize

Data Query Options, Minimize Data Access Wait Time, and Maximize Data Discoverability.

Maximize Enabling Data Users is a priority because it represents the main function of the

system. Maximize Data Query Options is important to the users of the system because

it offers them more options for extracting the data they need. Minimize Data Access

Wait Time is important to the users of the system because the more quickly they can get

access to the data the need the sooner they can begin their other work. Maximize Data

Discoverability is important to the user of the system because if they can’t find data they

can’t request it or use it.

Minimize Cost was decomposed into two means-objectives, Minimize System Cost and

Minimize User Cost. Minimize Cost is a looking at reducing the total cost of ownership for
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the system. Minimize System Cost is important because the organization wants to either

reduce or maintain their current IT budget while supporting more requirements and getting

more value out of their data systems. User Cost is important because it is a measures the

reuseability of the system which should reduce duplicate work. The organization wants to

make their data science teams more efficient and effective with long term solutions. The

faster a data science team can complete their project, the cheaper the project will cost and

more data science projects can be accomplished.

Essential Use Cases The essential use cases are an initial set of uses cases derived from

discussions with the decision maker and the executive dashboard stakeholders. They provide

an initial understanding of what functions are needed in the architecture. These functions

are general and not specific to any project that is using the system, they represent what all

projects using the system would need and provide context into developing the objectives.

Figure 3.7 is the initial list of essential use cases.

Figure 3.7: Essential Use Case

Essential Scenarios The Essential Scenarios are specific workflows from the executive

dashboard project. They specify what workflows are needed in order for them to complete

their project. They specify what data is needed, how they want to query data, where they

need the data to go so they can merge, analyze, and modify the data. These essential

scenarios will be used to test the current and future architecture designs to determine how
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well each architecture supports these specific scenarios. Those performance measures will

be the data sources for the measures in the value-hierarchy. Figure 3.8 are is an initial list

of essential scenarios.

Figure 3.8: Essential Scenarios

Measures Each objective needs a measurement value. The measurement value will be

the results of a Single-Dimensional Value Function (SDVF) that normalizes and compares

how alternatives perform against an objective. The SDVFs are determined based on the

data and preferences of the decision maker. Each of the following paragraphs will describe

how the SDVFs were developed for each of the objectives.

Maximize System Resiliency To measure the resiliency of the system the decision

maker indicated that making sure system’s performance didn’t degrade as data usage in-

creased. The EDA team determined testing the system’s availability performance over a

year period would be a good measure to show how resilient the current and future systems

are.

To come up with an availability value each architecture will need an estimate of the
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Figure 3.9: Calculation Overview for Availability Score

amount of downtime that occurred over the past year. The information will be used to

calculate the Average Availability Percentage Score for each architecture. Based on the

possible availability scores a range will be determined. The decision maker determined that

their preference changed over the range of values, so the decreasing exponential function

was selected and a midpoint was chosen.

• Data: Performance Test Average Availability Percentage Scores

• Function Type: Decreasing Exponential Preference Function

• Direction of Preference: Maximize

• Range: XBest = 100, XWorst = 80

• Midpoint: 97%

• SDVF V (Xi):

V (Xi) =
1− e

(80−Xi)

−.044

1− e
(80−100)
−.044

(3.1)

Maximize Data Security To measure the data security of the system the decision

maker indicated that the architecture should have minimal vulnerabilities and follow secure

system principles. To measure this the architectures will be evaluated for their vulnera-

bilities. In order to Maximize Data Security the SDVF will be minimizing the number of

vulnerabilities.
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Figure 3.10: Calculation Overview for Vulnerability Score

To come up with a vulnerability value each architecture will be assessed based on their

responses to security questions. The information will be used to calculate the Average

Vulnerability Score for each architecture. Based on the possible vulnerability scores a range

will be determined. The decision maker’s preferences for security were grouped into four

ranges. They provided those ranges as breakpoints and values at each of those breakpoints

so a piecewise linear function could be created.

• Data: Performance Test Average Vulnerability Scores

• Function Type: Piecewise Linear Preference Function

• Direction of Preference: Minimize

• Range: XBest = 0, XWorst = 40

• Breakpoints: V(10) = .9, V(20) = .6, V(30) = .2

• SDVF V (Xi):

V (Xi) =



1 + (.9−1)
(10−0) ∗ (Xi − 0), 0 ≤ x ≤ 10

.9 + (6.−.9)
(20−10) ∗ (Xi − 10), 10 ≤ x ≤ 20

.6 + (.2−.6)
(30−20) ∗ (Xi − 20), 20 ≤ x ≤ 30

.2 + (0−.2)
(40−30) ∗ (Xi − 30), 30 ≤ x ≤ 40
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Maximize Data Query Options The decision maker indicated that the architec-

tures should provide multiple options for users and other systems like the dashboard system

and data science environment to query data. To measure this the architecture will be scored

based on the type of query options they provide.

Figure 3.11: Calculation Overview for Data Query Score

To come up with an query score each architecture will be assessed based on their re-

sponses to questions about how data users can query and extract their data. The infor-

mation will be used to calculate the Average Query Score for each architecture. Based on

the possible query scores a range will be determined. The decision maker’s preferences for

query options was consistent over the range of values, so a linear preference function was

chosen as the SDVF.

• Data: Performance Test Average Data Query Scores

• Function Type: Linear Preference Function

• Direction of Preference: Maximize

• Range: XBest = 30, XWorst = 6

• SDVF V (Xi):

V (Xi) =
Xi − 6

24
(3.2)

Minimize Data Access Wait Time To measure the data access wait time the

decision maker indicated that the request process beginning with the initial request and
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ending with a notification that they now have access to the data is what matters to the

users of the system. Each architecture’s request process time will be estimated and averaged

to provide a final score.

Figure 3.12: Calculation Overview for Total Access Time Score

To measure this the architectures request process will be documented and each step of

that process will be evaluated for how long it takes to complete. The total wait time will

sum up each step estimated time. The information will be used to calculate the Average

Request Time Score for each architecture. Based on the possible request time scores a

range will be determined. The decision maker’s preferences for the request time changed

over the range. A decreasing exponential preference function was chosen as the SDFV and

the midpoint was provided by the decision maker.

• Data: Performance Test Request Access Time Scores

• Function Type: Decreasing Exponential Preference Function

• Direction of Preference: Minimize

• Range: XBest = 1, XWorst = 14

• Midpoint: 3 Days

• SDVF V (Xi):

V (Xi) =
1− e

(14−Xi)

−3.068

1− e
(14−1)
−3.068

(3.3)
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Maximize Data Discoverability To measure the Data Discoverability the decision

maker indicated that each data source in the architecture should have some method for

finding out about it. Whether it’s by word of mouth, or it has a listed API, or contact

information. To measure this each architecture will estimate how long it takes each data

source to be discovered using their different methods of discovery.

Figure 3.13: Calculation Overview for Data Discoverability Score

Each architecture has two potential methods for discovering data sources. Each archi-

tecture will provide information on whether the data sources can be discovered via search

and an estimate of how many people in the organization know about the data source in or-

der to determine how likely a data user would be to run into someone with the information

they need. The time it takes to discover the system will be calculated by assigning a search

time and estimating how much time it would take to find a data source based on word of

mouth. The word of mount time will be estimated using a geometric distribution. The in-

formation will be used to calculate the Average Data Discovery Score for each architecture.

Based on the possible data discovery time scores a range will be determined. The decision

maker’s preferences for the request time changed over the range. A decreasing exponential

preference function was chosen as the SDFV and the midpoint was provided by the decision

maker.

• Data: Performance Test Data Discovery Time Scores

• Function Type: Decreasing Exponential Preference Function

• Direction of Preference: Minimize
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• Range: XBest = 1, XWorst = 16

• Midpoint: 2 Days

• SDVF V (Xi):

V (Xi) =
1− e

(16−Xi)

−1.515

1− e
(16−1)
−1.515

(3.4)

Minimize User Cost For the user cost the decision maker wants to know how ex-

pensive it is to execute a data science project with each architecture. The user cost will be

assessed using the executive dashboard project as an example data science project.

Figure 3.14: Calculation Overview for User Cost

The executive dashboard data science project will be used to calculate the cost of the

project under each architecture. The cost will take into account the length of time it takes

to complete the project using each architecture and the labor rates for the team. The

information will be used to calculate the User Cost Score for each architecture. Based on

the possible user cost scores a range will be determined. The decision maker’s preferences

for the user cost scores was consistent over the range of values, so a linear preference function

as chosen as the SDVF.

• Data: Performance Test User Cost Model

• Function Type: Linear Preference Function
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• Direction of Preference: Minimize

• Range: XBest = $39,000, XWorst = $122,000

• SDVF V (Xi):

V (Xi) =
Xi − 122000

39000− 122000
(3.5)

Minimize System Cost For the system cost the decision maker wants to know the

total cost for the architecture. The system cost will include labor for operation and main-

tenance of the system, the infrastructure costs, and costs to build the system.

Figure 3.15: Calculation Overview for System Cost

The data systems for the executive dashboard will be used to calculate the costs of each

architecture. The cost will take into account the length of time it takes to build the system,

the labor rates for the teams, and cloud computing costs. The cost model will include

WBS, infrastructure costs, and a development schedule for each architecture. Based on the

possible system cost scores a range will be determined. The decision maker’s preferences

for the system cost scores was consistent over the range of values, so a linear preference

function as chosen as the SDVF.

• Data: System Total Cost Model

• Function Type: Linear Preference Function

• Direction of Preference: Minimize
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• Range: XBest = $793,204, XWorst = $16,000,000

• SDVF V (Xi):

V (Xi) =
Xi − 16000000

793204− 16000000
(3.6)

Weights The team selected the swing weight method for eliciting the weights. This

method has straight forward steps for the decision maker to follow and it helps the decision

maker think deeply about what objective is more important than the others and by how

much.

Below are the steps to eliciting weights using the swing weight method [69]. Table 3.1

shows how the weights were calculated in excel.

1. List the all the means-objectives with their worst possible values.

2. Ask the decision maker which objective would they improve to the best value. That

one gets a percentage of 100.

3. Ask the decision maker which objective they would improve next by swinging it to

the best value. Ask them what percentage to assign it in relation to the top objective.

4. Go through all the objectives until each of them has a percentage.

5. Sum up the total percentage weight.

6. Divide each percentage by the total percentage weight to get the normalized weight

for each objective.

Data Discovery ranked the highest for the decision maker because if data can’t be dis-

covered then it can’t be used. Data Security was the next highest ranked because protecting

data is a high priority to the organization. Data Access Wait Time and System Resiliency

were ranked very close, but Data Access Wait Time ranked slightly higher because improv-

ing data access for users was very important to the stakeholders. System Cost was slightly

more important than User Cost because it will be a larger amount of money which mattered
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Table 3.1: Swing Weights

more to the decision maker. Data Query Option was ranked last because it was viewed as

a beneficial option for users but not as important as the other objectives.

3.3.3 Current Architecture (MBSE Model)

The current architecture is made up of several separate data systems that are disconnected.

Each data system was built and is being maintained by a different team. Each data system

has a different architecture, security, and purpose. The MBSE model is the first attempt at

documenting all these systems under one architecture. It will be made up of several diagrams

and elements that represent different views of the current architecture. The diagrams listed

are ones that are needed for this analysis effort only. More diagrams can explain in greater

detail how the systems are built and behave, but because it isn’t relevant to this analysis

so they are not included.

Figure 3.16 is a picture of the Model Tree. The model is comprised off all the diagrams

and elements. Different views of the architecture can be created to show different aspects of

the model. The tree provides a methods for organizing and accessing the different diagrams

and elements.

Data Collection The EDA team collected data by conducting interviews with each of

the data systems teams and reviewed the documentation they provided. Data was collected
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to understand each of their architecture designs and components. This data was used to

create the current data architecture block definition diagram (BDD) in figure 3.17.

Performance Tests Data Requirements When collecting data for the current ar-

chitecture it was important to keep focused on the data and information needed to measure

it’s performance. For each data system information was collected on the following measure-

ment criteria.

• Availability Data Each data system team was asked about how much downtime

they had have over the whole year. They were asked to provide estimates in hours.

• Vulnerability Data Data system teams were asked a series of questions on the

security of their system. Based on their answers they were given a rating on how well

their system performed for the question. Their rating data is what is used for the

performance test.

• Data Query Data Each data system was asked about what options they provided

for querying their data and if they allowed for any modifications to the query format.

• Data Access Wait Time Data The data system teams were asked about their

process for getting access to data in their system. Each team was then asked to

provide the min, max, and most likely access time. The most likely access time was

used for the averages calculations.

• Data Discoverability Data The data systems were asked if they had any contact

information or description of their data system posted anywhere a data user would be

able to find. They were also asked to estimate how many people in the organization

would know to contact them about their data.

• User Cost Labor rates and hours were collected from the Executive Dashboard Team.

• System Cost Each data system team was asked to provide cost information about

their system including labor O&M costs and infrastructure costs.
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Current Architecture BDD The Current Architecture is comprised of multiple data

systems each with their own architecture. Each data system is built with different compo-

nents, stores different data, and is managed by a different team. The current architecture

also includes a data science environment which provides a secure place with analysis tools

for data to be exported to so it can be examined by data scientists, data engineers, analysts

etc. The dashboard system is the other external system used for data processing and visu-

alization. It can store copies of data that users upload for the dashboards and can query

systems for data if their is an established connection. Figure 3.17 is the block definition

diagram (BDD) that documents each of the data systems in the current architecture.

The following list provides a description of each of the systems in the current architec-

ture.

• Finance Data System The finance data system is the primary finance system for

the organization. It stores information about the budget, invoices, and spend plan.

The data system owner is concerned with who can see data from this system since

it contains organization sensitive information. Because of that this data system is

hard to get access to and it was not designed to support open access or high demand.

Because it is a critical system it was designed with good security and enough capacity

to support its current users.

• Project Management Data System The project management data system pro-

vides the organization a tool to host information about projects. It contains project

documentation, schedules, project status, and historical documentation. The data

system owner wants as many people and project teams to be using the system as pos-

sible. They market the system to the organization and are quick to approve access.

They designed the system so data could be extracted in multiple ways and support

demand for their user-base, but they were not concerned about security when the

built the system.

• HR Data System The HR data system is the primary source of information about
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the organizations employees. It stores personally identifiable information (PII), pay-

roll, performance evaluations, organization structure, and other human resource ac-

tivities. The data system owner is protective of the data because it stores PII and

only provides access after vetting each person. The system was designed to support

a high demand and with good security. Every one in the organization is aware of the

system an can get exports of some data after the PII information has been removed.

• Facilities Data System The facilities data system stores information about the

organizations buildings including: seating plans, storage locations, parking capacity,

inspection certifications, utilities, and other facility information. The data system

owner is mainly focused on supporting their immediate stakeholders and does not

advertise the system well or have an established access process. The system was built

a several years ago to support only its current stakeholders. The system has not been

updated in a long time. Its security might need to be updated and it was not designed

for data science use.

• Project Tracking Data System The project tracking system is the newest system

deigned to support task management in projects. It contains more granular infor-

mation about what tasks people are working on. People could be working several

projects and needed a tool to help manage their time. The data system owner is new

and is working to establish the system more by providing quick access and beginning

to market the capability in the organization. The tool was built quickly with a focus

on functionality and not security or capacity.

• Dashboard System The Dashboard system has been around for a while and is used

mainly for displaying manually uploaded data via excel.

• Data Science Environment The data science environment provides a secure envi-

ronment data users can export data to or query data from. The environment allows

data in so it can be analyzed or manipulated with data science tools, but data sources

that have been combined to form a new data set have no place to be stored long term
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outside the environment.

Current Architecture Executive Dashboard OV-1 Figure 3.18 is an OV-1 diagram

showing how the current architecture supports the executive dashboard project. The data

user who represents a member of the executive dashboard team has to directly contact each

data owner in order to get access to the data systems. The data user has to manually

upload and download data from data systems to the data science environment and then to

the dashboard system. Not all the data systems allow direct connections to the data science

environment or the dashboard system, so there is a lot of manual and time consuming work

that a data user need to do.

Current Architecture Physical Design Figure 3.19 is a diagram showing the physical

implementation of the data systems. The diagrams shows how each data systems utilizes

different cloud services as their enabling infrastructure. The data from this diagram will

play a role when estimating monthly costs for each of the data systems in the System Cost

Model section 3.3.7. The enabling infrastructure could be swapped out for a different cloud

provider or purchased hardware.

Note: AWS services were used because it was easy to represent both the current and

future architectures and calculate costs. In real-world organizations that infrastructure will

likely have more variety in the data systems infrastructure. This was done as a simplification

for the example.

Use Case Data Collection The essential use cases derived from the Executive Dash-

board stakeholders in section 3.3.2 were used as a discussion point for collecting data from

the data system owner and their team. The data from the discussion was used to under-

stand how each of the systems would be utilized and how well they would perform for the

Executive Dashboard project. The use case diagram 3.20 shows the general use cases for the

whole current architecture. All the data systems can be generalized to these use cases. Each

use case has a behavior diagram that describes how the user and data systems interact.
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Activity Diagrams Figures 3.21 and 3.22 are activity diagrams that describe the general

workflows for each of the data systems.

The Discover Data Activity diagram describes how a data user would find data in

the current architecture. The user would perform a search first to see if they could find

information about data systems that could have the data they are interested in. They would

look for information about the data system, contact information for the team that runs the

data system, how to get access to the data, if there is an API and other people or projects

who may use the data. The search will either continue until actionable information is found

and they can request access to the data or they pursue the second method of discovering

data. If the search is unsuccessful the data user will start asking people if they have heard

of a data system that may contain the information they are looking for. Every person they

ask there is a chance they might know about a source of data. This probability is based on

the population being all the people who work in the organization and the subset of people

who have actionable information needed to get access to the data needed. Once all data

has been found the Data Discovery process stops.

The request access process for each data system has been generalized to this activity

diagram. Once the data user has information on how to contact the Data System owner

they send an email request. The data owner might not see the email right away for a variety

of reasons. Once they review the request they make a decision to approve or reject it. If

they reject it then the data user will need to adjust their email to provide more information

on why they need access to the data source. If the data owner accepts the request they

notify their engineering team to provide the data user access to the system. The team will

take time to work through their process for adding users. The team might not be very

responsive to their emails which could also take time. The process ends once the user has

received an email that they have access to the data.

Parametric Diagram Figure 3.23 and figure 3.24 are parametric diagrams for the current

architecture. They are graphical representations of how the overall current architecture

value parameters will be calculated based on the individual data system value parameters.
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The actual calculation of the scores is done in section 3.3.6.

Each data system was evaluated using the performance tests and has their own Avail-

ability Score, Vulnerability Score, Data Query Score, Data Access Time, Data Discovery

Score, and User Cost Score. The 3.23 parametric diagram is one example showing how each

of the current architecture performance scores will be calculated by averaging the results of

the five data systems. Each score has it’s own parametric diagram that describes how the

score is calculated using the averaging constraint.
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Figure 3.16: Model Tree
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Figure 3.17: Current Architecture BDD
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Figure 3.18: Current Executive Dashboard OV-1
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Figure 3.19: Current Architecture Physical Design
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Figure 3.20: Current Data Architecture Use Cases
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Figure 3.21: Current Architecture Discover Data Activity Diagram
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Figure 3.22: Current Architecture Request Access Activity Diagram
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Figure 3.23: Current Availability Parametric Diagram
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To calculate the current architecture’s total cost, each data system will first calculate

their labor and infrastructure costs. The labor costs and infrastructure costs across all five

data systems is then summed up to the the total labor costs and total infrastructure costs.

The final cost of the current architecture is calculated with both those values.

3.3.4 Future EDA (MBSE Model)

The future enterprise data architecture will be a single system with subsystem components.

The MBSE model is a design of what the potential future system could be. There are

diagrams that describe the functional structure and physical implementation of the design.

There are diagrams that describe the behavior of the system. The behavior diagrams

show how external systems and users will interact with the system. The designs are easily

modified, so if the decision maker wants to add or remove a feature the design can easily

be modified and all the diagrams will be updated. The EDA design can have more detail

or less detail, for this analysis effort the EDA model only contains the necessary detail to

perform the decision analysis.

Figure 3.25 is a picture of the EDA model tree. Because the EDA model could have

several design iterations it was necessary to group parts of the design together and organize

the model. Figure 3.26 is called a package diagram. It provides a view of how the model is

organized.

Data Collection Data for the EDA design came from a variety of sources. Interviews

with the data system teams, the executive dashboard team, the security team and the

decision maker. Information on the stakeholder’s desires for the future system and their

concerns were taken into account. Research was conducted on new data architecture tech-

nologies and methods for implementation. Data from current EDA technologies were used

to develop the design.

EDA Block Definition Diagram Figure 3.27 is the block definition diagram (BDD)

describing the five subsystem components that make up the EDA architecture. It is a view
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Figure 3.25: EDA Model Tree

of the functional subsystems EDA needs to operate. Below is a description of each of the

subsystems and their functions.

• Request Processing System Is the subsystem that handles all external and some

internal request of the EDA system. It hosts all the external facing end-points for

queries to be submitted through, then determines what action needs to be taken.

• Website The website is the primary interface data users will use to discover and

request data. It will also be used to enforce roles and access by the data owners and

managers. It has two major component systems that make up the majority of the

functionality.

Data Catalog The data catalog component system is a data registry that holds

information about all data sources. It contains descriptions that data users would

want to see and provides a request mechanism for users to easily request access to
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Figure 3.26: EDA Package Diagram

the data. The data catalog allows for new sources of data to be registered with the

EDA system. Data owner can manage who has access to their data and easily add or

remove data users.

Account Management The account management component system is a user

registry that holds information about users of the system. It stores the relationships

of who users need permission from to get access to the system and data. The account

management specifies the types of roles users can have in the EDA system.

• Security The security subsystem manages the encryption keys and enforces access to

data and the system. It maintains the list of which users have access to which data.

• Data Processing The data processing system computes the data queries. It pulls

data from the different data storage options and performs the query needed. It keeps

the data sources up to date with frequent data pulls. It maintains the data pipelines
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Figure 3.27: Future EDA BDD

and ETL transactions.

• Data Storage The data storage subsystem stores the data and keeps it organized

and secure.
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EDA Internal Block Diagram The internal block diagram (IBD) describes how the

subsystems communicate. Figure 3.28 shows how each subsystem interacts with each other

and the external systems and users. Different data users provide input to the website or

they perform queries to the system via their analytic environments. The request processing

system and website are the only subsystems that receive and process external requests. The

security subsystem communicates with the website, request processing, and data processing

system to provide security reviews of requests. The data processing system ingests data

from the data systems, processes it, and puts the data into storage.

Figure 3.29: Future EDA Physical Architecture
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EDA Physical Implementation There are many options for implementing an enterprise

data architecture. Commercial tools can be used, servers can be bought, or different cloud

providers and services can be used. The EDA Development Initiative Team selected an

AWS cloud implementation as their physical implementation of the EDA because their

organization had experience building cloud architectures with AWS. Figure 3.29 shows how

each subsystem will use different AWS services to build out that subsystem. This physical

architecture diagram will be used when calculating the infrastructure costs in the system

cost model section 3.3.7.

Figure 3.30: Future EDA OV-1

EDA OV-1 Figure 3.30 describes what general usage operations of the EDA system would

look like for different stakeholders. Analysts, Data Engineers, and Developers will be using

EDA to discover data and export it to their analytic systems for further analysis depending

on their projects. Managers will be approving access to the system and data. The original

data systems will be feeding data to the EDA. These systems may be decommissioned if

the organization finds that their functionality isn’t useful anymore, but their data will still
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be stored in the EDA. For the intermediate step in upgrading the architecture most of the

data systems will still exist. Eventually those applications may be modified to use EDA as

their primary data storage and decommission their data storage components.

Figure 3.31: Future EDA Executive Dashboard OV-1

Figure 3.31 describes how the Executive Dashboard team would use the EDA system for

their data science project. All team members would use EDA to discover data and query

data from their analytic environments. New data could be registered with the EDA system

making it easier for the dashboard to be built. Managers and Data owners approve data

access requests and access to the EDA system itself. The data systems ingest data into the

EDA system frequently so the data in EDA is up to date. The Dashboard is able to connect

to the EDA system and pull the data needed for the executive dashboard.

Use Cases The enterprise data architecture has the same essential use cases from figure

3.3.2 and some additional ones in order to support the new business processes the EDA

system creates. The EDA system will need managers to approve access for data users of

the system. Each data user they will need to create an account with the EDA system
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Figure 3.32: Future EDA Use Case Diagram

and register their external system accounts. The external system accounts are the analytic

environments that have been approved for data export such as the dashboard system and

data science environment. Another new use case will be logging into the EDA system, which

is included in several of the other use cases.

Figure 3.33 describe three high-level use cases. The Data Ingest use case is how data

systems will interact with EDA in the future. The Data Query use case is how data will

be extracted from EDA in the future to the approved external user systems. The New

Data Record Use Case addresses the issue of data users not having a process or enabling

infrastructure to put new data sources. A data user will now be able to register a new data

source that can be used by other data users in the organization. Each of these use cases

are described with either an Activity, Sequence, or State-Machine Diagram.

Activity, Sequence, and State-Machine Diagram The following diagrams are used

to describe behavior of the future system. Each of the diagrams was derived from one of

the use cases or is a decomposed activity from another diagram.
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Figure 3.33: Future EDA Use Case Diagram Ingress and Egress

Data Discovery Activity Diagram Figure 3.34 is an activity diagram describing

the data discovery process using the EDA system. A data user will interface with the system

via the Website subsystem, which will allow the user to search all the data sets listed in the

data catalog. Once a data source is found the user can request access and is notified that

their request is being processed.
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Figure 3.34: Future EDA Data Discovery Activity Diagram
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Manager Approval Sequence Diagram Figure 3.35 is a sequence diagram that

describes the manager’s approval process and how that information is then communicated

to other components of the system. The Manager is able to approve and revoke a person’s

access permissions to the system or data source. The manager also approved new data be

registered with the system, which can also be revoked. This diagram shows the different

operations each of the subsystems and components will need in order to support the use

case functionality.

Figure 3.36: Future EDA Special Data Access
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Data Owner Approval Activity Diagram Figure 3.36 is an activity diagram rep-

resenting the special case of data needing Data Owner approval. The default permission

model will be for a manger to approve their employees access to data, but there are some

data sources that need an extra level of control because they contain sensitive information.

This diagram follows the same general flow as the manager approval, except it is represented

in an activity diagram instead of a sequence diagram. The Data Owner also has the option

to modify their data permission requirements in the system.

Figure 3.37: Future EDA Data Ingest

Data Ingest Sequence Diagram Figure 3.37 is a sequence diagram showing how

data is ingested into EDA. It shows each of the operations the subsystems will need and

what order they occur in for the ingest functionality. The request processing system initiates

the data pull and verifies the response with the security system before passing the data to

the data processing system to extract, transform, and load (ETL) the data and store it in
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the data storage system.

Figure 3.38: Future EDA Data Query

Data Query Sequence Diagram Figure 3.38 is a sequence diagram showing how

data can be queried from the enterprise data architecture. The behavior is generalize to be

from an external data system, which could be either the dashboarding system or data science

environment. The request processing system verifies the request with the security system

before initiating the query with the data processing system. The data processing system

performs the query and sends it back to the request processing system which repackages

the data in a secure response format to be sent to the external system.

Account, Data Request, and External System Request State-Machine Di-

agrams Figure 3.39 has three state-machine diagrams that describe the same general

behavior for three types of objects within the system. System accounts, data requests, and

external systems requests have the same states and state transitions. They enter a Pending
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Figure 3.39: Future EDA State Machine Diagrams

Approval state after they are created. The objects are then either approved or disapproved.

If the object it is disapproved, it has 30 days to transition to the approved state before

the request is terminated. The account object is generated when a user requests to create

an account. The external system request and the data request objects are created after a

user has an account and they are registering their external system accounts and requesting

access to data. Either a manger or data owner will approve or disapprove the requests.

New Data Record Sequence and State-Machine Diagrams Figure 3.40 shows

two diagrams which describe the behavior registering a new data source with the EDA

system. The sequence diagram shows the high-level request process a user would make
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Figure 3.40: Future EDA New Data Record

when registering the data source with the system. The state-machine diagram shows the

different states the data record can be in. The state-machine diagram is the same life-cycle

as the previous state-machine diagrams.

Parametric Model The performance scores are calculated differently than the current

architecture’s performance score. Since the current architecture is comprised of separate

systems, each data system needed to be evaluated and the the results of all the systems

aggregated. For the EDA performance scores, the aggregation is not necessary. The EDA

system will be evaluated as a whole since it is a single system. So there is not need to create
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a parametric diagram describing the performance scores for the EDA System.

Figure 3.41: EDA Total Cost Parametric Diagram

There is a need to create a parametric diagram to capture total cost. Figure 3.41

describes the EDA total cost calculation. Each subsystem will have it’s own infrastructure

cost, which then needs to be aggregated. The labor cost will be calculated separately as it’s

own value parameter. The total cost is then the combined cost of the infrastructure and

labor.

Future Architecture MBSE Performance Data Summary Table 3.2 summarizes

all the data that will be needed to evaluate the performance of the future enterprise data

architecture. Each of the data points has been collected for each of the performance tests.

These are the data that will be input into each of the performance tests in section 3.3.6.

3.3.5 Generating Alternatives

Both the current architecture and future architecture have been documented using model-

based systems engineering. Discussions with the decision maker and stakeholders about how
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Table 3.2: EDA Data Architecture Data Table

to go from the current status quo architecture to the future architecture are what drove

the generation of alternatives. Not all the data systems can be totally replaced with the

future EDA system and will still need to exist in the architecture. The decision centered

around whether to improve the current architecture to address data science project needs

or to build the enterprise data architecture. The decision maker wanted to know what

the difference in cost and value would be between the alternative approaches. The options

for implementation are the alternatives the decision maker needs to decide between. Each

alternative will be evaluated by the framework to help determine which is the best solution

for the organization.
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To help the decision maker visualize the decisions and options a decision tree was formed.

Figure 3.42 describes at a high-level each of the alternatives the decision maker and stake-

holders came up with and how their performance value and costs will be calculated.

Table 3.3: Status Quo Architecture Data Table

Alternative #1 Status Quo The current architecture is the status quo alternative.

It represents what will happen if nothing is done. It is an evaluation of how the current

architecture performs against the organization’s objectives. It will be a baseline to measure

how far off the organization currently is from their desired architecture. Table 3.3 is the

data table containing all the information gathered from the different data systems in the

current architecture. The data in this table will be used in the performance testing. The
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results of the performance testing for each of the data systems will then be aggregated

according to the parametric diagrams.

Table 3.4: Status Quo Security Fix Architecture Data Table

Alternative #2 Status Quo and Security Fix This alternative represents what would

happen if all the organization decided to do was to fix the security vulnerabilities the EDA

Initiative team discovered when gathering information on current architecture data systems.

It is a decision to correct the issues on the current architecture but not invest in improving

the data users ability to better access data. Table 3.4 is the data that reflects this option

and will be used for the performance assessment. The difference between this data table

and the status quo data table are the vulnerability questionnaire answers. It is assumed
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that the organization would want to fix all critical and major vulnerabilities immediately,

so the new questionnaire reflects those fixes.

Table 3.5: Status Quo Data Updates Architecture Data Table

Alternative #3 Status Quo and Data Upgrades This alternative represents the

option of improving the individual data systems instead of building a separate architecture.

The security vulnerabilities would still need to be fixed, so the vulnerability data is the

same as the Status Quo and Security Fix Alternative.

To improve the data systems performance the organization would direct all the data

systems to do the following:

• Create an external API that data users could use to get data from the system.
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• Provide a GUI Download option for data

• Would be required to get their data systems registered with the dashboard system

and approved by security.

• Automate their process for providing a user access to the system, this should also

send out notifications.

• Have their systems contact information and access process posted so it is discoverable

by searching.

These improvements to the data systems will improve their performance scores. Table

3.5 are the data inputs for each of the data systems after they have made improvements

listed above. The Data Discoverability, Request Data Access, and Query options scores will

improve.

Alternative #4 EDA and Status Quo with Security Fixed This alternative repre-

sents the decision to build the future enterprise data architecture, but the current architec-

ture will still exist in order to maintain the data systems functionality. This alternative is

the combination of both the status quo and the future EDA system. It is assumed that the

performance of this alternative will be the EDA value, because data users will no longer be

going to the individual data systems for access, they will be going to the enterprise data

architecture to get their data. The current architecture will undergo the same security fix

procedure as the previous alternatives. Table 3.2 is the data table that will be used for the

performance evaluation.

Alternative #5 EDA and Decommission Data Systems This alternative represents

the decision to build the future enterprise data architecture and find data systems that

can be decommissioned. Not all data systems will be able to be fully replaced by the

enterprise data architecture and using other enterprise systems, but some data systems can

be completely replaced. This is a way for the organization to consolidate after the EDA

system is built and potentially reduce costs. The security issues in the current architecture
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will still need to be fixed, the EDA system will be built and in operation before data

systems are evaluated and selected to be fully replaced and decommissioned by the new

architecture. Table 3.2 is the data table that will be used for the performance evaluation.

The performance of the architecture will be based on the EDA results since data users will

be using EDA instead of the data systems directly. However the total cost of ownership will

change because of the increase in cost for identifying and decommissioning a data system

and the decreased cost for saving on the infrastructure and the data system’s O&M costs.

3.3.6 Architecture Performance Tests

The following tests were developed in order to evaluate the current and future data architec-

tures on the performance of their designs. Because the future architecture doesn’t exist yet,

the tests were designed to fairly evaluate both the current architecture which does exist and

the future one which is only a theoretical design whose input data can only be estimated.

For the EDA results, they are estimated based on the EDA meeting all the requirements.

Therefore scores for EDA are assumed to be more favorable.

These performance tests are meant to demonstrate how well each design meets the

organizations objectives. Each alternative has input data collected for each one of the tests.

The results of these test are the input data for the Single-Dimensional Value Functions

(SDVFs). The ranges for the SDVFs will also come from the performance tests.

Refined use cases were selected for the performance tests. To measure how well each

architecture makes data discoverable, the current architecture’s activity diagram was used

to describe the overall process. Figure 3.21 is the refined use case that will be used for

the data discovery test because it is general enough to be applied to both architecture

designs. Requesting data access to the system follows the same general workflow in both

architecture designs, where once a data source has been identified and the data user knows

how to request access, the process begins. The request data process will end when the data

user receives a notification that they have access to the data.
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Table 3.6: Performance Test for Availability

Availability Test The Availability test is meant to measure the resiliency of the archi-

tecture. In order to do this it measures the architectures availability percentage over a

year’s time. To calculate this it requires how many hours the system was unavailable for

and the number of hours it was supposed to be available for.

The following formula is used to calculate the availability percentage.

AvailabilityScore =
ElapsedT ime−DownTime

ElapsedT ime
∗ 100 (3.7)

Table 3.6 shows how the availability scores were calculated in excel. The range was deter-

mined by selecting the greatest possible value, 100% to be the upper-bound and 80% was

selected to be the lower-bound.

Vulnerability Test The Vulnerability test was developed to measure how secure each

architecture is. A series of questions were asked of each data system and the responses to

each question were graded from a 0 to a 4. A score of 4 represents a critical vulnerability,

a score of 3 represents a major vulnerability, a score of 2 represents a minor vulnerability,

a score of 1 represents a low vulnerability, and a zero represents the best security score

possible. The question scores are summed up to get a Vulnerability Score. Table 3.7 shows
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Table 3.7: Performance Test for Vulnerability

how the vulnerability scores were calculated in excel. The range was determined by selecting

the worst and best possible values to be the upper and lower bounds.

Query Options Test The Query Options test was developed to measure how well an

architecture performed at providing methods for data users to acquire the data they need.

A series of questions on query methods were asked of each data system, their responses were

graded from 5 to 1. A score of 5 meant that the data system provided the most functionality

possible with that method of query and a score of 1 meant they provided no functionality

for that method of query. The Query Score is the sum of the query score responses. Table

3.8 shows how the query scores were calculated in excel. The range was determined by

selecting the best possible option to be the upper-bound and 6 to be the lower-bound.

Data Access Request Test The Request Access Test was developed to measure how

quickly an architecture performs at enabling data users to request access to the data they

need. This test was modeled based on the refined use case for requesting access to data,
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Table 3.8: Performance Test for Query Options

which is broken into three parts similar to the current architecture activity diagram de-

scribed in figure 3.22. The first part of the use case process is to contact the data owner

and request permission. The second part is modifying the system so the user has access.

The third part of the use case process is notifying the user they have access to the data.

Each data team provided an estimated time frame on how long each part of the process

takes on average. The Request Access Score is the sum of each part of the process.

Table 3.9: Performance Test for Request Time

Table 3.9 shows how the query scores were calculated in excel. The range was determined

by selecting the best possible score for the lower-bound and 14 for the upper-bound.
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Table 3.10: Performance Test for Data Discovery

Data Discovery Test The Data Discovery Test was developed to measure how quickly

data users can discover the data they need and the data owner within the architecture so

they can request access. This test was modeled based on the refined use case for discovering

data, similar to the activity diagram in figure 3.21. A data user will first conduct a search

to find the data and the data owner. If they don’t discover it after a certain number of

days they will start asking people they run into if they know who the data owner is and

how to contact them. Each data system team was questioned and asked if they had posted

information describing their data and how to request access to their data in a place that

was discoverable by search within the architecture. And each data system was asked how

many people in the organization would know the process for getting access to their data

system. With both those pieces of information the Data Discovery Score is calculated in

the following process.

If the data system does have information posted, then the Data Discovery score will be

the minimum search time.

Searchable

{
DataDiscoveryScore = MinSearchT ime

If they don’t have their information posted their score is calculated by adding the max
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number of search days plus the number of days it takes to find a person who has the

information they need. A geometric distribution mean is used to estimate the number of

trials it will take to ask the right person assuming each person is independently selected.

That geometric mean will be divided by the number of people who can be asked per day to

get the Average Number of Days it takes to find someone who has the information a data

user would need to request access. The probability used to calculate the geometric mean is

based on the number of people in the organization who know how to get access to the data

and the total number of people in the organization.

NotSearchable



P = NumPeopleAware
TotalPeople

AverageNumberofPeopleNeededtoAsk = GeometricDistributionMean = 1
P

AverageNumberofDays = AverageNumberofPeopleNeededtoAsk
NumberofPeopleAskedperDay

DataDiscoveryScore = MaxSearchT ime + AverageNumberofDays

This model is meant to represent the difficulty in finding data sources, when there isn’t

a data registry or catalog to search. This model makes assumptions that every person

asked is an independent trail and the estimations provided by the data system teams on

how many people know about their systems access process are accurate. The model isn’t a

perfect representation, but the decision maker accepted that this model as a good enough

representation to grade the architectures with for this measure. If the decision maker still

wasn’t convinced it was a good enough representation, the performance test could be built

to do a Monte Carlo simulation.

Table 3.10 shows how the Data Discovery scores were calculated in excel. The range

was determined by selecting the best possible score for the lower-bound and 16 for the

upper-bound.

User Cost Test The User Cost Test was developed to measure how reusable each ar-

chitecture is and how much a data science project will cost under each architecture. This
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Figure 3.43: Data Science Pilot Schedule

test was modeled based on the executive dashboard data science pilot. The cost will be

determined based on how long it takes to complete each WBS task using the architecture.

The labor rates will be the same, but the number of hours each team works and the staff

working the project will change depending on the architecture. Figure 3.43 is the schedule

of tasks the data science project will complete. To simplify the test, the project will assume

a waterfall project management style.

Table 3.11: Performance Test for User Cost

Table 3.11 shows how the User Cost scores were calculated in excel. The range was

determined by selecting the best possible score for the lower-bound to be slightly less then
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the alternatives best score. The upper-bound was set slightly higher than the worst possible

score.

Parametric Current Architecture Calculations For the current architecture the per-

formance scores need to be averaged in order to calculate the final scores. This averaging

was represented graphically in the current architecture parametric diagram figure 3.23. For

each of the current architecture alternatives the final scores will calculated in excel as shown

in table 3.12.

Table 3.12: Current Architecture Parametric Calculation

Performance Summary Scores All the performance scores for each of the alternatives

are summarized in table 3.13. These are the scores that will be used in the single-dimensional

value functions (SDVFs). The ranges, units, and preference direction are also listed for each

of the SDVFs.
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3.3.7 System Cost Model

Overview Cost Models are an estimate of the architecture’s total cost. It will be based on

the work breakdown structure (WBS) which takes into account the development work that

needs to be done and the different stages of operation and maintenance on the architecture.

There are different teams with different hourly rates and different team structures that

will be building and maintaining the system. The cost will also include the infrastructure

costs of the architecture. The total cost will be dependant on the length of time it takes

to develop functions and each architecture alternative will be complete at different time

lengths.

Calculating the costs of all the architecture alternatives is complicated and will require

some assumptions to simplify the estimation. The result of the cost model should not be

taken as the exact cost of what it will take to build the architecture, but it will be a good

estimation for comparison between the alternatives. The resulting system cost will be used

in the Single-Dimensional Value Function (SDVF) to normalize it for the final value-function

calculation.

Data Collection To create the cost model for each of the alternatives the following data

needs to be collected:

1. Work Breakdown Structure (WBS) For each alternative are the tasks to complete

the development and maintain the operations of the architecture need to be included.

The tasks are estimated at a high-level.

2. Schedule Based on the tasks that need to be accomplished the length of time to com-

plete each of the tasks needs to be collected. Each of the schedules for the alternatives

were designed with the waterfall method, to simplify the calculations and comparison.

Each cost model will have a minimum schedule time and a maximum schedule time.

The minimum schedule time will be based on that alternative’s development time.

The maximum schedule time will be an input variable the decision maker can change

to see how costs change over a longer time period. The maximum schedule time will
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need to be at least as large or larger than the alternative with the longest development

time. The maximum development time will be the same across all alternatives so they

can be measured on the same timeline.

3. Team Structure Based on the work that needs to be done, teams need to be formed

to accomplish that work. The teams should be staffed with the people that have the

right skill set for the task. An alternative may have several teams working separate

tasks of the WBS.

4. Labor Rates Each skill set comes with a different hourly rate which needs to be

collected [66].

5. Monthly Infrastructure Costs For each architecture the infrastructure costs will

be estimated on a monthly basis. The cost will include the development, test, and

production accounts for the current and future architectures.

Table 3.14: Labor Rates

Table 3.14 shows the labor rates that were used to calculate all the different teams for

each alternative. Each rate is the average hourly rate for each of the skill sets [66].

Current Architecture Data Collection Data was collected from each of the Data

systems via interviews and documentation. Team structure and hours worked, infrastruc-

ture costs, and tasks were collected. The development work tasks and schedule for the

alternatives are come from subject matter expertise estimations.

Future Architecture Data Collection Based on the research and design of the

architecture subject matter experts estimated the data. The data is an estimation of the
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work tasks, skill sets needed, and time to complete the tasks. The infrastructure monthly

costs were also estimated using subject matter experts.

Labor Costs Calculations The first calculation will be to estimate the labor costs for

each of the alternatives. This will be done using the WBS, the schedule, and the team rates

for each of the alternative architectures. The labor costs will then be combined with the

infrastructure costs to get the total cost of the system at the end of this section.

Status Quo Labor Costs The Status Quo is the alternative that represents the

current architecture which is comprised of several data systems that are maintained by

separate teams. Each data system team has their own team structure. Table 3.15 shows

the makeup of each data system team and sums up their hourly rates. The Status Quo

team hourly rate will be use to estimate the O&M costs for the status quo, since there is

no development work being done.

Table 3.15: Status Quo Team Hourly Rate

The schedule will be determined by the other alternatives, since there is no development

work going on here. The minimum schedule length will be equal to the alternative with the

minimum length and the maximum schedule length will be determined by the alternative

with the maximum length. Table 3.16 shows how the labor costs for the status quo is

calculated.
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Table 3.16: Status Quo Labor Costs

Status Quo + Security Fix Labor Costs The Status Quo and Security Fix al-

ternative is similar to the status quo alternative except there is development work being

done to fix the security issues. Figure 3.44 shows the WBS tasks and schedule to finish

the development work. The full development work is estimated to take 7 months to finish,

which will be the minimum schedule time for this alternative, when calculating the total

cost. The maximum cost is calculated using a max time variable.

Figure 3.44: Status Quo Security Fix Roadmap

There are two team hourly rates for the labor cost calculation. One team is the Status

Quo O&M team and the other is the Security Fix team. Table 3.17 shows how the Security

Fix team hourly rate is calculated.
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Table 3.17: Security Fix Team Rate

Table 3.18 shows how the labor costs are calculated for the Status Quo and Security

Fix alternative in two parts. Part one calculates the cost of the O&M team and part two

calculates the cost of the development work to fix the security issues by the Security Fix

team. The two parts are summed to get the minimum and maximum costs.

Table 3.18: Status Quo Security Fix Labor Costs

Status Quo + Data Upgrades Labor Costs The Status Quo and Data Updates

alternative is an effort to make the current architecture better for data users without having

to build a separate system. Each data system team will be tasked with making adjustments

to their system so it supports data users outside of their current stakeholders and use cases.

Each data system will hire a development team to fix the security issues and work the

tasks outlined in section 3.3.5. Figure 3.45 shows the WBS tasks and schedule to finish the

development work. The full development work is estimated to take 21 months to finish,

which will be the minimum schedule time for this alternative, when calculating the total
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cost. The maximum cost is calculated using a max time variable.
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There are three team hourly rates for the labor cost calculation. One team is the

Status Quo O&M team, the second is the Security Fix team, and third is the Data Update

Development team. Table 3.19 shows how the Data Update team hourly rate is calculated.

Table 3.19: Data Update Team Hourly Rate

Table 3.20 shows how the labor costs are calculated for the Status Quo and Data Updates

alternative in three parts. Part one calculates the cost of the O&M team, part two calculates

the cost of the development work to fix the security issues by the security fix team, and part

three calculates the cost of development to upgrade the data systems by the data updates

team. The three parts are summed to get the minimum and maximum costs.

Table 3.20: Status Quo Data Updates Labor Costs
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EDA + Status Quo + Security Fix Labor Costs The Enterprise Data Archi-

tecture and Status Quo plus Security Fix is the alternative to build the EDA and fix the

current architecture’s security issues. Figure 3.46 shows the WBS tasks and schedule to fin-

ish the development work. The security fix development and EDA development can overlap

because the work is being done independently on separate systems. The full development

work is estimated to take 18 months to finish, which will be the minimum schedule time for

this alternative, when calculating the total cost. The maximum cost is calculated using a

max time variable.

Figure 3.46: EDA Status Quo Roadmap

There are four team hourly rates for the labor cost calculation. One team is the Status

Quo O&M team, the second is the Security Fix team, and third is the EDA Development

team, and the fourth is the EDA O&M team. Table 3.21 shows how the EDA Development

Team and EDA O&M team hourly rates were calculated.

Table 3.22 shows how the labor costs are calculated for the EDA and Status Quo plus

Security Fix alternative in four parts. Part one calculates the cost of the Status Quo O&M
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Table 3.21: EDA Dev Team Rate

team, part two calculates the cost of the development work to fix the security issues by the

Security Fix team, and part three calculates the cost of development to build the EDA by

the EDA Development team, and part four calculates the cost of the EDA O&M team. The

four parts are summed to get the minimum and maximum costs. For the minimum cost, it

does not include any EDA O&M team costs because it only accounts for the costs until the

development is complete.

Table 3.22: EDA Status Quo Labor Costs
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EDA + Status Quo - Decommissioned Data System Labor Costs The Enter-

prise Data Architecture and Status Quo minus Decommission Data System is the alternative

to build the EDA, fix the current architecture’s security issues, and then identify data sys-

tems that can be fully replaced by the EDA and other enterprise systems. Figure 3.47 shows

the WBS tasks and schedule to finish the development work. The full development work

is estimated to take 25 months to finish, which will be the minimum schedule time for this

alternative when calculating the total cost. The maximum cost is calculated using a max

time variable.

There are six team hourly rates for the labor cost calculation. One team is the Status

Quo O&M team, second is the Security Fix team, third is the EDA Development team,

fourth is the EDA O&M team, fifth is the Decommission Team, and sixth is the Reduced

Status Quo O&M team.
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After the EDA system is built a data science team will be tasked with identifying a

system that can be replaced with EDA and other enterprise systems. Table 3.23 shows how

the Decommission Data Science team hourly rate is calculated. It is the same skill set and

hourly rates as the User Cost calculation. It assumes one person of each skill set will be on

the team.
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The Decommission Data Science team will select the facilities data system to be decom-

missioned. They determined the systems functionality can be completely replaced with the

dashboarding system and EDA. Once the facility dashboards have been built and tested,

the system will be decommissioned and the Status Quo O&M rate will be adjusted so it

no longer includes the facilities labor cost. Table 3.24 shows how the Reduced Status Quo

O&M team hourly rate is calculated.

Table 3.25: EDA Decommission Labor Costs

Table 3.25 shows how the labor costs are calculated for the EDA and Status Quo minus

Decommission Data System alternative in seven parts. Part one calculates the cost of the

Status Quo O&M team. Part two calculates the cost of the development work to fix the

security issues by the Security Fix team. Part three calculates the cost of development to

build the EDA by the EDA Development team. Part four and five calculates the cost of
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the decommission work, which includes the development of the dashboards, by the Decom-

mission Data Science team. Because the data science team is using the EDA architecture

to build the dashboards, the cost is the same User Cost results for the EDA, which is why

it’s broken out in the calculation. Part six calculates the cost of the EDA O&M team.

Part seven calculates the cost of the Reduces Status Quo O&M team. The seven parts

are summed to get the minimum and maximum costs. For the minimum cost, it does not

include any Reduced Status Quo O&M team costs because it only accounts for the costs

until the development is complete.

Infrastructure Costs Both the current architecture and EDA are built with a cloud

service provider that charges on a monthly basis. This makes it easier to calculate costs

for all development, test, and production accounts of both architectures. However there

are still several assumptions being made to simplify calculations and make the comparison

equitable. One assumption being made is that the dev, test, and prod accounts will require

the same architecture to be deployed 24/7, but the dev and test accounts won’t need

instances as large as the prod accounts. Since the cloud providers cost model is pay for

use, the calculations do not account for additional services that might be used during the

development process, only the architecture itself. It also assumes that the infrastructure

cost is consistent throughout the development process and does not take into account any

of the free tier offerings.

The Appendix A shows the data tables from which all the architectures will utilize for

their calculations. The data was taken from AWS website [70]. There are assumptions

made that a certain instance type is perfectly adequate for the type of work and demand.

Since the same data table is being used across all the data systems it should minimize the

bias in estimating the cost for the infrastructure. These costs are not meant to be true

estimations, but good enough for comparison purposes.

Status Quo Infrastructure Costs The current architecture is made up of several

individual data systems that maintain their own accounts. Each data system has their own
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architecture with development, test, and production accounts. Table A.1 in the appendix

shows each of the data systems costs for all components of their architecture in all their

accounts. The total monthly infrastructure cost is the sum of all the data systems monthly

total costs.

Status Quo + Security Fix Infrastructure Costs To account for the security

fix modifications made to the data systems, the dev and test costs were double. This

assumption was made because the data systems should be doing more development and

testing of the systems, but the infrastructure components would not change. Table A.2 in

the appendix shows each of the data systems costs for all components of their architecture in

all there accounts. The total monthly infrastructure cost is the sum of all the data systems

monthly total costs.

Status Quo + Data Upgrades Infrastructure Costs Modifications will need to

be made to the data systems to support the data upgrade requirements outlined in section

3.3.5. Data systems will have a new server added that handles the external API query

requests. To support the automation of adding users to the system and making the data

discoverable, two more servers were added. Each system built a website that provided

information about the system and a back-end server automates the process for adding and

notifying the data user. In total three servers were added with additional EBS storage local

storage to all accounts. Table A.2 in the appendix shows each of the data systems costs for

all components of their architecture in all there accounts. The total monthly infrastructure

cost is the sum of all the data systems monthly total costs.

Status Quo - Decommissioned Data System Infrastructure Costs The infras-

tructure cost for the Status Quo minus the Decommissioned Data System is the same as

the security fix cost, but without the cost for the facilities data system. Table A.4in the

appendix shows each of the data systems infrastructure costs, except for the facilities data

system, and calculates the total monthly infrastructure cost, which is the sum of the data
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systems costs.

EDA Infrastructure Costs The EDA infrastructure cost is one system that has a

development, test, and production account. Components of the architecture are grouped by

the EDA subsystems, but all the components are in the same dev, test, and prod accounts.

Table A.5 in the appendix shows each of the component costs. The EDA total cost is

the sum of all the component costs. This is the same calculation that is depicted in the

parametric diagram figure 3.41.

Infrastructure Summary Costs Two of the alternatives will have combined infras-

tructure monthly costs. Table 3.26 shows how the EDA alternative infrastructure costs are

combined for a final infrastructure monthly cost. These costs are what will be combined

with the labor costs to calculate the total cost of ownership for each architecture.

Table 3.26: Infrastructure Costs Summery

Combined Cost Model The data from the labor costs and infrastructure costs for the

alternatives are brought together to calculate the total cost of ownership. Table 3.27 shows

the table of how everything is combined. Each alternative has a minimum cost that is

calculated using it’s minimum schedule, which is based on the time it takes to complete it’s

development. Each alternative’s maximum cost is based on the same maximum time value,
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this is so each alternative can be estimated on the same timeline. The infrastructure monthly

cost is multiplied by the min and max time to calculate the min and max infrastructure

costs. The min and max infrastructure costs are added to the min and max labor costs to

calculate the final min and max total costs for each alternative.
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3.3.8 Experiment Framework Model

This final section will be pulling together the alternative’s data from all the sub-models

into a consequence table. The data will then be normalized using the single-dimensional

value functions. The results will then be used in the value function along with the weights

for the objectives to calculate the final value for the alternatives. These values can then

show how the alternative architecture implementations rank against each other based on

the data from the sub-models and the weights of the objectives.

Alternative’s Data Table 3.28 is a table combining all the data from the performance

tests and cost models for each of the alternatives. It shows how each alternative compares

to one another before they are normalized. The ranges, preference direction, midpoints, and

SDVF type are also shown for reference. This table is useful for summarizing the results of

the sub-model work.
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Single Dimensional Value Function Calculations The SDVF will take in input from

each of the alternatives and output a normalized value based on the decision maker’s pref-

erences which are built into the equations. Each equation type represents how a decision

maker’s preference changes over the range of values. The best possible outcome of an SDVF

will be a 1, which represents the “most value” something could have for the decision maker.

The worst possible outcome of an SDVF will be a 0, which represents “no value” for the

decision maker.

Rho Calculation For the exponential preference functions, the Rho value needs to

be calculated first. Using the midpoint, a value for Rho is calculated by first solving for the

Z value. The Z value is then used to look up R value and the R value is used to calculate

Rho. 
Z0.5 = XMid−XWorst

XBest−XWorst

R = Lookup(Z0.5)

Rho = R ∗ |XBest −XWorst|

Table 3.29: Availability SDVF

Availability SDVF The Availability SDVF is a decreasing exponential preference

function. The decision maker selected a midpoint of 97%. The range of values is between



153

100% and 80%, where V(100%) = 1 is the best value and V(80%) = 0 is the worst value.

Rho was calculated to be -0.044 using the Rho calculation method. Table 3.29 shows how

the alternatives were evaluated against the Availability SDVF in excel.

Table 3.30: Vulnerability SDVF

Vulnerability SDVF The Vulnerability SDVF is a Piecewise Linear Preference Func-

tion. The decision maker selected breakpoints for the input ranges and provided a preference

value for each of them. Each range then has a slope that’s calculated for that range.

Range, V alues, Slope =



0 ≤ x ≤ 10 V (0) = 1, V (10) = .9, slope = −0.01

10 ≤ x ≤ 20 V (10) = .9, V (20) = .6, slope = −0.03

20 ≤ x ≤ 30 V (20) = .6, V (30) = .2, slope = −0.04

30 ≤ x ≤ 40 V (30) = .2, V (40) = 0, slope = −0.02

The linear SDVF function below is calculated using the slope, lower bound x-value, and the

lower bound y-value of the range.

V (Xi) = (Xi −XLB) ∗ Slope + V (XLB)
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Table 3.30 shows how this is calculated in excel. All the linear values are calculated

even if the value is not in that range. There is an “If Statement” used to select which value

is the correct SDVF value to use for the final result based on whether it falls in the range.

Table 3.31: Query SDVF

Query SDVF The Query SDVF is a Linear Preference Function. The linear function

is formed using the range of values is between 30 and 6, where V(30) = 1 is the best value

and V(6) = 0 is the worst value. Table 3.31 shows how the alternative scores were calculated

in excel.

Table 3.32: Request SDVF
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Request SDVF The Request Data Access SDVF is a decreasing exponential prefer-

ence function. The decision maker selected a midpoint of 3. The range of values is between

1 and 14, where V(1) = 1 is the best value and V(14) = 0 is the worst value. Rho was calcu-

lated to be -3.068 using the Rho calculation method. Table 3.32 shows how the alternatives

were evaluated against the Request Data Access SDVF in excel.

Table 3.33: Discover Data SDVF

Data Discovery SDVF The Data Discovery SDVF is a decreasing exponential pref-

erence function. The decision maker selected a midpoint of 2. The range of values is

between 1 and 16, where V(1) = 1 is the best value and V(16) = 0 is the worst value. Rho

was calculated to be -1.515 using the Rho calculation method. Table 3.33 shows how the

alternatives were evaluated against the Discover Data SDVF in excel.

User Cost SDVF The User Cost SDVF is a Linear Preference Function. The lin-

ear function is formed using the range of values is between $39,000 and $122,000, where

V($39,000) = 1 is the best value and V($122,000) = 0 is the worst value. Table 3.34 shows

how the alternative scores were calculated in excel.

System Cost SDVF The User Cost SDVF is a Linear Preference Function. The

linear function is formed using the range of values is between $793,204.51 and $16,000,000,
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Table 3.34: User Cost SDVF

where V($793,204.51) = 1 is the best value and V($16,000,000) = 0 is the worst value.

Table 3.35 shows how the alternative scores were calculated in excel.

Table 3.35: System Cost SDVF

Value Function Each of the SDVF scores for the alternatives are summarized at the

top of table 3.36. The weights for each of the objectives are listed below the SDVF scores.

The weighted scores for each of the alternatives is calculated below that by multiplying the

weights and the SDVF scores. The final value function scores are the sum of the weighted
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SDVF scores for each of the alternatives.
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3.4 Framework Results

Overview of Results Results can be presented to the decision maker in their preferred

format, whether it’s a PowerPoint or the excel sheet itself. Summarizing the work done in

order to achieve these results is important. The decision maker should have an understand-

ing of how the data was gathered and analyzed. The decision maker should be confident

that the model is accurate.

Some coaching may be required for a decision maker to understand what questions they

can ask and get immediate responses to and which questions will need additional research.

This section will provide examples of how the models can help answer questions a decision

maker has.

3.4.1 Initial Decision Results

The completed model in section 3.3.8 has the final ranking of all the alternatives. It includes

how each of the alternatives scored for each of the objectives and the weights for each of

the objectives. During the presentation of the initial results it would be good to point out

to leadership what the driving values are behind the ranking.

This might lead to the decision maker rethinking the weights of their objectives or how

their preference changes over the different range of scores. For example there is not much

variability in the score for Data Discovery and it’s the highest ranked objective which makes

it a key driver in the results. These scores were determined using a decreasing exponential

preference function. Changing the decreasing exponential to a linear preference function

will change how the raw scores are normalized and provide greater variability in the final

results.
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The results of switching the preference function from an exponential to a linear for the

data discovery objective are shown in table 3.37. The final ranking of the results did not

change in this case, but the spread between the best and worst value ranking has increased,

which may be valuable in future discussion with the decision maker. This is an example of

looking at how the different preference functions can impact the model and final results. The

goal is to make sure the model reflects the decision maker’s preferences. These modifications

can be quickly made on the fly.

Immediate Response What-If Questions There are several questions the model could

be modified to answer during discussions with the decision maker, similar to the previous

example. Decision maker’s are likely to have many “what if” questions. Here are a list of

questions the model could be quickly modified to answer right away.

• What if I re-prioritized my ranking of the objectives? How would that change the

results?

• What if I changed the midpoints, ranges, or type of preference function?

• What if one of the alternatives improved their score in an area? How would that

change the results?

• What if we removed an objective all together? How would the results rank?

• If I wanted a solution built by X time frame, which would be the best one?

Having a model that can quickly answer these kinds of questions will help the decision

maker better understand what the model is currently capable of. It helps the decision maker

better understand what the trade-offs are and which alternative provides the organization

the best value, based on their objectives.

Cost Value Model Modification For the current decision model, one of the objectives

includes total cost of the system. In practice this objective is likely to dependant on the

other objectives, which can bias the model. A quick change can be made to remove cost
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as an objective from the model. The weights of the rest of the model can quickly be

recalculated, as shown in table 3.38.

Table 3.38: Updated Weights

The with the new weights and the system cost objective removed the new ranking can

be viewed. There are some changes in these results. The EDA + Status Quo Security

Fix and EDA + Decommission alternatives are both ranked number 1. This is because

they are they provide the same value to the organization, the only difference was cost of

the decommissioned data system. By breaking out the cost from the value, the results

can now be graphed which provides the decision maker another view. Figure 3.48 shows

the total cost of the system over 85 months and the value that alternative brings. When

looking at the cost and value graph, you want to see results with low costs and high values.

Those would be located on the bottom right of the graph. For this example there are no

alternatives in the bottom right, but there are alternatives in the upper right, which means

there are high value and high cost alternatives.
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Figure 3.48: Max Cost vs Value

This cost value is based on the total cost after 85 months so it takes into account the

O&M after almost 5 years. If the decision maker were interested in seeing how the value

and schedule for each of the alternatives, that could also easily be done. Instead of using

the O&M timeline to estimate the total cost, the development timeline would be used to

estimate the total cost.

Figure 3.49: Dev Cost vs Value

Figure 3.49 shows the new cost and value relationship based on the development timeline.

So it shows how much each alternative would cost for development in relation to the value
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it brings.

Figure 3.50: Dev Time vs Value

Figure 3.50 shows the value of each alternative in relation to the time it takes to develop

it. This can be useful when leadership is concerned about how long it will take to deliver

a capability. When looking at the Time vs Value graph, the results you are hoping for are

fast delivery and high value. Those would be located in the bottom right of the graph. Bad

options would be an alternative that is slow to deliver and low in value, those would be

located in the upper left corner of the graph. For this example there are not alternatives

in those areas, the results fall somewhere in between. There are alternatives that deliver

quickly but provide low value. There are alternatives that deliver slowly, but provide high

value.

The final view that can be created is shown in figure 3.51. This shows the relationship

between cost of development and length of time to complete the development. Because cost

is dependant on the length of time to develop these will have close to a linear relationship.

High Cost usually means longer delivery time. There could be other factors that drive up



166

Figure 3.51: Dev Cost vs Dev Time

costs, like licensed products, so it is still useful to compare alternatives this way. The results

you are hoping for are the low cost and quick delivery time, but that tells you nothing about

the value the system brings, which is why the other graphs are important.

3.4.2 Decision Maker Final Decision and Future Discussions

The model should be modified as needed to provide the decision maker the data they need in

order to make a final decision on an architecture. Some of the questions they need answered

will take some additional data gathering to answer. Having the model helps to figure out

what information is needed to answer the Decision Maker’s question. The data gathering

can be more targeted and happen much more quickly.

Swift Response What-If Questions Here are a list of questions a Decision Maker will

have that require additional data gathering for the model.

1. What if we am interested in a commercial off the shelf (COTS) solution for this
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architecture? How would that alternative rank?

2. What if we wanted to support a new objective for the organization? How would that

effect the value, cost, and schedule?

3. What if we wanted to decommission more systems? How would that effect the results?

4. What if we wanted to add another data system? How would that effect things?

For questions 1, 3, and 4 they represent additional alternatives that can be evaluated

and ranked with the other alternatives. But because the model and evaluation tests have

already been built the data gathering should go quickly. A questionnaire can be created

based on the model to gather all the information needed in order to populate the models. It

should include questions to gather information need for the value assessment and the cost

model. So when any new alternative is brought up and needs to be evaluated, the task of

gathering the information needed can be delegated to multiple people or covered in a few

meetings rather than spending months researching.

For question’s like number 2, a new objective or a scope increase a new evaluation test

needs to be created. Once the test has been developed information can be gathered on

each of the alternatives for that specific test. The information can the be incorporated into

the value and cost models. Using the model for assessing the scope change can show the

decision maker how much value increase the scope provides and what the impacts are on

cost and schedule. This can help the decision maker determine whether the scope increase

provides enough value to warrant the cost. This can also be useful when trying to budget

for future requirements to the project. If the scope increase is out of the budget, knowing

the additional funding required to support the new requirements means it can be budgeted

for in the future.

Decision Support during Development Even after a decision on an architecture is

made, the model can be used to support questions as they arise during the development

process. New alternative solutions may appear and the model can be used to assess them
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quickly without having to stop the development team from working. It can help the team

make data driven decisions on changes. The development team should not stop building

towards their current architecture plan unless the assessment of a new alternative reveals

significant value increase, with minimal cost. This can help teams be less reactionary and

stay focused on delivery.

New requirements will come up and the model can be used to determine whether the

requirements will take the project out of budget before work begins on the new requirement.

There might be trade-offs that need to be made because this new requirement is more

important now than other objectives. Having the model will help the decision maker figure

out what objectives to drop in order to support the new one. Having the model will help

determine timeline delays the new requirement will have on the project.

The model is a living artifact that can be agile and modified as needed throughout the

project to help the decision maker make data driven decisions. It can be used to support

the development team by minimizing scope changes. It can be used to support decision

makers by helping to develop cost plans and schedules for future capabilities. It helps the

organization by making sure the objectives of the system are aligned with their strategic

goals. It is useful for the initial decision and future decisions that need to be made.



Chapter 4: Evaluation

Overview This chapter will demonstrate how the model-based decision framework im-

proves the decision making process for determining an enterprise data architecture. First

section will explain the goals for the evaluation and experiment. The next section will cover

what the survey experiment was and how it was set up to answer the evaluation questions.

The survey results are then presented in the following section. The final section of this

chapter goes over the conclusions that can be drawn from the survey results.

4.1 Evaluation Overview

Evaluation Goals There are three goals for this thesis evaluation. The first goal is to

validate the problem claims. Do development teams have challenges making decisions on an

enterprise data architecture design? Do they have trouble justifying and backing up their

decisions? Are they able to respond to the question’s their organization’s leadership will

have about the project? Do the development methods they use to build the architecture

provide them enough information to successfully build their enterprise data architecture

within their budget and schedule? To satisfy this goal, the survey will need to gather

information on whether or not development teams encounter these kinds of scenarios.

The next goal is to then understand the impact these problems have on a development

teams ability to successfully develop an enterprise data architecture. If a development team

does encounter a situation where their project is being questioned, how were they able

to respond? Do the development methods they use to build the architecture provide them

enough information to quickly respond to leadership questions about the project? To satisfy

this goal, the survey will need to gather information on different possible ways a project

could be impacted.

169
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And the last goal is to determine if the solution this thesis proposes would help improve

the development teams ability to respond to these problems and minimize the impact.

Would the whole model or components of the model improve the development teams ability

to respond effectively. To satisfy this goal, the survey needs to include a question about

whether or not the model would have been useful to the development team.

Unofficial goals would be to see if there are any patterns revealed in the responses. For

example if an smaller organizations are more likely to succeed in building an enterprise

data architecture. Or which development processes are most commonly used to develop an

enterprise data architecture. Interesting patterns would be helpful with future research.

4.2 Survey Experiment

Survey Goals The goals of the survey are to gather data to answer the evaluation goals.

The survey was developed to capture information from people who worked on data enterprise

architecture projects. The key questions we want the survey’s data to reveal.

1. What development process did they use to develop the enterprise data architecture?

2. Did the development teams struggle to make a decision on their final architecture?

3. Did development teams encounter these problem scenarios?

4. Were the development team prepared to respond to those scenarios?

5. How was the project impacted by the scenarios?

6. Would the decision model have helped reduce the impact, in their opinion?

4.2.1 Survey Setup

Survey Overview The survey was conducted for a week in Oct 2021 for a week. It was

communicated out over LinkedIn and by word of mouth. There were a total of 30 questions

asked. To simplify the analysis, the majority of the questions were multiple choice or
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checkboxes. The survey did have an other option where someone could write in an option

that wasn’t available. Only two questions had free text options.

The survey was broken into three parts. The first part of the survey was to gather

information about the person responding to the survey and the organization the enterprise

data architecture was developed for. The next part of the survey was gathering information

about the enterprise data architecture project itself. The final part of the survey was about

the different scenarios a enterprise data project might encounter.

4.2.2 Survey Organization and Role Questions

This section of the survey was to understand who the person responding to the survey was

and the type of organization they worked for. These are the questions that were asked.

1. Have you worked on developing an enterprise data architecture?

2. What type of organization was the enterprise data architecture for?

3. How large is the organization?

4. What was your role in developing the enterprise data architecture?

5. What kind of impact on the decision making did you have?

The first question was a prerequisite question. If the response was no then the survey

skipped to the end. The type of organization, question 2, was asked to gather information

on what industries are currently building enterprise data architectures and maybe identify

patterns in the problem scenarios. Asking about the size of the organization was also to see

if there were patterns in the size of the organization and the challenges they encounter. The

last two questions were to understand the perspective of the person filling out the survey.

4.2.3 Survey Project Context Questions

This section of the survey was to understand information about the enterprise data archi-

tecture project itself. These are the questions that were asked.
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1. Which development process was used to develop the enterprise data architecture?

2. How long did it take to determine what the final architecture would be?

3. How many times did the architecture change?

4. Did the data architecture get implemented into completion?

Question 1 provided multiple choice options for development processes to be selected,

Agile, Waterfall, V-Model, and Acquisition for a commercial capability. Another option

was provided in case there was another development process used. Question 2 is meant to

get an understanding of how long it takes to make a final decision on an enterprise data

architecture. The intent behind Question 3 is to understand how many times a team made

a decision and changed it. Question 4 is mean to give context to how many responses are

still in the process of building their enterprise data architecture. It is also used to determine

how many were successful and how many failed.

4.2.4 Survey Scenario Questions

There were four scenarios presented in the survey. The following questions were asked for

each scenario.

1. Did you experience a scenario similar to this?

2. How long did it take to respond?

3. How did it impact your project?

4. Did you have the information on hand to respond or was research required?

Question 1 is a prerequisite question and is used to determine if enterprise data ar-

chitecture development teams encounter these kinds of scenarios. Question 2 is used to

understand the length of time it took for the team to respond. This response time is where

using the decision model could help reduce. Time is not the only impact a scenario can

have, so this question provided checkboxes for teams to select and an other option in case
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there were more impacts not listed. Question 4 is trying to understand how prepared the

team was for responding to the scenario. Did the development process they used help them

collect the information needed in order to be prepared to respond.

Scenario Overview A scenario is meant to be a situation that a development team can

encounter which leads to a broad set of questioning that can occur. These scenarios were

developed because the decision model can help answer these questions with data.

Scenario #1: Alternative Solution The alternative solution scenario is for when teams

are shown another potential enterprise data architecture solution. This can happen during

or after they have made a decision on their enterprise data architecture solution. This is also

an adapt, build, or buy decision. In the case where the team hasn’t chosen an architecture

yet, they can incorporate this alternative into their initial evaluation of alternatives.

In the case that the team has already made a decision on their architecture and have

put time and resources against it, they would not want to pivot to this new alternative

solution unless the value increase was worth the “rework costs.” This is normally a tricky

situation to answer and can take time away from the development team continuing to make

progress. The model has the potential to calculate the value and cost differences quickly.

Only one person needs to work the assessment, while the rest of the development team can

continue building.

Scenario 1 was stated as follows: “The organization’s leadership has been informed

about an enterprise data architecture solution and want the team to review it to determine

if it’s an option they should pursue. The solution can be a vendor solution, another organi-

zation’s solution, or another internal program to the organization. Example Question: How

does this alternative measure against the current architecture approach? Please respond to

the questions below.”

An additional question is asked along with the other four questions. Below is the specific

question for Scenario #1.
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1. Would having a model for evaluating and comparing architectures have been useful?

The intent behind this question is to see if the decision model would have been helpful

to team. The value assessment part of the model is what is being considered here. Does

the person filling out the survey think that having a way to compare and evaluate different

architecture would have helped them respond to the scenario.

Scenario #2: New Strategic Initiative The scenario can occur when an organization

decides they need to make sure their programs are aligned with their strategic goals. Usually

this is focused on making sure they are spending money on programs that are directed

towards achieving those goals. If the project isn’t aligned to those goals, then funding

for the project may get cut or the program could come under more scrutiny from the

organization’s leadership.

Because the decision model starts off with defining what the goals are for the system

and making sure they are aligned with the organization’s goals, the team already has the

system’s objectives documented. This can help the team communicate how the system

is working to support the organization’s goals. The team has already thought about this

scenario on a strategic level and how to achieve it on a tactical level.

If the new initiative is not covered under any of the current systems goals, then the team

can think about adding a new objective and increasing the systems scope, or the team can

push back and state that the new initiative is out of scope for the system. Pushing back

and saying the new initiative is out of scope is less risky in this case because the team can

demonstrate how they are already supporting the other organizational goals.

Scenario 2 was started as follows: “There is a change in the organization’s man-

agement. The new leadership wants to make some changes to the organization and has

stated new goals they want the organization to achieve. The new leadership wants to make

sure the whole organization is aligned to meet those goals. Example Question: How does the

enterprise data architecture project measure against the new strategic initiative(s)? Please

respond to the questions below.”
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An additional question is asked along with the other four questions. Below is the specific

question for Scenario #2.

1. Would having already developed objectives for the project with measurement criteria

on how the project would achieve those objectives have been helpful?

The intent behind this question is to validate that identifying and aligning the objectives

to the values of the organization would be helpful to the team.

Scenario #3: Scope Increase The scope increase scenario is when a new requirement

is levied on the development team. There are different types of requirements with different

levels of impact. Some are small with minimal impact on cost and time. The larger

scope increases are the ones that would be worth calculating how it will impact the team’s

current plan. New requirements that are on the level of a new objective for the system,

could potentially effect the system design, the cost, and timeline for delivery. It might even

require major rework to the system.

The decision model would provide a starting place to show how the value of the system

could be assessed based on the new objective. It can also estimate the cost and timeline for

that change. This gives the decision maker more insight into how much of an impact the

new requirement will have on the system. The benefit from the model is also being able

to ask for additional funding to meet the new requirement. All this can be done while the

development team continues to work before a final decision is made on whether to increase

the scope or not.

Scenario 3 was stated as follows: “The organization’s leadership has identified

a new requirement and they think the enterprise data project can address it. The new

requirement could be functional or non-functional. Example Question: How can the enter-

prise data architecture meet the new security requirement? Please respond to the questions

below.”

An additional Scenario #3.
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1. Would having a value estimate and cost model which can estimate the change in

scope’s impact on cost and value have been helpful?

The intent behind this question is to validate whether the decision model would be

useful to teams that have encountered this scenario. Does the person filling out the form

think the data would have been valuable to have?

Scenario #4: Cost Projections This cost projections scenario is where the organiza-

tion may be looking to plan and budget for the next several years. They might be looking at

ways to cut back spending or realign resources to other initiatives. They will want to know

over several years what the budget forecast is for the project and how those resources are

being used. It might not just be the total cost. They may want a more detailed breakdown

of the skill sets and number of people required. They might want information costs on

software licenses, hardware, rental space, etc. They may want to know how the team spent

the money previously and what the return on investment was.

The decision model can help address all these types of questions. It was demonstrated

in Chapter 3 that the different alternatives could have their total cost estimated for 85

months or 5 years. The model can be adjusted to include things like inflation and change

in skill set hourly rates. The data has already been collected and can be easily tweaked to

address the scenario questions.

Scenario 4 was stated as follows: “The organization is developing plans for the

next few years. They want to know how much to budget for each project over the next three

years. They are looking to reduce IT costs and have identified systems they want to replace

with the enterprise data architecture. Question: What will the total cost of ownership be

for the organization in three years? Please respond to the questions below. ”

An additional question is asked along with the other four questions. Below is the specific

question for Scenario #4.

1. Would having a cost model which can estimate the development cost and O&M costs

for the project have been helpful?
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The intent behind this question is to understand if the decision model’s cost model

component would have been helpful. Does the person filling out the survey think a cost

model would have been helpful to have for their project?

4.3 Survey Results

Results Overview After one week, there were 11 responses total. One response was a

non-response because they selected “no” on the question asking if they had worked on an

enterprise data architecture. Some of the text option fields were used so the data needed

to be cleaned up for analysis.

Two respondents left comments at the end of the survey to give more context to their

responses. The first respondent specified that their project had been going on 8 years and

was still not an enterprise level capability. They claimed it was “largely due to lack of a well-

defined, effective data architecture,” which is an issue that the decision model could address.

The second respondent had made a comment about cost models from their experience being

inadequate and biased. They said, “Cost models historically in my experience are biased

based on leadership opinions and tend to lack true cost,” which is another issue the decision

model could address. Working through the value-modeling process can help to reveal bias

that leadership may have. The decision model provides them the opportunity to make

decisions based on data and not their bias instinct. The cost models should reflect all costs

including development, O&M, infrastructure, and licensing costs.

4.3.1 Survey Respondent Context Results

Organization and Role Question Results Figure 4.1 shows the results of the organi-

zation and respondent’s role questions. There were 10 people who responded to the survey

whom had worked on an enterprise data architecture. There were 7 large government or-

ganizations and one medium sized government organization. There were two commercial

organizations one medium and one large. Half of the respondents were System Architects or

designers. Two of the respondents were organizational decision makers and the other three
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would be classified in the area of build support for their projects. The impact on decision

making was split evenly between direct impact and influence. Both of the organizational

decision makers did respond that the had direct impact on the project and two of the system

architects responded they only had influence.
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Project Context Question Results Figure 4.2 shows the results for the project context

questions. Half of the enterprise data architecture projects used agile for their development

process. Two projects followed a V-Model development approach and one project used

waterfall. One project used a combination of acquisition, V-Model, and agile development.

Agile is a popular choice for developing an enterprise data architecture.
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For the length of time it takes determine the final architecture the respondents had a

variety of responses. Two respondents didn’t know how long it took. One respondent was

able to determine their final architecture in less than 3 months. One respondent was able to

determine their final architecture in 3-6 months. The majority of respondents took longer

the 6 months to determine their final architecture design. For three of the respondents, it

took longer than 18 months which is 37.5% of those who responded after filtering out those

who didn’t know how long. Based on these results it’s clear it takes a significant amount of

time to design an enterprise data architecture.

For the two projects that were able to determine their final architecture in less than 6

months, they were both projects for medium sized organizations. Those are organizations

with 101 - 1999 people in the organization. This could imply that large organizations,

2000+ people, are more likely to have challenges with determining their final enterprise

data architecture design.

Half of the respondents said the enterprise data architecture projects they worked on

were not completed and still actively being developed. One respondent wasn’t sure of

the project’s status. Four of the respondents said their enterprise data architecture was

completed.

The results for the “How many times did the architecture change?” question were mixed

because the format of the survey question was a textbox. Six responses to this question

could be categorized in 10 or less design changes. Three responses could be categorized as

more than 10 design changes. One response was a not applicable. Figure 4.3 shows the

results when they are bucketed into these groups.

The spread of responses was from zero changes to thirty or more changes to the architec-

ture design. Because of the variety in responses this question might not have been defined

clearly enough and was interpreted differently. The question should have stated more clearly

that it was asking about significant architecture design changes. Design changes that would

require different cost calculations and changes to the delivery schedule.
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Figure 4.3: Architecture Change Survey Results

4.3.2 Scenario Question Results

Scenario #1: Alternative Solution Results Nine of the ten respondents said they had

experienced Scenario #1. Figure 4.4 describes the results for the questions the nine people

answered. A third of the people were able to respond in a week or less. These projects also

selected that this scenario did not have any impact on their project. The project that had

responded in 2-3 days was the project that also selected they had the information available.

Given these results it’s likely that the teams who had the more information were able to

respond more quickly.

For the six projects that took longer than a month to respond, this scenario had a

variety of impacts on their project. Five of the six responded that they had time delays.

Four projects experienced a shift in their development plans and three projects had a change

in scope. One project had a work stoppage due to this scenario and it took them more than

6 months to respond. Although all these projects had some information available it wasn’t

enough to quickly and effectively respond to the leadership’s questions.
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The results of this survey show that this scenario is a common one and can have signif-

icant impact on a project. Six of the nine who responded thought a model for evaluating

and comparing architectures would have been useful. None of the projects said they had

one.

Scenario #2: New Strategic Initiative Results This scenario is less common than

the others. Only five respondents said they had experienced this scenario while working on

their enterprise data architecture project. Most were large government organizations that

experienced this scenario, but one medium sized government organization and one large

commercial organization also experienced this scenario.

Based on the responses, when a project encounters this scenario they are likely to take

longer than a month to respond. Four of the projects that encountered this scenario had

a change in scope and change in development plan. Two of those projects took longer

than 6 months to respond. The change in scope and development plan makes sense, since

the enterprise data architecture most likely needed to adjust their architecture in order to

support the new initiative.

The fifth response is interesting because they had the information they needed. They

had already developed objectives with measurement criteria. This project was able to

respond within a day to the scenario. This is an interesting data point, because it shows

how quickly a response could occur given someone has the information they need. A project

using the decision model could have the information they need to respond. The majority

of respondents thought that having the projects objectives defined and having criteria for

measuring how the project will meet the objectives would have been helpful to have. Using

the decision model could save a project months of work.
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Scenario #3: Scope Increase Results The majority of projects experienced this sce-

nario, nine out of ten selected yes. Of the nine six said they had change in scope, five

had time delays, and five had changes in their development plans. There were two projects

that had no information when the scenario occurred. One project took a month to respond

and the other project took six months to respond. Projects that had some information

responded as quickly as 2-3 week and took as long as ¿6 months. There were two projects

that had information, one was able to respond in 2-3 days and the other project took a

month to respond. Based on these results having data on hand can reduce the response

time for this scenario down to a couple days. Compared to when the project only has some

information, the quickest response was 2-3 weeks and when there was no information, the

quickest response was a month.

One project said they had a value estimate and cost model which could estimate the

change in scope’s impact on the cost and value. This project still had time delays, change

in scope, and change in development plan. This project also took 2-4 months to respond.

This data point shows that even with the model, a scope increase scenario can still impact

a project. Having a model most likely reduced the impact it could have had on the project,

but more data would be needed to draw that conclusion. The majority of respondents

thought having a value estimate and cost model would have been helpful for them to have.
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Scenario #4 Results This scenario is common, most projects need to do some cost

estimations. The one respondents who didn’t respond yes was in the build support role, so

they might not have been exposed to the programmatic side of the development project.

Most of the people were able to respond to the scenario within 2-3 weeks, which was also the

minimum time. One project was not sure how long it took to respond and they selected that

they had no information and no impact, so this respondent more than likely wasn’t involved

in producing the response. The other two responses took significant time to respond. One

respondent had no information and took more than six months to respond.

For the three scenarios that had information they were able to respond within the 2-

3 week time-frame. For scenarios that had some information, two projects were able to

respond in 2-3 weeks. The other two projects that had some information responded in 1

month or 2-4 months. This data shows that the more information a team has, the more

quickly they can respond.

The majority of respondents said having a cost model that can estimate development

and O&M costs for their project would have been helpful. Seven of the respondents said

yes and one respondent already had one. This implies that cost models can be useful in

responding to this kind of scenario.
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4.4 Evaluation Conclusion

Conclusion Overview This section will first go over how the survey was able to capture

the data and information needed in order to address the survey and evaluation goals. Then

a discussion of how the results of the survey and evaluation answer the thesis problem

statement and hypothesis of the thesis.

4.4.1 Goals Conclusion

Survey Goals Conclusion In section 4.2 the goals for the survey were outlined as key

questions. Survey Goal Question Responses:

1. What development process did they use to develop the enterprise data

architecture?

The majority of projects used an agile development process. A few used V-Model and

Waterfall. One used an mix of agile, acquisition, and V-model.

2. Did development teams encounter these problem scenarios?

Yes the majority of development teams did encounter the scenarios. The only scenario

that was less commonly encountered was Scenario #2, a New Strategic Initiative.

3. How was the project impacted by the scenarios?

Table 4.1: Survey Average Impact

The majority of projects had timeline delays, change in scope, and change in develop-

ment plans. Some projects had work stoppage for a few scenarios. There were some
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projects that selected “other” which is an unknown impact that the survey didn’t cap-

ture. Table 4.1 shows the summery of what impacts projects had from the different

scenarios.

4. Would the decision model have helped reduce the impact, in their opinion?

Table 4.2: Survey Average Model Response

The majority of respondents did think that having the different components of the

model would have been helpful for them to have when they encountered the different

scenarios. Table 4.2 shows the summery of how the people responded across the

different scenarios.

Evaluation Goals Conclusion The first goal was the validate that teams developing

enterprise data architectures struggle to make decisions, justify their decisions, and respond

to their leadership’s questions. Based on the results from the survey, development teams do

struggle to make decisions and respond to the scenarios in the survey. Figure 4.3 shows how

many iterations an enterprise data architecture can go though and Figure 4.2 shows how

long it takes to determine a final architecture design. It can take over a year to determine a

final design. But the data also shows that it is possible to design and develop an enterprise

data architecture much more quickly.

The next goal was to understand how trouble making decisions, backing up decisions,

and responding to questions can impact the development of an enterprise data architecture.

Based on the survey response data, the majority of projects struggle to respond to the
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Table 4.3: Survey Average Response Time

different scenarios, where leadership questions need to be answered. Table 4.3 show a

summery table of how long on average each team takes to respond to the different scenarios.

Green is meant to show a reasonable response time. One to four months is not good, but

some questions require research which could take some time. More than five months is a

long time to adequately respond to these scenarios. Table 4.1 shows that projects can be

impacted in multiple ways.

The last goal was to determine if people who worked on enterprise data architecture

project thought the model-based decision framework would have helped them by providing

them an analysis framework to help gather data, analyze the data, and respond to their

leadership with the information they need. Table 4.2 shows that the majority of people do

think having a model would have helped.

4.4.2 Development Processes Results

The results from the survey help to better understand how robust the development processes

are to the four scenarios. Whether the development process used helped prepare the teams

for the different scenarios they encountered and how quickly they were able to respond.

Only responses that said yes to each scenario were considered for this analysis.

The survey data needed to be modified slightly analyze the results. One project wasn’t

considered because they provided a custom development process that didn’t fit in the big

three development processes. One response which claimed to be a mix of acquisition, v-

model, and agile was put into the v-model process category.

For the charts they will be color coded to help visualize and interpret the information.
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Green implies a good response or outcome, yellow implies a poor response or outcome,

and red implies a bad response or outcome.
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Development Process Response Times Table 4.4 shows the data on how quickly

projects were able to respond to the different scenarios based on the development process

they used. For Scenario #1 Agile projects responded poorly while V-Model projects re-

sponded better. This is likely because V-Model does some design analysis up front, where

agile does not. For Scenario #2 all projects responded poorly, most likely because they do

not in their process think about the strategic goals of the organization. The projects using

Agile and V-Model didn’t respond well to Scenario #3, with the majority in poor and bad

response times. All processes responded the best to Scenario #4, but agile still had half

of their projects with poor response times. Since the waterfall process only has one data

point it’s hard to see any potential trends, but similar to the V-Model, there is more design

thinking and cost modeling done up front, so that project was able to respond more quickly

to most scenarios it encountered.
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Development Process Information Table 4.5 shows the data on how much informa-

tion projects had when they encountered the different scenarios, based on the different

development processes. Key take always are most processes provide the teams with some

information to handle the four scenarios. Two projects one using Agile and one using V-

Model had no information when encountering Scenario #3 and #4. More data is needed to

draw any patterns. Waterfall only has one data point, but it had the information on hand

for two of the scenarios. The “Some information available and some research required” is

a broad option that includes teams that have little information, which still requires a good

amount of research and teams that have most information, but still require a little bit of

research. Future surveys should include these two more granular options, to help interpret

how much information development processes provide teams.
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Information Impacts on Response Time Table 4.6 combines the two previous views

to look at how having information available effects the response times to the different

scenarios. For Scenario’s 1, 3, and 4 the projects that had information were able to respond

quickly. For projects that had some information and required some research their response

times varied considerably. For projects that had no information, their response times were

in the poor and bad categories. It does appear that the more information a team has on

hand the quicker they can respond and the less research is needed. Future surveys should

break up how much information did they have vs how much they needed to research in the

options for a response.
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Development Process Architecture Decisions Table 4.7 shows both the time it took

to determine a final architecture and the number of architecture changes. Most Agile teams

took 6-18 months to determine a final architecture with one team taking 3-6 months and

another team taking more than 18 months. The V-Model projects hit all the categories:

good, poor, and bad. The one project that used waterfall took more than 18 months to

finalize their architecture.

The number of architecture changes is difficult to interpret because the survey responses

were not consistent. The architecture changes could be minor or major. Future survey’s

should specify major changes versus minor changes to the architecture.

The last table shows the length of time to determine the final architecture grouped by

the number of changes made to the final architecture. Projects that had more then ten

changes to their architecture had no projects the finalized their architecture in six months

or less. All projects that had more then 10 changes to their architecture took more than

six months to finalize the architecture. However, there were still projects that took over 18

months to finalize their architecture even with less than ten the changes. Based on these

results, having less then ten changes to the architecture means it is possible to finalize an

enterprise data architecture in less than six months. If there are more than 10 changes to

the architecture it is more likely that it will take longer than six months to finalize the

architecture.

4.4.3 Hypothesis Validation

In section 1.4 the hypothesis stated, “The development process for an enterprise data archi-

tecture can be improved by enabling data driven decision making on the architecture design

and reducing leadership question response time throughout the development life-cycle.”

Based on the results of the survey, teams that make more changes to the final architecture

are more likely to have a longer development time. The model-based decision framework

helps teams to make data driven decisions on their architecture. Making data driven deci-

sions on the architecture will help reduce the number of changes to the final architecture
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because any additional requirements or modifications can be analyzed to determine their

value and cost before making the change. The decision maker can determine whether the

change would be worth it to them.

Reducing the number of changes means the development team is more likely to decide

on a final architecture earlier in the development process and complete the project on time.

The value model-based decision framework will improve the development teams ability to

decide on an architecture and minimize changes, because it is aligned with the values of the

organization and is backed by objective information about the architecture.

The results of the survey show that enterprise data architecture development teams do

experience leadership questions that can negatively impact the team. The value model-

based decision framework can help development teams respond to these scenarios more

effectively by using the decision, MBSE, and cost models to capture and analyze information

quickly. The response is faster and the information is traceable.

The value model-based decision framework provides development teams a tool to quickly

adjust and respond to leadership questions about the project with information backed by

data. It gives them a method for consistently assessing the different alternatives, will enable

data-driven architecture decisions, and helps the team respond to future alternatives that

arise throughout the development life-cycle. The value model-based framework helps teams

respond to cost and scope increase questions, because the team has a tool that allows them

to make an objective assessment on changes in scope and how that effects schedule and cost.

The results from the survey confirm having the information and tool would help improve

their ability to respond to the different scenarios that are negatively impacting their project.



Chapter 5: Conclusion

Summary Developing an enterprise data architecture is challenging. Enterprise data

architecture projects can take a long time to design and develop to completion. Based

on the results of the survey, large organizations are more likely to face challenges making

decisions on their enterprise architecture and delays in completing the project.

With current development methods, the chance of a project being delayed due to not

having the information needed to respond to leadership questions is 50%. These delays can

be reduced if the development teams have the information they need to quickly respond.

Based on the results of the survey the respondents thought having components of the value

model-based decision framework would have helped them respond to those scenarios.

By combining value-based decision making with model-based systems engineering tech-

niques, the value model-based decision framework can help development teams determine

the best enterprise data architecture for their organization. Using the framework will help

organize the data collection and analysis of different architectures. It will support future

decisions that arise during the development process, which keeps the team focused on de-

livering an enterprise capability.

5.1 Benefits of a Value Model-Based Decision Framework

The evaluation of the value model-based decision framework in Chapter 4 focused on im-

proving the decision process in two areas. Helping them determine their enterprise data

architecture design by using value and data driven decision making to analyze alternative

designs. And by enabling development teams with the model and information needed to

respond quickly to decision makers questions during the development life-cycle.
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Figure 5.1: Value Model and the Development Process

5.1.1 Demonstrated Benefits

Robustness The decision process is able to handle the change in priorities, the change

in objectives, or the addition of new solutions. Helps inform the decision maker on what

the impact of their decisions are on the enterprise data architecture project. Once the

parametric model is built and the decision is made to proceed with an implementation,

the model provides a change buffer for the project. If other solutions appear or leadership

changes or events occur, the model can help the decision maker understand if they should

change their implementation or maintain their current development path. They can quickly

compare how alternative implementations are ranked based on the new information. And

if there is a new “best value,” they can weigh the cost of pivoting against the additional

benefit a new solution may provide. This reduces the amount of changes to the project and

allows the development team to continue toward the end result. Having the model helps

not only make the initial decision on an implementation, it also helps decision makers as

the project continues on, by providing that “what-if” analysis capability.
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Question Response Speed If a project does not have a decision model, each new ques-

tion the decision maker has can take a lot of time to research. Each question must be

understood, the data collected, and then analyzed. With the decision model, the problem

is already contextualized in a tool that can be easily modified. The initial build of the model

takes time, but that time is data gathering that needs to occur anyway for a decision maker

to make a decision on the implementation and develop the implementation plan. After the

model is built many questions the decision maker has can be quickly answered. Additional

data gathering and analysis may be required but it is much faster than starting from scratch

every time a decision maker has a question. Because it is much faster the decision maker

can ask more questions, which leads to the decision maker being better informed and more

confident in their decisions.

Both of the benefits are solving the issue of decision maker’s not having a tool or process

that enables them to have their questions answered or compare alternatives.

Example Decision Maker Questions:

• How does this new alternative compare to the other’s we have evaluated already?

• What if we made objective X the highest priority?

• What if we added a new objective, how do the alternative approaches rank? (expand-

ing scope)

• What if we improved X alternative in this area, how would that change the ranking?

• What if we dropped objective X, how would that change the ranking?

Without the value model-based decision framework, questions like this would either

not be possible to answer, be answered based on subjective biased information, or take a

long time to research each one. The model can be used to help decision makers and the

development team stay in sync for what the goals of the project are, which makes it easier

for the development team to stay focused on building towards those goals.
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5.1.2 Potential Other Benefits

There are likely many other benefits the Value Model-Based Decision Framework could

provide teams. Using the framework could help decision makers identify the questions they

should be asking. It helps them understand what matters to their organization. It helps

to turn subjective information into objective information. It helps decision makers think

about what their priorities are and what matters the most to them. Using the framework to

help document the priorities and then develop the measurements for the objectives makes

it so a decision is based on data not just intuition. It helps decision makers understand

what the competing or conflicting objectives are in the decision. It helps develop the

essential requirements that must be fulfilled, which helps focus the effort on what’s the

most important.

It helps to keep the project in scope, because the objectives of what the solution is

supposed to be has been documented not just from a functional perspective, but from a

organization and decision maker perspective. This means the process is more robust to

leadership changes. A new leader can understand how the previous decision maker came

to the conclusions they did and will need to offer a new objective, change the priorities of

the objectives, or a new alternative solution to evaluate in order to argue that a change in

direction should be made for the project. Because the decision has been documented using

the framework, it is traceable.

The value results from the model could be used to track the project with the Earned

Value Management Method (EVM). As the project continues to build out capability and

address requirements for the system, the current value of the system can be assessed. This

can then be tracked along with the cost and schedule. This will show management how the

system is growing in value as it progresses along.
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5.2 Self Critic

The results of the survey were good based on the length of time it was available and the

method of exposing it via LinkedIn. It would be better to have more data to evaluate and

draw conclusions from. It would be good to see if more commercial industries like health

care are encountering the same problems or education institutions.

One impact the survey excluded was cost. The next time a survey is conducted on

enterprise data architecture development projects it should include some questions about

total cost of developing and maintaining the system. It would be good to know how the

different scenarios impact the cost of the projects. Some of the respondents selected “other”

as an impact and my best guess is they meant cost.

It would also be good to have some questions that gather data on how decisions are

made on these projects. Do they do a lot of research and make a subjective decision or just

make quick reaction decisions or do they never make a decision because of continuous scope

creep piles on the amount of research that needs to be done. Getting more information on

how decision making works for different development teams would have been useful. Models

can be biased is brought up as a concern, but decision makers making decisions based on

subjective information is also biased. Collecting data on development teams decision making

could help compare the different approaches to decision making.

5.3 Future Work Discussion

Using the Model in Practice The next future work would be to use the Value Model-

Based Decision Framework on an enterprise data architecture project and see how it would

work in practice. It would be good to see what questions decision makers ask once they

have a decision model. And see how frequently do they rely on it. It would be interesting

to see if it changes the way managers in an organization operate. Want to know how long

it takes to build this model for an enterprise data architecture development project and if

it improves the development timeline or adds to it. It would be interesting to see what the
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unexpected benefits are or if it doesn’t have the expected impact.

The Value Model-Based Decision Framework aligns the objectives of the system with

the goals of the organization. It would be interesting to see what the objectives are for

the different projects and how they change depending on an organization and their decision

makers. Do organizations have common objectives for their enterprise data architectures?

The example used to demonstrate how the model would work, was at a high-level. In

practice the model might have more specific objectives that need to be measured. Using the

model to understand the design impacts on cost and performance would be very interesting.

The framework might be useful for focusing in on other decisions an organization will

need to make. For example this framework could be applied to deciding what data they

should put into the system and how it should be put in. The framework could be used

to understand the value a data set provides to an organization. This could be useful for

an organization that has a lot of old data that might not be relevant anymore. Data that

provides no value to the organization shouldn’t be put into the system, which reduces cost.

Modeling Risk Another area of research would be how to model risk. Should risk be

modeled as one of the organization’s objectives? Or should it be handled outside the value-

model. How to capture uncertainty in a decision model could be useful to deciding on which

architecture to choose. More research should be done on how to include risk.

Other Software Projects The Value Model-Based Decision Framework could be useful

for other complex software development systems. It could be applied to many development

projects that have many stakeholders, many options for implementation, and are expensive

investments. Future research should be done on expanding this approach to supporting

other complex systems.
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Appendix A: Appendix

Below are tables describing how costs were calculated for the infrastructure of both the

current architecture and the future enterprise data architecture. These cost estimations are

simplified versions of what an actual cloud architecture would cost. Architectures are likely

to use other services as well, but for the sake of this example the same services were used.

All data came from the AWS Ohio region and assumed no free tier was included.

Figure A.1: AWS EBS Local Storage Calculations

Table A.1 shows the cost calculation for additional local storage that can be mounted

on a cloud instance [71]. The snapshots are backups made of the information stored.

Figure A.2: AWS EC2 and VPC Calculations
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Table A.2 has the cost estimations for VPC’s, ElasticLoad Balancers, and EC2 instances

[72] [73] [70]. The EC2 instances are the virtually deployed computers called Elastic Cloud

Compute (EC2). All the instances selected are linux based operating systems.

Figure A.3: AWS RDS and other Database Services Calculations

Table A.3 has the costs estimations for relational data base service (RDS) with a Post-

greSQL database [74]. It also contains service estimation for ElasticSearch Service which is

now called OpenSearch Service [75]. Neptune is the graph database managed service option

[76]. All are based on the size of the instance chosen and the amount of time the instance

is running.

Table A.4 has the cost estimations for data stored in amazon’s object storage service

called S3 [77]. Costs are estimated based on how much data is stored and how frequently

it’s accessed.
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Figure A.4: AWS S3 Storage Calculations
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Table A.1: Status Quo Infrastructure Costs
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Table A.2: Status Quo Security Fix Infrastructure Costs
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Table A.4: Status Quo Decommissioned Infrastructure Costs
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Table A.5: EDA Infrastructure Costs
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