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Abstract

REAL-TIME ANALYTICS FOR RESOURCE MOBILIZATION IN
ENGINEERING DIVERSITY HASHTAG CAMPAIGNS
Habib Karbasian, PhD
George Mason University, 2020

Dissertation Director: Dr. Aditya Johri

To counter the lack of diversity within the engineering profession and to promote eq-

uity, many activists utilize social media platforms to raise awareness of the issue. One of

the goals of these activism campaigns is to break down stereotypes about who is an engi-

neer and to make the diverse participation visible within the profession. Although prior

work indicates that socialmedia hashtag campaigns help promote diversity, it also outlines

several challenges that need to be addressed for efficiency and increased inclusiveness. In

particular, more work is needed to understand the initial phases of these campaigns be-

cause during that stage, efficient resource mobilization is needed to attract participants

and make the campaign a success. For resource mobilization, campaigns need to iden-

tify and attract influential users and create a message that resonates with participants in

real-time. By sharing effective messages, influential users can thus create momentum for

the campaign. This dissertation research develops two analytical frameworks to assist in



finding out (a) which types of users can be more influential for educating and informing

people in real-time, and (b) what kind of messages are deemed more attractive and inspi-

rational to the targeted audience in real-time. To develop the frameworks and to test them,

data from two Twitter hashtag campaigns is used: #ILookLikeAnEngineer (19492 tweets

over the course of two months) and #WomenInEngineering (8225 tweets over the course

of 16 months).
The first part of this dissertation addresses the problem of identifying user types in

these hashtag campaigns in real-time. Our preliminary work showed that organizations

and individuals both played a significant role in promoting these campaigns goals but

in different ways, both quantitatively and qualitatively. Therefore, it was important to

distinguish different kinds of users with this classification in mind. This problem was

solved by advancing an analytical framework to classify users into individuals (male or

female) or organizations in real-time. This framework uses the multimodality of the in-

formation available in one tweet from a given user, such as user’s profile picture, user’s

name, user’s network metadata, linguistic and psychological characteristics of the tweet,

and determines the user type of the given tweet. The proposed framework with real-time

features outperformed other baselines with more than 6.65% accuracy increase for ILook-

LikeAnEngineer and showed that organizations were one of the influential users after fe-

male participants.

The second part of this dissertation addresses the problem of identifyingmessages that

resonate with users. Based on prior work in the literature, it was hypothesized that some

latent features, i.e.: the cluster of various co-occurring hashtags along with relevant top-

ics and relatable sentiments in the messages can be deciding factors to attract like-minded

users. An analytical framework was developed that utilizes these features to predict if a



given tweet will be retweeted in real-time. The proposed framework works with real-time

data and outperformed other baselines with 6.61% and 8.25% accuracy increase respec-

tively for ILookLikeAnEngineer and WomenInEngineering.



Chapter 1: Introduction

Figure 1.1 illustrates the big picture of this dissertation. It first provides an overview of

STEM and its regarding issues, one of which is the focus of this work, engineering diver-

sity in education and workforce 1 . Then it recommends a solution to tackle the issue by

creating a positive and empowering culture for underrepresented minorities in form of

raising awareness, promoting role models and breaking stereotypes in engineering fields.

But the main issue is the lack of efficient and real-time messaging mechanism to provide

right information at the right time for the targeted audience.

Social movement 1 is one of the avenues to bring social changes to the existing issues.

Using social media platforms as a main resource for social movements, online activism

with the help of hashtag, hashtag activism campaign 1 , provides a channel to spread the

information to the targeted audience and it is able to address the messaging issue in engi-

neering diversity efficiently.

Motivated by ILookLikeAnEngineer campaign 1 as a case study of engineering diver-

sity solution, this dissertation later will review the important challenges for hashtag ac-

tivism campaigns (resource mobilization, activities and leadership) and propose solutions af-

terwards. Next it will form the overarching question to address all of the challenges which

later will be broken down to two research questions to find out 1) who can be more in-

fluential with educating and informing people in real-time, 2) what kind of messages are

1It will be further studied in “background and related works” section.

1
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Figure 1.1: Summary Figure of the Dissertation

deemed more attractive and inspirational to the targeted audience in real-time. Finally

conclusion will summarize the findings, future works and applications.

2



1.1 STEM Overview and Issues

Science, Technology, Engineering, and Mathematics (STEM) has become one of the fo-

cal points in educational activities in US across all grade levels (from pre-school to post-

doctorate) and to both formal (e.g., classrooms) and informal (e.g., after school programs)

experiences. To maintain its competitive edge across the world, US has prioritized STEM

education in its policy making specially funding appropriation which goes beyond $4 bil-

lion annually [Malik et al., 2018]. According to the Congressional Research Service STEM

primer [Gonzalez and Kuenzi, 2012], there are between 105 and 252 STEM education pro-

grams or activities at 13 to 15 federal agencies; the key agencies involved in the effort are

Department of Education, National Science Foundation, and Health and Human Services.

Given that the interests are broad and federal efforts are spread across multiple agencies,

there is a concern with perceived duplication of effort and a lack of coordination in the

federal effort. Therefore, efforts to improve the coordination have gained prominence in
recent years.

The data currently available about STEM education paints a “complicated” picture

[Gonzalez and Kuenzi, 2012]. According tomany indicators, overall graduate enrollments

in science and engineering (S&E) grew 35% over the last decade; S&E enrollments for

Hispanic/Latino, American Indian/Alaska Native, and African American students (all of

whom are generally underrepresented 2 in S&E) grew by 65%, 55%, and 50%, respectively.

Yet, concerns remain about persistent academic achievement gaps between various demo-

graphic groups.

2Underrepresented minorities (URM) can be categorized as racial or gender-based. The focus on this
research is to look further in gender disparity in STEM.
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On the other hand, engineering has been also one of the most male-dominated profes-

sions in the world. While other professions such as law and medicine have now achieved

gender parity at student level, at least inmany industrially advanced countries, the number

of women entering the engineering profession remains very low. In fact, the percentage

of women starting to study in engineering has actually decreased over the last few years

so that it is now less than 20 percent in several western countries [ASE, 2009,UKR, 2010].

These percentages are even lower for women working as professional engineers, and are

frequently closer to 10% or less [Nat, 2007]. This low retention and acceptance in engineer-

ing workforce have been attributed to the characteristics of a masculine culture [Bastalich

et al., 2003,McIlwee and Robinson, 1992,Miller, 2004,Powell et al., 2009]. Althoughwomen

are as competent as their male colleagues at the technical dimensions of engineering (and,

in fact, often do very well in their studies and obtain graduate positions quite readily),

the expectations and processes in engineering organizations constitute a real problem for

women’s careers [Evetts, 1998,McIlwee and Robinson, 1992,Miller, 2004].
To address the lack of URM diversity in engineering fields, policies and campaigns

were introduced and implemented to achieve equity forwomen formore than twodecades.

These policies have included affirmative action, equal employment opportunity, manag-

ing diversity and gender mainstreaming. Yet the gains have not been substantial. These

policies help the system to attract and retain the underrepresentedmore likely than before

but the issue is how to create a positive and inspiring culture targeted toward these groups

to make them feel empowered and keep them encouraged in their educational and profes-

sional development. Malcom et al. (2013) [Malcom-Piqueux and Malcom, 2013] suggest

that greater awareness of careers, role models, after- and out-of-school experiences are

critical to address this issue. They argue that “students and their families need encouragement
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and access to information at a much earlier stage than has typically been provided, through exposure

to role models who look like them, information about the kinds of jobs done by persons with prepa-

ration in engineering, and examples to dispel the idea that engineering is solitary work (pg. 32)

[Malcom-Piqueux and Malcom, 2013].” They further suggest that efforts to increase the par-

ticipation of URM in engineering education and careers start outside of school, through

programs such as Expanding Your Horizons for female students and Mathematics, Engi-

neering, Science Achievement (MESA), Sally Ride Science and AAAS’ Spark Club 3, After

School Alliance, and others but few parents are aware of these programs. All the issues

outlined here are easy to address if we are able to provide themwith the right information

at the right time. Furthermore, the efforts we make will be even more fruitful if we are

able to create communication channels that facilitates the messaging mechanism, through

which we can easily access the right target population at the right time.

After the introduction of Web 2, interactive web, social media platforms have become

the center of public discourse and communication of all kind. These platforms, such as

Facebook, Instagram, and Twitter, can help us understand the events and activities that

are of concern and of issues that matter to us. Due to the increase usage and access to

mobile systems hence using these apps on them, people continue to use these platforms

to interact with each other leading to a constantly growing databases that are extremely

valuable to mine and understand. Almost 87% of the American population now partic-

ipates in some form of social media activity. Social media provide powerful indicators

of social action as they allow individual and small groups to find like-minded individu-

als and organizations and topics around which they can engage in. Social media data has

3Part of a suite of programs under NSF’s Innovative Technology Experiences for Students and Teachers
(ITEST)
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been especially useful for researchers studying issues around health communication [Kot-

senas et al., 2018], politics [Highfield, 2017], humanitarian crisis [Reuter and Kaufhold,

2018], social movements such as Arab Spring and Black Lives Matters [Rickford, 2016],

[Hänska Ahy, 2016] and activism [Johri et al., 2018b]. These efforts suggest that another

approach to bring the change to engineering diversity issue is to use online social media

platforms to educate other people or share their anecdotal experiences. It can be achieved

by individually initiated social movements addressing aforementioned issues like #ILook-

LikeAnEngineer, #WomenInSTEM and #WomenInEngineering on Twitter.

Studying and analyzing these engineering diversity case studies in hashtag activism

campaigns shed light on the current status of the issue at hand and sometimes lessons and

best practices are extracted that can be applied to other campaigns. But if we only focus on

the case study analysis, we will never truly understand online social movement on general

because the use and relevance of digital tools and tactics are constantly changing. The goal

of this work is to move beyond and focus on underlying mechanics. While we continue to

be inspired and fascinated by these examples for engineering diversity around the world,

we must devise a set of frameworks to address the challenges inhibiting the growth of so-

cialmovements then theywill be able to help us understand anddevelop socialmovements

in a bigger picture. Although this work has been motivated by an engineering diversity

campaign, ILookLikeAnEngineer, by examining and studying this campaign in terms of user

participation and messaging, I will propose two analytical frameworks that address the

challenges uncovered in the next section which could be applied in other hashtag driven

campaigns as well.
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1.2 Hashtag Activism Campaigns Challenges

The three main components of a social movements are 1) resource mobilization, 2) ac-

tivities and 3) leadership 4. Here I will explain the challenges facing hashtag activism

campaigns to become an efficient and real-time tool to spread the messages online.

1.2.1 Resource Mobilization

In hashtag activism, the primary resource is online social media. There are different types

of social media platforms available nowadays such as Facebook, Twitter, Instagram, etc.

Each has its own purpose but all of them share a common property that enables individ-

uals to have their own voice and interact with other like-minded people, then eventually

they can start their own online movements. One of the biggest issue with these platforms

is tremendous amount of data generation and constant change in the trends and issues

everyday. In Figure 1.2 5, there is a huge leap between 2016-2020 in internet-connected

devices as the same growth can be seen in global data generation in 2020. Analyzing the

content manually in these platforms is extremely time consuming and laborious or almost

impossible. This information overload demands some sort of automation to be created to

help with social movement analysis. Although there are solutions to address this like hir-

ing analyst like Mechanical Turks to help with the analysis, the real-time analysis where

temporal anlaysis becomes important in development of the movements cannot be done

in such regard. So there should be an approach to deal with these. By utilizing machine

learning algorithms developed in artificial intelligence field, we can devise some tools and

4The details about each will be coverd in the next chapter, “background and related works”
5Extracted from a Financial Times report
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Figure 1.2: The trend in internet-connected devices and data generation

frameworks that can replace manual analysis to address most of the issues with high pre-

cision,or (“Machine Learning Algorithms”).

Another issue that these online social media platforms have is a great deal of a great

deal of concern in privacy and monetary gain as they are offered for free. So most of

social media platforms have restricted the public access to the data on the platform to

the point that it just allows to crawl his own personal information 6 or with limitations

imposed in terms of time and count thresholds to download the data 7. Sometimes to

circumvent these restrictions is almost impossible or expensive. This makes analysis of

a online activism impractical and economically infeasible as most of activisms are mostly

launched by themarginalized and underrepresentedminorities. Hence, financial viability

for social movement where individuals are most likely not funded to promote their cause

efficiently becomes a core of my work. To address this issue is to propose models that

require no extra information with high accuracy, or (“Real-Time Analysis”).

6https://developers.facebook.com/docs/graph-api/overview/rate-limiting/
7https://developer.twitter.com/en/docs/basics/rate-limiting.html
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1.2.2 Activities

The convenience associated with online activism, e.g., distributing and signing petitions

without anyone going door-to-door or just retweeting or writing a tweet with a hashtag,

has generated such derogatory labeling of Internet-based collective action as “clicktivism”

[Karpf, 2010,White, 2010], “slacktivism” [Christensen, 2011], or “engaged passivity” [Pa-

pacharissi and de Fatima Oliveira, 2012]. These names highlight a lack of commitment

to the cause and limited effort and risk-taking on the part of members. Unlike activists

that physically take part in protest marches or sit-ins, slacktivists do not put their bodies

at risk [Stewart and Schultze, 2019]. By creating attractive, relatable and relevant content,

we can lower the slacktivism in a given activism and inspire people to commit more to the

ultimate goal of the movement, or (“Message Analysis”).

Online activismprovides an opportunity for people to connectwith otherswho are tak-

ing public action or contributing to a common good to feel included in the cause, it is called

“connective action” [Bennett and Segerberg, 2012]. For example, by using a hashtag, move-

ment supporters can experience the feeling of being “part of something larger”, getting

“a sense of being there” –without being physically present –and sensing that “the whole

world is watching –when physically present at a street demonstration” [Hopke, 2015].

This shows that social media movements with hashtag construct an individual’s identity

as an activist and raise the consciousness of individual members through the sharing of

personal –rather than shared –experiences which is called “collective solidarity” [Radley

and Bell, 2007], or (“Use of Hashtag”).
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1.2.3 Leadership

Leaders, influential actors, ormovement entrepreneurs in an online socialmovements play

an important role in shaping and directing the course of the movement. To communicate

clearly about their messages, they are expected to convey to their desired audience spe-

cially when they are organizing collective actions. For example, Cardoso et al. (2019)

[Cardoso et al., 2019] studied a digital activism about public garbage collection where

the mobilization of participants was not clearly managed and left the different sets of

group confused about the agenda. It showed that participants needed more than that,

they needed to have a clear idea of how the collective action was going to work, what they

were contributing to. To get around this in this example, other ICTs were more helpful,

such as video sharing and blog (the how to), the waste map (the what), and the commu-

nity website (to complement personal contact with the organizers and with friends and

acquaintances involved).

Due to an extreme overflow of messages, the main issue was that messages needed to

be much stronger and clearly targeted to the specific actors. Hence, understanding who is

participating and contributing to the movement can help message creation become easier

and targeted to the specific audience. Also finding out what kind of data each user type

uses for their online presence will help us tune the messaging for each user type accord-

ingly, or (“User Analysis”).

These challenges with their respective solutions are summarized in Table 1.1.
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Table 1.1: List of challenges and solutions for hashtag activism campaigns

Challenges Solutions

Resource
Mobilization

Online Social Media

• Dynamic nature and con-
stantly changing.

• Information overload.

• Machine Learning Algorithm.

• Real-Time Analysis: no extra in-
formation required.

Activities
Writing and sharing

a tweet

• Clicktivism, slacktivism or en-
gaged passivity

• Lack of collective identity and
solidarity

• Use of hashtag for SM
(Hashtag Activism)

• Message Analysis: understand-
ing what is resonating with users.

Leadership
Movement

Entrepreneurs

• The mass of personalized
messages. (the clear messages for
collective actions are hard to find.)

• User Analysis: understanding
who is participating and what kind
of data is correlated to each user
type.

1.3 Research Questions

The overarching issue framing this research project to address all of the aforementioned

challenges in hashtag activism campaigns is: With the data collection constraints and fast paced

content generation on online social media platforms, how can we improve the success of a hashtag

activism by generating more engaging content for specific user type in real time? This question is

broken down to two research questions as shown in Table 1.2.
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Table 1.2: List of research questions with their respective outcomes

Research
Question Analysis Outcomes (Solution Identified)

What is the user type
distribution

participating in the
campaign in
real-time?

Real-Time User
Type

Classification

• Identifying user type as individ-
ual(female/male) and organization in
a unified real-time framework. (Use of
Hashtag, Machine Learning Algorithm, Real-Time
Analysis)

• Understanding which feature of the mes-
sage and user is more helpful with the task.
(User Analysis)

• Analyzing the user types in the ILLAE cam-
paign. (User Analysis)

Is a tweet going to be
engaging enough to
help spread the

campaign’s message
in real-time?

Real-Time
Retweetability
Classification

• Determining if a message based on the con-
tent and user information is going to be
retweeted. (Use of Hashtag, Machine Learning Algo-
rithm, Real-Time Analysis)

• Understanding which set of features of the
message and user is more helpful with the
task. (Message Analysis)

• Gaining insight into which features in the
content of the message are more likely to
engage more people in two hashtag cam-
paigns. (Message Analysis)
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1.3.1 Research Question 1: Real-Time User Type Classification

One of themain components of socialmovements are actors participating in a shared cause

and one of the key issues for an online social campaign is to understand who is participat-

ing - specifically, whether the participants are individuals or organizations, and in case

of individuals, whether they are male or female. This information can then assist in en-

gaging those that seem disengaged or better leveraging existing participants to expand a

campaign. Especially for campaigns that are looking to improve diversity, gender distribu-

tion and messaging across gender types is critical. Also classifying user type is important

for identifying key actors in sustaining social movement. One of the main drawbacks in

prior works on user type categorization is that they are computationally expensive due

to the high dimensionality of feature representation extracted from textual data [Bergsma

et al., 2013, Burger et al., 2011]. The sparsity of available information with a user pro-

file has led to dependence on historical information such as the text of Twitter messages

(tweets) from a user profile [McCorriston et al., 2015] for feature extraction, keywords in

tweets [Volkova and Yarowsky, 2014], and user mentions in tweets [Bergsma et al., 2013]

and friends/followers information [Chen et al., 2015]. Furthermore, all of the prior works

have modeled the user type categorization problem as a binary classification (organiza-

tion/individual or female/male) task and they have not explored any differences in the

characteristics of user types that may be specific to the participation in a campaign com-

munity, in contrast to general user sample on a social network.

I devise a generic framework that classifies a Twitter user into three classes: organiza-

tion, male and female in a real-timemanner. A classificationmodel based on the proposed

framework utilizes different sets of features from a user. The proposed model can be used
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to analyze user type distribution of social campaigns to get real-time insights on themacro-

level social behavior of participation and collective action. Moreover being able to classify

the user type gives power to a social campaignmoderator or influential actors to seewho is

engaging and participating the cause and adjust and tune themessaging or policymaking.

The proposed framework uses just the information available in one tweet including

user’s data and one tweet data and classifies the user type into male, female or organiza-

tion. The constraint for this classification problem is to use only one tweet from the user

and further data collection will be avoided. Hence it meets the real-time requirement for

the framework.
Later, this framework will be used to analyze the ILLAE campaign and will help us

understand which feature sets defined in the framework are relevant to determining the

user type. This gives us an insight into what entities are willing to participate in an online

activism in this case, engineering diversity activism.

1.3.2 Research Question 2: Real-Time Retweetability Classification

One of the approaches to evaluate the level of social engagement in an online social cam-

paign is retweetability analysis. One of the interesting emergent behaviors in Twitter is the

practice of retweeting, which is the relaying of a tweet that has been written by another

Twitter user. When a user finds an interesting tweet written by another user and wants

to share it with his followers, he can retweet the tweet. Retweeting can be understood

as a form of information diffusion since the original tweet is propagated to a new set of

audiences, namely the followers of the retweeter [Suh et al., 2010].

In this work, a specific framework to hashtag activism campaign will be proposed to

help a person writing a tweet to know if the tweet will be socially engaging or not (if it is
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going to be retweeted or not?). I hypothesize that using the cluster of various co-occurring

hashtags shared in a social activism campaign helps people from other similar movements

to connect where people can share the lessons learned through this exchange. Therefore, I

devise another analytical framework that can predict if a given tweet will be engaging and

attractive enough to be retweeted by other users based on a history of the messaging in the

campaign. This will help activists and leaders of the campaign come up with appealing

content and sets ofmore relevant hashtags to help disseminate themessage. Therefore, this

framework focuses on the features available in the content of one tweet and determines if
it will be retweeted or not based on the history of the messaging in the campaign.

Later the factors affecting retweetability will be reviewed, given the fact that there are

twomain sets of factors [Chung, 2017], that could contribute to the retweetability; content

(text, URL, photo and video) and user’s social network properties [Pervin et al., 2014,

Neppalli et al., 2016]. The next step will be that this analytical framework will analyze two

different hashtag activism campaigns in terms of the subtopics/themes to seewhat themes

or content of the text are good predictors of the retweetability. Knowing such information

will benefit those who would like to engage more people in their cause.

1.4 Purpose of Study

The purpose of this work is based on how to raise awareness through online social move-

ment for the family, students and female engineer to create a support system to keep them

motivated in these fields. This addresses the problem of the often low retention of women

in educational programs, engineering academia as well as the engineering profession. By

devising a set of analytical frameworks, people are equipped better with how to compose a

message for a specific audience on a hashtag activism. This way the message propagation
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will be more economically efficient and faster.

1.5 Significance of Studies

This research will contribute to the literature in the following ways. The fundamental

contribution of this research is in shedding light on issues that have the potential to im-

pact multiple stakeholders and how they pursue STEM related efforts. The two analytical

frameworks provide an economically viable tools for those educating people through so-

cial media to be more efficient. First, the real-time user type classification will provide a

tool for people specially influential actors or movement entrepreneurs to see the distribu-

tion of user type in a given campaign. Second, it helps an integrated framework to classify

both individual and organization together, which is more important for online social cam-

paigns where more organizations tend to engage than general setting. Third, this work

will propose a framework for retweetability classification that helps a writer of a tweet

know beforehand if that specific tweet will be retweeted or not. This helps him write a

more engaging and attractive tweet for that given hashtag campaign. Fourth it will look

more deeply into the factors affecting the retweetability task in terms of the tweet content

and user’s social network data to see if there is a high correlation between the content and

the retweetability as a measure of information diffusion. Fifth, it helps us understand to

know how to write an engaging tweet as an only option for the contributors in real-time

for a specific campaign.
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1.6 Summary

The core objective of this dissertation is to understand and address the aforementioned is-

sues in engineering diversity related hashtag activisms. This work will help the literature

with two real-time frameworks that can be extended and utilized in other hashtag cam-

paigns as well. It does helpwith user type analysis in a campaign in real-time to determine

what are the distribution of the contributors, hence the messaging will be adjusted. The

second framework provides a tool for a content creation for a given hashtag activism cam-

paigns. This will help those who are interested in raising others’ awareness specially in

this case, engineering diversity, know how to create attractive and engaging tweets. This

dissertation is divided into 5 chapters. The first chapter has been dedicated to explainwhat

is the focus of the research and why it is important to explore it further. It has concluded

proposing two analytical frameworks to address the challenges discussed earlier. Chapter

2 will study the background of diversity in engineering and social movement with its im-

portant components from which the challenges were identified, then the main case study

of this dissertation, ILookLikeAnEngineer campaign, will be explained. Chapter 3 will be

discussing the details of the first analytical framework, the real-time user type classifica-

tion. Then with the help of that, ILLAE campaign will be analyzed in terms of user type

distribution and make some interesting observations. Chapter 4 will be explaining the de-

tails of the second analytical framework, the real-time retweetability classification, as an

efficient tool for content creation for a given hashtag activism campaign. Later, the factors

and features which are more likely to attract people will be studied. Finally, the disser-

tation will conclude in chapter 5 summarizing the contributions along with limitations,

future works and applications of this work.
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Chapter 2: Background and Related Works

This chapter studies and reviews the related works for the foundation of this dissertation.

It starts with diversity in engineering as amajor issue in STEMfields in both education and

industry, then it presents the solutions to that. Later, social movement will be studied as

an avenue to bring a social or political change to the existing issues specially engineering

diversity issue here. Then it will study its fundamental components. The next section will

look into hashtag activism campaigns as a new form of online social movement and it will

be compared to the conventional social movement. This chapter will be concluded with a

hashtag activism campaign case study for engineering diversity as the main motivation of

this dissertation.

2.1 Diversity in Engineering

Diversity has become an important issue in globalization and competitiveness of insti-

tutions and corporate entities [Boyce et al., 2002, Palermo, 2004] . A Diverse workplace

is usually defined as where “everyone feels included, appreciated and valued” and “ev-

eryone can achieve their potential” [Lewis et al., 2007]. But some professions like engi-

neering may miss out on valuable contributions and new thinking approaches which a

diverse workforce may add and which may indeed be needed to achieve the exceptional

performance required to solve today’s complex engineering problems. Lewis et al. (2007)

[Lewis et al., 2007] have addressed this issue comprehensively in their diversity guide for
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the engineering profession.

Diversity has a number of dimensions ranging from personality to organizational con-

texts, with gender, race and ethnicity, physical ability and age probably being the most

predominant differences, and, applied to engineering, the conflict between internal and

projected dimensions may explain some of the marginalization effects observed [Waller,

2003]. To address the diversity challenges, the focus of this study is gender. The method-

ologies presented in this work, however, can be applicable to directly other diversity issues

as well.
Diversity of the student body at academic institutions has immediate economic bene-

fits [Schäfer, 2006]. In an age where many academic institutions compete for enrollments,

in particularly in engineering, not drawing on the pool of women, for example, reduces

revenue. This has motivated many institutions to maintain a level of recruitment andmar-

keting activities ranging from open days, school visits, sometimes with special emphasis

on women, to maintaining some form of women in engineering activity. “A department’s

willingness to accept responsibility for maintaining a student-initiated program is an ob-

vious indicator of its stance toward women” [Kameda, 2011].
The image of engineering ismasculine - indeedwhich is a huge image problem [Tietjen,

2004]. The perception of engineering as masculine is, according to Phipps (2002) [Phipps,

2002] a reason for the femaleminority. Hence themale over-representation and perception

both cause and are caused by the underrepresentation of women. To achieve change, it is

not new advantages or special measures that need to be created for women, in fact many

of those create further resentment in men. It is men that really need to be convinced of the

benefits of and the need for change.

While in Australia 15% of the undergraduate engineering enrollments are women, in
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the workforce this reduces to 5% [Roberts and Ayre, 2002]. Low retention has been at-

tributed to “the unfriendly, even hostile culture of engineering” and the discrepancy be-

tween the need of women to “work cooperatively, and with a holistic perspective” as op-

posed to the more established hierarchical arrangements. In academia the “difficulty in

collaborating with colleagues” leads to job offer rejections, marginalization of women in

engineering positions and retention generally tends to be very low [Boyce et al., 2002].

Overall, educating men about the benefits of the diversity will alleviate the path to-

ward a more friendly acceptance of women in STEM. Also educational programs at stu-

dent level much depend on learning style and curriculum content where practices that

enhance self-esteem and confidence are seen as valuable [Williams et al., 2002] as well as
other incentives to interest women in pursuing education and career in engineering [Malik

et al., 2018].

2.2 Social Movement

McCarthy et al. (1977) [McCarthy and Zald, 1977] studied the different approaches of un-

derstanding of social movement phenomena during the past decade and they concluded

that they were different in a number of respects specially in those of [Gurr, 2015], [Turner

et al., 1957], and [Smelser, 1963]. But, most importantly, the common theme among all of

social movements was described in [McCarthy and Zald, 1977] as follows:

Shared grievances and generalized beliefs (loose ideologies) about the causes and possible means

of reducing grievances are important preconditions for the emergence of a social movement in a

collectivity. (p 1214)

Later, Diani (1992) [Diani, 1992] proposed three shared criteria of what constitutes

social movements as follows:
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1. There is a network of informal interactions among a diverse group of individuals,

groups and/or organizations.

2. This network is engaged in some form of a political or cultural conflict.

3. There is an accepted sense of shared collective identity among the network.

Then Tilly (2019) [Tilly, 2019], adding a dynamic element to this, argues that social

movements, in addition to being a network of actors, are a series of contentious perfor-

mances, displays and campaigns such as processions, rallies, demonstrations, petition

drives, statements to media, and so on. James et al. (2014) [James and Van Seters, 2014]
combine these elements together and argue that there has to be formation of a collective

identity, development of a shared normative orientation, sharing of a concern for change of

the status quo, and occurrence of moments of practical action that are at least subjectively

connected together across time addressing this concern for change.

Overall, when we look at different definitions and criteria of social movements, there
are 4 main shared components as following:

1. Shared Cause/Goal

2. Collectivity (Action & Solidarity)

3. Actors/Users/Audience Participation

4. Resource Mobilization

As far as actors are concerned in social movements (SMs), there are 3 levels of people

participating in SMs [Braccini et al., 2019] (see Figure 2.1: left circles); The outermost ring

includes the mass of sympathizers who contribute with votes and the political strength of
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Figure 2.1: The 5 mains stages of a social movement

their numbers, the middle comprises a smaller number of active members committed to

the movement’s success and the innermost ring consists of formal leaders and coordina-
tors.

Social movements have different stages of development as they grow larger. There are

5 stages for SMs [Braccini et al., 2019] (see right side of Figure 2.1) :

1. Incipiency: masses of individuals exchange their similar concerns, hold occasional

meetings and communicate to build their momentum and shared identity.

2. Coalescence: SM starts adopting organizational structures and developing forms of

formal and informal organization.

3. Institutionalization: the SM presents a society-wide organization, with a large num-

ber ofmembers, sufficient resources, a division of labour andwell-known spokesper-
sons.

4. Fragmentation: the SM enters a divisive stage. People move away from the SM, either

because they have been co-opted by other forces or they are pleased with the SM’s

battles won.

5. Demise: either the SM has achieved its goals, or all its resources have been acquired
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by other forces.

2.2.1 Resource Mobilization

The resource mobilization theory, [McCarthy and Zald, 1977], is based on the notion that

resources, such as time, money, organizational skills, and certain social or political oppor-

tunities, are critical to the success of social movements. Resource mobilization theory was

the first to recognize the importance of influences outside the social movement. Also it

has been criticized for its assumption of the constancy of discontent and collective inter-

ests over time, its overemphasis of the significance of outside resources, and its inability to

adequately address social movements that begin with fairly substantial resources or those

instigated by some minority groups. But when it was revisited later in 2011, it became an

important element of recent social movement such as Egyptian Revolution [Eltantawy and

Wiest, 2011].
The main idea of resource mobilization is to increase the reward and decrease the cost

of joining the movement. It causes to increase the social motives for people which can lead

to increasing user participation which improves the probability of the movement success.

2.2.2 Activities

Milbrath et al. (1977) [Milbrath andGoel, 1977] looked at the individual’s level of commit-
ment to a social movement and explained the political participation in terms of activities

with increasing levels of effort and commitment, and to suggest that those at higher levels

still engage in lower level undertakings and that political activity is cumulative [Huggins,

2002]. Starting with apathy (no political participation), Milbrath’s hierarchy mapped out
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Figure 2.2: Hierarchy of activities in traditional movements

thirteen political activities into three increasing levels of participation and decreasing lev-

els of participants:

(1) spectator activities (the lowest level of commitment and effort andwith the highest

number of participants), (2) transitional activities (medium level), and (3) gladiatorial

activities (highest level of effort and commitment and with the fewest participants). The

hierarchy is illustrated in Figure 2.2.

Low level spectator examples include wearing political buttons or placing campaign

signs in one’s yard. Transitional activities require more effort, for example, attending a

political rally. And the gladiatorial activities require significant commitment, such as orga-

nizing a political party. In traditional activism, spectator activities require the least effort,

small amounts of time, insignificant amounts of money, and little thought or planning.

Transitional activities are a greater burden to participants. Donations of money and time
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are found in this tier along with people attendingmeetings and contributing to their cause

intellectually, physically, and financially. Last, gladiatorial activities command the greatest

commitment.

2.2.3 Leadership

When a social movement is launched, everyone would like to think there is an organizer

to initiate the movement [Schussman and Earl, 2004] . The characteristics of movement
leadership were studied in the previous research, for example; a number of scholars have

argued that significant activist biographies are important to movement leadership. In

[Oberschall, 1973], regarding early social movement research, it was argued that profes-

sional and highly educated movement leaders are recruited to their positions via a history

of political activism, student radicalism, and intellectual affinity to ideologies of protest

or reform. It also argued that the entry costs of leadership are high because leaders –are

exposed to considerably higher risks and penalties and have to expend more time, energy,

personal resources, and make more economic sacrifices than the followers who subse-

quently join a social movement when its nucleus is already formed (p 159). That is why

in most traditional movements the leaders are those with relevant experience on the topic

which is usually associated with an increase in age.

2.3 Hashtag Activism Campaigns

In the previous section, the components of traditional social movements were studied and

recently there is an increasing interest in studying them more [Rucht, 1991]. At the same

time, citizens around the world have become increasingly aware of and interested in the
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expandinguse of digital technologies –mobile phones and Internet-enableddevices, for ex-

ample –in campaigns for social and political change [Joyce, 2010]. Hence the term, "Digital

Activism" has been used by journalists, scholars, students, activists, and enthusiasts who

are interested in studying the intersection of digital world with social movements.

The creation of digital technologies has changed the landscape of activism and digital

activism - the use of various forms of digital technologies (e.g. blogs, videos, podcasts,

email, and social media) for activism purposes - has gained significant momentum in re-

cent years. Digital technologies enable activists in disseminating information quickly to a

larger audience through a multitude of channels for a social, political, economic, or envi-

ronmental change/cause [Joyce, 2010, Sandoval-Almazan and Gil-Garcia, 2014]. Activists

use networked technologies not only for creating and sharing information but for forming

public opinion, planning and calling for action, protect activists, as well asmobilizing both

online and offline resources [Bastos et al., 2014, Borge-Holthoefer et al., 2015,De Choud-

hury et al., 2016,Segerberg and Bennett, 2011,Vegh, 2013].

Similar to offline activism campaign, most of the digital activism campaigns or cyber

activism are either reactive or call for a proactive action [McCaughey andAyers, 2013]. Re-

active campaigning (e.g. regime change, government accountability, civil disobedience) is

often politically motivated and targeted against certain controls or the authorities impos-

ing those controls, meanwhile the proactive campaigns (e.g. disaster resilience, human

rights, anti-bullying, and racial equality) promote or highlight a cause with an aim for

achieving an certain objective [Bastos et al., 2014, De Choudhury et al., 2016, Sandoval-

Almazan and Gil-Garcia, 2014, Vegh, 2013]. Digital activism has not only been used in

developed countries but increasingly in the developing ones for resistance acts and or-

ganizing public protests [Bastos et al., 2014, Borge-Holthoefer et al., 2015, Eltantawy and
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Wiest, 2011,He et al., 2015,Khondker, 2011]. Contrary to offline activism campaigns, dig-

ital activism campaigns are not bound by time or place. Online users can participate and

engage without these restrictions to support the cause or get involved in registering their

protest [Sandoval-Almazan and Gil-Garcia, 2014].

Within the realm of digital activism, Internet-focused activism have become increas-

ingly common and the rise of social media has provided a new venue for networks to

come and act together [Van Laer and Van Aelst, 2010,Taylor et al., 2004]. These platforms

have allowed activists to cross borders of all kinds to connect, share and organize spe-

cially for women’s rights despite national and cultural divides [Higgs, 2015]. One of the

most interesting developments in digital activism in recent years is the rise of hashtag ac-

tivism when large numbers of postings appear on social media under a common hashtag

word with a social or political theme [Gunn, 2015, Yang, 2016]. Hashtags were initially

introduced by Twitter to classify tweets into common theme or topics to facilitate easy

search of specific messages and have been adopted by many other social media platforms

including Facebook and Instagram [Van Dijck, 2013]. Hashtags have evolved over time

and they are not only used for categorizing content but tailored and crafted by users for

various purposes such as events, branding, breaking news, and supporting causes. In re-

cent years, social media in general, and Twitter in particular has seen a surge of usage and

is commonly associated with furthering a number of social and political issues [Bastos

et al., 2014,De Choudhury et al., 2016,Eltantawy andWiest, 2011,He et al., 2015,Sandoval-

Almazan and Gil-Garcia, 2014, Tan et al., 2013], e.g. hashtags such as #BlackLivesMatter,

#YesAllWomen, #OccupyEveryWhere, and #BringBackOurGirls are regarded as some of in-

fluential cases of hashtag activism [Yang, 2016].

“Hashtag feminism”, or feminist activism has played a central role to inspire women
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Table 2.1: Three first stages of a digital activisms

SM Stages Incipiency Coalescence Institutionalization

Main Logic Connective Action Collective Action Controlled Collective
Action

SM
Organizational

Structures
Charismatic
Leadership

Fomalized Rules &
Roles Formal leadership

Use of Digital
Technologies

Freedom of use +
Discussion Initiation

Select valuable content
+ content producers

Select valuable content
+ Educate valuable
content producers

to fight gender inequities around the world by sharing their experiences and educating

people to help with creating a momentum from online personal expressions to online col-

lective action [Clark, 2016]. Online social movement, online campaign or activism, hashtag

activism, cyberactivism and e-movements are interchangeably used in the research literature

- as it has been the case when it has been referred to by its supporters and the media.

In Table 2.1, you will see the first three stages of digital activism [Braccini et al., 2019].

The differences between traditional SM and digital SM will be explained in the following

subsections.

2.3.1 Resource Mobilization

Incorporation of social media as an important resource for collective action and the orga-

nization of contemporary social movements is the core of digital activism. Also digital

activism needs social media as a key tool to form and publicize its identity. As we see

in Table 2.1, there is a difference between the first stage, Incipiency, and the second stage,

Coalescence, on Main Logic, as the the digital activism starts with Connective Action then
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it turns into Collective Action later in the second stage. Collective action is usually char-

acterized by unstructured actions and interactions among members of a network, often

occurring without central control [Wasko et al., 2005,Wasko et al., 2004,Nan and Lu, 2014]

whereas connective action is amore basic step before the SM is shaped on online social me-

dia completely and it is more loosely committing the actors to the values and goals of the

SM. Connective action is similar to collective action in that it involves individuals coming

together, but connective action purposefully utilizes IS (Information Systems) to organize

and communicate and often includes the use of social media [George and Leidner, 2019].

Also connective action focuses mainly on the activities performed by members of an SM

to attract and mobilize new members in the digital world [Bennett and Segerberg, 2012].

One difference between collective and connective action is in how participants align

with the values of a social movement. In traditional collective actions, participants are

nearly always aligned with the ideas of the social movement. However, connective action

does not demonstrate this trait and participants engagewith varying levels of commitment

and belief with the use of IT.
With the introduction of social media platforms, resource mobilization for digital ac-

tivism has become an easily accessible resource where everybody with a little bit of IT

knowledge can utilize and participate in their desired channels of communications. For

instance, social media in the Egyptian revolution is how it changed the dynamics of social

mobilization. Social media introduced speed and interactivity that were lacking in the tra-

ditional mobilization techniques, which generally include the use of leaflets, posters, and

faxes [Eltantawy and Wiest, 2011].
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Figure 2.3: Hierarchy of activities in digital activism

2.3.2 Activities

George et al. (2019) [George and Leidner, 2019] used Milbrath’s hierarchy of activities,

see Figure 2.2, to come up with the equivalent for digital activism, see Figure 2.3. In tradi-

tional SM activities, Figure 2.2, you will see that spectator activities provide little impact

while gladiatorial activities provide the most impact. But this is not so for digital activism,

where major impacts can be found in every tier. For example, a hacker can create chaos

with surprisingly little effort, and retweeting the time and location of a demonstration can

result in a million protesters. Another point is that Milbrath’s hierarchy increases with

commitment and effort while digital activism hierarchy tiers vary according to the digital

resources available. Digital resources include technical skills, technology artifacts, social

networks, internet and communications access here [Selander and Jarvenpaa, 2016].

Digital Spectator Activities are the focus of my work and they are as follows:
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1. Clicktivism: Clicktivism or slacktivism is “liking”, “upvoting”, or “following” an ac-

tivist social media post or blog. While clicktivism indicates advocacy, it does not

provide a voice to the participant to express original views. It is the easiest activity

in the hierarchy.

2. Metavoicing: is sharing, retweeting, reposting, and commenting on a social media post

created by another. It requires a little bit more dedication and interest from the user.

This is where my research fits in.

3. Assertion: This action describes social media content creation. It informs others via
video, audio, image, or text media. This is the highest level of participation in terms

of interest and workload.

2.3.3 Leadership

Traditionalmovements have formal, hierarchical “closed-access” leadership allowing lead-

ers to make decisions with relative autonomy. In contrast, digital activisms tend to depart

from such centralized decisionmaking in favor of more consensus-based decisionmaking.

Social media has introduced a novel resource that provided swiftness in receiving and

disseminating information; helped to build and strengthen ties among activists; and in-

creased interaction among them and attracts the rest of the world’s attention. These plat-

forms may be seen as an important, instrumental resource for collective action and so-

cial change empowering individual activists with sufficient knowledge of social media

resources who can help to bring the digital movements to life without a lot of social or

political movement experience. In another word, IT enables technical people with little

political or social knowledge to become the leaders of their movement as opposed to on-

line activismwhere leaders are expected to have deep knowledge of their cause and strong
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leadership background. These people are calledMovement Entrepreneurs.

2.4 Activism - Then and Now

Table 2.2: List of differences betweetn Traditional Activism vs Social Media Driven Hashtag
Activism Campaigns

Differences Traditional Activism Social Media Driven Hashtag
Activism Campaigns

Resource
Mobilization leaflets, posters, faxes, events, ... Social media platforms like

Facebook or Twitter

Number of
Participants

Successful social movements were
associated with large numbers of

participants.

Social media platforms provide
efficiencies that allow fewer
participants to have a greater

impact.

Age of
Participants

Greater participation was
associated with an increase in age.

Younger people with social media
skills are more likely to engage.

Leadership
Individuals with political or social

movement experience or
knowledge.

Anyone with good social media
skills but political or social
movement knowledge is not

necessarily required (Movement
Entrepreneurs).

Success Factors

An identified cause or campaign,
effort, worthiness, unity, number of

participants, commitment,
resources.

Social medial skills, access to the
internet, large social network.

Participants’
Connection

Attending meetings and
demonstrations, communications

via post (mail), manned
information tables.

Via social media through tagging
relevant hashtags.

Participants’
Activities

Political discussion, wearing a
symbol, ....

Liking, writing or retweeting a
tweet, ....

Marginalized
Groups

Marginalized groups were often
left on the sidelines because of a

lack of resources.
Marginalized groups have more

options to make their voices heard.
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There are a number of differences between traditional activism and hashtag activism

campaigns[George and Leidner, 2019] . Prior activism relied greatly on the number of

participants [Tilly, 2006], while a smaller number of digital activists can create a substan-

tial impact through the efficiencies afforded by technology. Participant age is another dif-

ference. Formerly, age increased as one increased their level of participation, with few

young people running for office or organizing campaigns. The opposite is seen today as

younger people tend to have the greater technical skills demanded at the higher levels of

the digital activism [Rainie et al., 2012]. The opportunity for marginalized people to be

heard is greatly expanded in digital activism compared to traditional activism [Schradie,

2018, Young, 2018]. As discussed before, leadership role has changed dramatically from

traditional activism to digital activism by virtually relying on social media skills. This has

created many opportunities for many with these skills to initiate their own movements

[Earl and Schussman, 2002]. Traditional movements required a lot of commitment and re-

source allocation from participants such as time, creating banner, organizing an event but

through social media with such as retweeting a tweet, people are notified of themovement

much faster. These differences are summarized in Table 2.2.

2.5 #ILookLikeAnEngineer Campaign

This dissertation has been motivated by an engineering diversity hashtag activism cam-

paign called #ILookLikeAnEngineer. This campaign is a good example of educating and

empowering women in engineering field that helps with the stereotyping issue discussed

before. Hence, this work has been formed based on this campaign and it will be further

analyzed through answering research questions.

In the U.S., starting with the suffrage movement, a history can be traced for women’s
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right that moves through the 60s and 70s leading to the 90s “new social movements” and

“post-feminism”. Within the “social movements” literature, women’s right and feminism

have garnered significant research and many of the theoretical developments have re-

lied on studying these movements to further our understanding [Rupp and Taylor, 1999,

Taylor et al., 1995]. In spite a long trajectory of social movements aimed at improving

women’s rights, there has been limited impact on women’s role in broadening participa-

tion in the workforce, especially in Science, Technology, Engineering, and Mathematics

(STEM) fields. The #ILookLikeAnEngineer therefore commonly shares issues of equality,

diversity, and justice with prior efforts and displays many elements that constitute social

movement in itself: it relies on informal interactions among supporters, the actors who

participate are engaged in a common social justice cause; and there is a sense of a com-

monly shared identity

The #ILookLikeAnEngineer Twitter hashtag was an outgrowth of an advertising cam-

paign by the company OneLogin. In late July 2015 the company OneLogin posted bill-

boards across public transport in the California Bay Area, especially at the BART train

stations, as a recruitment campaign. The billboards depicted different engineers working

in the company at that time. In this series of billboards, the engineers all wore black t-

shirts and were photographed from their head till about their waist. The billboards also

exhibited the engineer’s name, job description, and a very short quote alongside the photo.

One of the billboards depicted a woman engineer named Isis Wenger (now Isis Anchalee

and that is how we refer to her in the paper) and her photo attracted a lot of attention on

the Web (Figure 2.4).

Her image led to discussions online about the veracity of the campaign as some people

found it unlikely that she was really an engineer. Online comments stated that she was
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Figure 2.4: Billboard campaign featuring Isis Anchalee

“too attractive” to be a “real engineer”, among other demeaning comments. These online

discussions, according to Anchalee, prompted her to write a post on Medium, on August

1, 2015, responding to the stereotypical reaction her image in the ad had generated. She

stated in the post that, “At the end of the day, this is just an ad campaign and it is targeted

at engineers. This is not intended to be marketed towards any specific gender –segregated

thoughts like that continue to perpetuate sexist thought patterns in this industry.” On

August 3, 2015, in addition to a Tweet she updated her initial blog post to add a call for

action and an imagewith a Twitter hashtag: Do you feel passionately about helping spread

awareness and increase tech diversity? Do you not fit the “cookiecutter mold” of what

people believe engineers “should look like?” If you answered yes to any of these questions

I invite you to help spread the word and help us redefine “what an engineer should look

like #ILookLikeAnEngineer” (see Figure 2.5).

She wanted to show that she was not the only female engineer and also take some of

the attention away from her and towards the issue of diversity in engineering. “When

this is all in the past, I would like to have created a larger impact on the community than
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Figure 2.5: Start of ILookLikeAnEngineer hashtag activism campaign on Twitter

simply generating a Twitter presence. Spreading awareness is the first step, but I want to

help facilitate concise plans of action so we can create a genuine change. If you have any

personal input and advice that you think could help make a difference please feel free to

share it with me. You can help support us by checking out [link to a new billboard campaign

followed by link to an event].”

Her Medium post as well the hashtag received large support and the Twitter tag in

particular took off as a way for others to share their images and their ideas on the issue.

The hashtag soon saw significant media coverage not just in the US but also across the

Atlantic, particularly in the UK. The movement not only had an online presence but a

large event was organized in September 2015 in the Bay Area supported by a group. The

hashtag movement was started as a campaign to raise funds to be able to post billboards

across the Bay Area with the hashtag and photos; in effect, to take the online movement

into the offlineworld through a series of billboards. Overall, the use of the Twitter hashtag,

combined with media coverage and the decision to post billboards across Silicon Valley

turned the effort into a larger scale activism effort, in essence, a movement for recognizing
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women’s participation in engineering.
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Chapter 3: Real-Time User Type Classification

3.1 Introduction

In this chapter, I propose a specificwaywith the use ofmachine learning algorithmswhich

can help those engaged in social media activism to better target their messaging and im-

prove their engagementwith participants. It is commonly reported that one of the primary

deficiencies of social media campaigns is that they only engage those who are already in-

terested in the topic of the campaign, often creating “filter bubbles”. The other criticism

targeted towards activism campaigns on social media is that they reflect a form of lazi-

ness by participants (slacktivism) and online participation does not translate into offline

action. Many researchers and practitioners argue against this characterization of social

media campaigns by arguing that there are residual effects of participating in these efforts

and people who participate in social media activism campaigns are more likely to partici-

pate in other similar causes [Lee and Hsieh, 2013,Skoric, 2012]. There are other consider-

ations of such campaigns as well, such as whether they are being co-opted by other actors

- media, corporations - and to what extent.

As studied earlier, user participation is one of the principal elements of a social move-

ment. Anddiverse group of users/organizations plays an inescapable role in bringing peo-

ple together for the common goals. Although every online activism does not get molded

into a movement, social technologies create easily accessible platforms to support diverse

participation in social movements and allow users to engage with a social movement in
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ways that are different than participation in traditional social movements. In particular,

users can now connect loosely – through signaling their support via a tweet, for instance

– allowing for different forms of organizing or connective action. Hence, classifying user

type is important for identifying key actors in sustaining social movement. In a recent ar-

ticle, [Vaast et al., 2017] suggest that different users might take on different roles within

the activity, “complementary, interdependent roles that make up the connective action”.

These relationships, according to them, have not been investigated empirically and there

is a need to better understand social media that enable connective action [Vaast et al.,
2017]. Therefore, gaining insight into user demographics such as gender, age, ethnicity,

etc. [Bergsma et al., 2013,Volkova et al., 2015] is essential for promoting wider social en-

gagement. One of the most critical attributes among them is gender (user type) given the

prevalent gender stereotyping in the society. [Johri et al., 2018b] studied #ILookLikeA-

nEngineer campaign in different aspects, one of which was “what are the triggers that

provide momentum and sustain the campaign in the early stages?” It then identified 4

different triggers of activity to help the movement; 1) event-driven, 2) media-driven, 3)

industry-driven and 4) personality-driven. These 4 triggers or driving forces for the social

movement can be categorized into two entities: individuals and organization. By automat-

ing user type identification of the movement, we can have a more comprehensive analysis

on the movement. Moreover, [Malik et al., 2018] studied this movement in terms of user
participation in different regards. The user types of most retweets include, female, male,

company, university and online community. As you can see, these two papers show that

the presence of companies (non-individual entity) is prevalent in sustaining the move-

ment along with individuals(female/male). Thus, the key objective of this section is to

develop a method to automatically identify user types in real-time for supporting analysis
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of campaign dynamics, whether they are individuals or organizations [McCorriston et al.,

2015,De Choudhury et al., 2012,De Silva and Riloff, 2014] as well as female/male [Burger

et al., 2011,Chen et al., 2015,Bergsma et al., 2013].

3.2 Related Works

The rapid growth of social media in recent years, specially Facebook and Twitter, has led

to a massive volume of user-generated content including informal text and multi media.

This in turn has generated a great deal of research interest in aspects of social media, in-

cluding automatically identifying latent demographic features of online users specifically

gender(female/male) [Schler et al., 2006, Burger and Henderson, 2006, Argamon et al.,

2007,Mukherjee and Liu, 2010].

Tweets are tagged with many sources of potentially discriminative metadata, including

timestamps, user color preferences, icons, and images. In [Burger et al., 2011] the textual

sources of features such as screen name, full name, description and tweet text are used for

the classification task using both word and character-level ngrams from each field.

In [Chen et al., 2015], the interaction behaviors between Twitter users mainly include

following and friending in addition to other more implicit ways like favoriting, retweet-

ing and user mentioning. Also users’ own posts or self-descriptions are not used as tex-

tual sources but only those generated from their neighbors. A collection of tweets/self-

description aggregated from neighbors including followers and friends with up to 200

tweets per neighbor. To capture the lexical usage and topics, two types of linguistic fea-

tures are used, n-grams and hidden topic distributions derived from a Latent Dirichlet

Allocation (LDA)model. To enrich the feature set, profile images are used aswell. The im-

age features are based on the popular scale invariant feature transformation (SIFT) [Lowe,
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2004].
On the other hand, the presence and activity of organizations on social media plat-

forms has become interesting to be investigated further. Beyond corporate advertising and

customer engagement initiatives, organizations like political parties, social groups, and lo-

cal communities also use these platforms for communication and coordination [Golbeck

et al., 2010]. The ability to distinguish between organizational and personal accounts can

have significant advantages for applications such as election predictions [Tumasjan et al.,

2010], health monitoring [Schwartz et al., 2013a], and crisis response [Saleem et al., 2014].

Despite known organization activity on socialmedia and its affects on large-scalemeasure-

ments of human behavior, little is known about the scale of this presence. In [McCorriston

et al., 2015], a binary classification (personal or organizational) task is formulated with

user’s historical tweets using support vector machine algorithm.

One of the main drawbacks in prior works on user type categorization is that they are

computationally expensive due to the high dimensionality of feature representation ex-

tracted from textual data [Bergsma et al., 2013,Burger et al., 2011]. And also the sparsity

of available informationwith a user profile in real-time has led to dependence on historical

information such as the text of Twitter messages (tweets) from a user profile [McCorris-

ton et al., 2015] for feature extraction, keywords in tweets [Volkova and Yarowsky, 2014],

user mentions in tweets [Bergsma et al., 2013], and friends/followers information [Chen

et al., 2015]. Furthermore, all of the prior works havemodeled the user type categorization

problem as a binary classification (organization/individual or female/male) task and they

have not explored any differences in the characteristics of user types that may be specific to

the participation in a campaign community, in contrast to general user sample on a social

network. The main 4 related papers are summarized in Table 3.1.
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Table 3.1: List of main related works for real-time user type classification

Study Limitations Proposed Framework
[B

ur
ge

re
ta

l.,
20
11
] • Not Unified User Type Frame-

work

• Not Computationally Efficient

[B
er
gs
m
ae

ta
l.,

20
13
] • Non Unified User Type

Framework

• Not Real-Time

• Unified User Type Framework
(Individual (female/male) + Organization)

• Computationally Efficient
(Lower Feature Space)

• Real-Time
(no historical tweet or ego network, just one
tweet)

[M
cC

or
ris

to
n
et

al.
,2
01
5] • Not Unified User Type Frame-

work

• Not Real-Time

[C
he

n
et

al.
,2
01
5] • Not Unified User Type Frame-

work

• Not Real-Time

3.3 Contributions

The main contribution in this framework is a method for assisting real-time characteri-

zation of users involved in a social media campaign, specifically the ILLAE campaign on
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Twitter. Our findings suggest that female users are both more numerous and active than

males. Unlike other social movements, this campaign attracted a much higher number of

organizational participants and they are more engaged and tweet at a higher level. When

combined with other information that is easily available, this characterization can provide

information on which organizations and what messaging, etc.

Characterizing users has been attempted in many studies. Our aims in this work are

to improve on prior work in two aspects:

1. Characterizing not just individuals into male/female but also into individuals and

organizations.

2. Creating a process and framework that allows real-time analysis as opposed to using

information and features that can only be assessed or computed retrospectively.

Overall, I propose a user type classification framework with the following contribu-

tions:

• It is a unified approach to address user type classification problem by combining all

user types together, individuals (male/female) and organizations into one frame-

work.

• Our framework addresses Twitter API limitations by using features available in real-

time in the user’s one tweet and user profile for the classification task as opposed to

other methods which require additional information about the user or user’s social

network, such as friends, followers, and user mentions.

• The proposed framework encompasses features from multiple characteristics of in-

formation such as user profile’s description, name, tweet and profile images making

it comprehensive.
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• Although automatic user type classification suffers from several caveats such as low

recall [Minkus et al., 2015] and classification error [Yadav et al., 2014], it is very

computationally and financially efficient to study online social media activism in a

real-time manner.

3.4 Proposed Multimodal Analytics Framework

Here, I propose a framework with two different structures, hierarchical and flat, that uses

multiple types of information from a user’s one tweet and user profile information to clas-

sify the users into male, female or organization. This framework uses multi-modality of

information from a user: screen name, image, metadata, and a tweet text. I use two types

of structures, hierarchical and flat for this framework. For flat structure, Figure 3.1, the

framework is a multi class classification that was not used in any previous research as all

of the frameworks were binary classification. For hierarchical, Figure 3.2, the framework is

a two step binary classification. The first step is a binary classification that classifies each

user into individual and organization then for the second step, a gender database which

Tweet

Name

Text

Image

Metadata

Classifier

Organization

Male

Female

Figure 3.1: Proposed framework (Flat Structure) for user type classification with the help
of multi-modality of information
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Image

Metadata

Classifier
Organization

Individual Male

Female

Figure 3.2: Proposed framework (Hierarchical Structure) for user type classification with
the help of multi-modality of information

will be explained later, is used to determine male/female gender of the individual. In this

section, I explain every feature of these two frameworks as both use the set of same fea-
tures.

3.4.1 Name

Liu et al. (2013) [Liu and Ruths, 2013] showed that including name as a feature in existing

classifiers yielded a 20% increase in accuracy. So it is a good indicator of individual gen-

der, male/female. Besides, people participating in this kind of social movement, specially

ILLAE where its sole purpose is about engineering diversity for women, don’t usually

hide their names and actually would like their voice heard. Therefore, name is a great

discriminant feature for user type classification. I used a name database1 that tries to infer

a person’s gender from their name. This database is created by the data that came from

national statistics institutes and was accompanied by frequency information. A Twitter

user has a screen name and Twitter handle. Although some Twitter handles has some in-

formation about the user, with preliminary experiments, the performance on screen name
1https://github.com/tue-mdse/genderComputer
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is much higher than that of Twitter handle making screen name the input for the database

that classifies users into female, male, unisex and none. So it is highly effective for individ-

uals’ name but for organizations, additional information is needed that will be introduced

in the following sections.

3.4.2 Text

Understanding unstructured data, text, has been studied in different approaches. In prior

works, character-based features generated by n-grammethod (Bag of Word (BOW)) were

used to encode the text. But the main drawback of this method is the lack of generaliza-

tion to capture unseen input features because the model was unable to learn those fea-

tures that were not created in the training phase [Bergsma et al., 2013]). To overcome

this, I used an approach to analyze the language used in these texts by word-category

lexicon; the most widely used is Linguistic Inquiry and Word Count (LIWC), developed

over the last couple decades by human judges designating categories for common words

[Pennebaker et al., 2015,Pennebaker et al., 2003,Schwartz et al., 2013b]. By LIWC, the psy-

chological value of language in gender can be quantified with 15 different categories (93

subcategories) of language ranging from part-of-speech (i.e. articles, prepositions, past-

tense verbs, numbers,...) to topical categories (i.e. family, cognitive mechanisms, affect,

occupation, body,...), as well as a few other attributes such as total number of words used

[Pennebaker et al., 2015,Chung and Pennebaker, 2007].

As ILLAE’s collective action called for women working in engineering fields to post a

selfie with #ILookLikeAnEngineer, using linguistic feature from LIWC can be a good pre-

dictor for the gender of the individual as female. Also in[Johri et al., 2018a], LIWC was

used to filter out first-person tweets, then coded the content of those tweets into multiple
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categories. It found out the prevalent theme in these tweets from women expressing their

engineering identity. Also females use more emotion words [Mulac et al., 1990,Thomson

and Murachver, 2001], and first-person singulars, and they mention more psychological

and social processes [Newman et al., 2008]. Males use more swear words, object refer-

ences [Newman et al., 2008,Mulac et al., 1986]. Schwartz et al. (2013) [Schwartz et al.,
2013b] shows that female are more agreeable and exhibit more psychological tone in their

messages. All of this prove that using text with the help of LIWC helps with user type

classification task.
LIWC2015 was applied to the textual part of the tweet and the profile description of

the user and they were fed into the classifier as the text features.

3.4.3 Image

User profile images are very popular on social network and Twitter is not an exception.

This gives an opportunity to leverage the visual information provided by users. The inter-

esting property about them in an online social movement like ILLAE, asmentioned earlier,

people usually have their own profile picture and use their authentic account to partici-

pate in this cause. So most of user profile pictures of individuals are their own head-shot,

for example the first row of Figure 3.3. On the other hand, organizations most likely have

non-human profile pictures, for example the second row of Figure 3.3. So using an im-

age recognition framework helps us distinguish between individuals and non-individuals

(organizations) better.

There are many algorithms such as SIFT [Lowe, 2004], SURF [Bay et al., 2006] etc.

for image recognition task but due to handcrafted rules for feature extraction process in

these algorithms, I decided to use one of the automatic feature extraction algorithms such
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Figure 3.3: Few sample of user profile pictures, first row: individuals and second row: or-
ganization

as state-of-the-art Convolution Neural Networks (ConvNets). Among many ConvNets

models, I selected VGG-16 model – a 16-layered convolutional architecture – due to fast

computational capability [Simonyan and Zisserman, 2014]. The model takes a picture

and returns 1,000 probabilities, each of which is a weight to a class trained by ImageNet2

dataset.
VGG-16 trained with ImageNet dataset was used for user profile pictures to give 1000

numerical features for the framework.

3.4.4 Metadata

While content generated by users are important such as tweet, user profile description

and profile image, the user’s social network structure has also interesting features [Pervin

et al., 2014,Neppalli et al., 2016]. Organizations have usually high follower and low friends

count and have verified status. In Figure 3.4, you can see few examples of the organiza-

tion. So these metadata help the framework identify organization better. The metadata of

social network structure used in the frame work are followers count, friends count, tweets

2http://www.image-net.org
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Figure 3.4: Few sample of organization account

(statuses) count and verified status.

3.4.5 Model Fitting

Based on the feature sets explained in the previous section, the following 4 categories of

features are created:

• Name: Given user name, it predicts gender categories; female, male and unisex (3

categorical)

• Text: Given a tweet text and profile description, it gives you features of LIWC. Except

for word count, others are the percentage of each category (2 ∗ 93 = 186 numerical)

• Image: Given user profile image, it returns 1000 probabilities to which image class

it belongs defined and trained in ImageNet (1000 numerical)

• Metadata: friends, followers and tweet counts with verified status (3 numerical and
1 categorical)

The expected output is the three classes: female, male, or organization.
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The feature space for the classifier, 1193 features, is much fewer than that of other clas-

sifiers, e.g.: more than 15 million in [Burger et al., 2011] or 83∗5 in [Alowibdi et al., 2013].

3.5 Datasets

For this classification, two datasets of users from Twitter social network were used; one
domain-specific (online social campaign – ILookLikeAnEngineer) and one general dataset

(CrowdFlower3). Each dataset consists of the tweetmetadata (such as creation time, tweet
id, tweet text, location, user mentions and etc.) and user metadata (such as user’s screen
name, profile image, friends/followers/tweet count and etc.). The reason that the general

dataset was selected was to test the generalization power of the framework and see if it

is able to classify user types well. To test the stability of the framework in the training

phase, the following datasets were used as original (imbalanced) and balanced in terms

of training instances of each class. For making balanced dataset, random sampling was

done from the two majority classes as many as the minority class.The results from these

two kinds of dataset split showed the robustness of the framework against imbalance issue.

3.5.1 ILookLikeAnEngineer (ILLAE)

The domain-specific dataset was based on ILookLikeAnEngineer campaign, an engineer-

ing diversity campaign as explained in the introduction section. The dataset was first

collected from Twitter using streaming API and based on three hashtags; #ILookLikeA-

nEngineer, #LookLikeAnEngineer and #LookLikeEngineer, as these hashtags were in-

terchangeably used. The time frame for the data ranges from August 3rd, 2015, the day

the hashtag was first used, until October 15th, 2015, which is about 2 months after the first

3https://www.kaggle.com/crowdflower/twitter-user-gender-classification
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Table 3.2: ILLAE dataset with user distributions for imbalanced and balanced split

Male Female Organization Total

Imbalanced 353 451 630 1,434

(Original) 24.62% 31.45% 43.93% 100%

Balanced 353 353 353 1,059

33.33% 33.33% 33.33% 100%

initial surge of the campaign. The dataset consists of 19,492 original tweets from 13,270

unique users (individuals and organizations). Three reviewers from our research team

individually annotated 1,434 unique user profiles as female, male or organization. The

annotated user profiles were reviewed by the team and in case of a disagreement, the user

type was decided bymutual discussion. The distribution of each user type for imbalanced

and balanced training instances for ILLAE is shown in Table 3.2.

3.5.2 CrowdFlower

This dataset was used to train a CrowdFlower AI gender predictor 4. Contributors were

asked to visit a Twitter profile link and judge whether the user was a male, a female, or a

brand (non-individual). The dataset contains 20,000 user profiles, each with a username,

a random tweet, account profile and image, location, and even link and sidebar color. Be-

cause of multiple annotation results by different people, each row has a certain degree of

confidence signifying the likelihood of the majority gender. In order to make sure that I

4https://www.crowdflower.com/using-machine-learning-to-predict-gender/
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Table 3.3: CrowdFlower dataset with user distributions for imbalanced and balanced split

Male Female Organization Total

Imbalanced 3,644 3,939 2,454 10,037

(Original) 36.31% 39.24% 24.45% 100%

Balanced 2,454 2,454 2,454 7,362

33.33% 33.33% 33.33% 100%

worked on the cleanest data possible, I filtered every user type that had a degree of con-

fidence less than 1. After filtering the dataset, there are 13,926 users. Because most of the

URL of user’s profile picture didn’t work, I had to recollect the users’ data fromTwitter API

based on their Twitter handle. At the end, I was able to retrieve 10,037 unique users. The

distribution of each user type for imbalanced and balanced training instances for Crowd-

Flower is presented in Table 3.3.

3.6 Experiments

3.6.1 Preprocessing

Once all features are generated as described before, both log-count and normalization of

each feature vector were used as preliminary experiments show the improvement com-

pared to the original data. Some of the user profiles have no image or non-working image

URL. Therefore, single imputation was used to replace the non-existing feature value for

the respective user by using the average of existing values of that particular feature.
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3.6.2 Support Vector Machines as Classifier

The features after preprocessing become ready to train the SVM classifier for the predic-

tion task. The reason for employing an SVM classifier is due to SVMs becoming one of the

most popularmachine learning techniques and has been proven effective in non-linear fea-

ture space due to the kernel use. SVMs have shown great success in difficult classification

problems and have a solid theoretical foundation in statistical learning theory [Vapnik,

1995,Vapnik and Vapnik, 1998]. The hyper-parameters for SVM used in the experiments

are presented in Table 3.4.

Table 3.4: List of Hyper-Parameters of SVM used in the experiments

Type Hyper-Parameter

A
lg
or
ith

m

SVM

kernel=[linear, poly, rbf, sigmoid]
cost = [0.01, 0.01, 0.1, 1, 10, 100, 100]

gamma = [0.001, 0.01, 0.1, 1]
coef0 = [0.1, 1, 10, 100]

degree = [2, 3, 4]

3.6.3 Model Selection

There are different methods for model selection 5. Hold-out cross validation was used
for training and testing the framework and the baselines. 20% of the dataset was held

out for the final testing and the rest of it (80%) was used for 10 fold cross validation. For

5For other methods, go to appendix in Model Selection section.
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performancemeasure in hyper-parameter optimization for eachCVphase, “accuracy”was

used. Then based on the best set of hyper-parameters in cross validation phase, the training

set was used for training then it was tested against the held out test set. “Accuracy” and

“F1 score” for each class were used for performance measure of each model. To compare

each classifier, I used McNemar’s test [McNemar, 1947] which is a non-parametric test

used to analyze matched pairs of data 6. This test is better suited here instead of paired

sign test or t-test as these both statistical tests have a prerequisite for the data that both

of them should be independent from each other whereas this fails when comparing two

classifiers trained from the same dataset. Mc Nemar’s test doesn’t have this prerequisite

and it makes a better and robust statistical test for result comparison. The smaller the p-

value, the stronger evidence it is that one classifier has better performance over another.

The p-value threshold was set 0.05.

3.6.4 Baselines and Frameworks

As there two types of classification structures, flat and hierarchical, there are the following

baselines along with the proposed framework:

• Flat: 3-class classification baselines with the proposed framework

1. Historical Tweets (Trained): uses the featuremodeling in [McCorriston et al., 2015]
7 .

2. Bag-Of-Words

3. Proposed Framework (Flat)

6For further explanation, go to appendix in Statistical Comparison section.
7https://github.com/networkdynamics/humanizr
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• Hierarchical: 2 step classification as discussed earlier, first step as a binary classi-

fication (individual/organization) then using the gender database, male/female are

determined.

1. Historical Tweets (Pretrained): uses the pretrained model from the data in [McCor-

riston et al., 2015] 7

2. Historical Tweets (Trained): uses the featuremodeling in [McCorriston et al., 2015]
7

3. Proposed Framework (Hierarchical)

Historical Tweets baselines has 110 features derived from last 200 tweets and user
metadata that are trained by SVM. Even though it uses historical tweets from the users

and it cannot be applied to real-time classification task, our proposed framework outper-

forms this as you can see in the following section.

3.6.5 Experimental Results

In this section, the experimental results of each dataset for imbalanced and balanced dis-

tribution will be analyzed and the best model will be used to analyze the entire hashtag

activism campaign in terms of user type distribution.

The results for imbalanced(original) distribution of the datasets are presented in Tables

3.5, 3.6 and for balanced distribution of the datasets are shown in Tables 3.7, 3.8. The results
are split based on their classification structure as discussed in the previous section.

The statistical comparison result with McNemar test were that both the frameworks

(flat and hierarchical) against 4 baselines in both datasets for both imbalanced(original)

and balancedwere statistically significant (p <0.05). Meanwhile, the proposed frameworks
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Table 3.5: Results from ILLAE dataset with imbalanced(original) distribution - 6.65% accu-
racy increase

Structure Frameworks Accuracy F1-Org(%) F1-Female(%) F1-Male(%)

Flat
Historical Tweets 70.77% 83.46% 68.37% 43.40%
Bag-Of-Words 70.42% 83.10% 70.10% 31.11%

Proposed Framework 88.03% 95.16% 84.82% 79.07%

Hierarchical
Historical Tweets (Pretrained) 81.34% 86.27% 82.93% 84.13%
Historical Tweets (Trained) 77.82% 82.35% 83.44% 78.69%

Proposed Framework 87.68% 94.35% 88.10% 87.88%

Table 3.6: Results fromCrowdFlower datasetwith imbalanced(original)distribution - 9.72%
accuracy increase

Structure Frameworks Accuracy F1-Org(%) F1-Female(%) F1-Male(%)

Flat
Historical Tweets 65.92% 69.75% 69.57% 59.03%
Bag-Of-Words 50.92% 55.11% 52.33% 46.97%

Proposed Framework 75.64% 79.62% 76.65% 72.13%

Hierarchical
Historical Tweets (Pretrained) 59.39% 69.50% 69.46% 70.89%
Historical Tweets (Trained) 60.49% 73.81% 68.96% 70.13%

Proposed Framework 73.13% 79.61% 70.16% 72.13%
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Table 3.7: Results from ILLAEdatasetwith balanceddistribution - 10.58% accuracy increase

Structure Frameworks Accuracy F1-Org(%) F1-Female(%) F1-Male(%)

Flat
Historical Tweets 68.90% 80.28% 67.13% 58.65%
Bag-Of-Words 63.16% 67.20% 66.67% 56.77%

Proposed Framework 87.08% 89.05% 84.85% 87.25%

Hierarchical
Historical Tweets (Pretrained) 76.56% 80.82% 79.67% 78.79%
Historical Tweets (Trained) 74.64% 76.81% 79.03% 81.20%

Proposed Framework 81.82% 87.88% 81.89% 87.14%

Table 3.8: Results from CrowdFlower dataset with balanced distribution - 3.12% accuracy
increase

Structure Frameworks Accuracy F1-Org(%) F1-Female(%) F1-Male(%)

Flat
Historical Tweets 69.25% 76.31% 69.51% 60.60%
Bag-Of-Words 51.26% 60.99% 48.72% 45.38%

Proposed Framework 72.37% 80.51% 70.34% 66.73%

Hierarchical
Historical Tweets (Pretrained) 59.47% 72.83% 67.97% 67.93%
Historical Tweets (Trained) 61.85% 78.46% 67.17% 65.28%

Proposed Framework 71.02% 81.82% 67.33% 68.26%

with imbalanced and balanced distribution were not statistically significant. It shows that
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accuracy as a performance measure for model selection is not a choice and running statis-

tical tests give a more plausible answer like McNemar here. But for the sake of result

comparison, I evaluate the improvement of the proposed framework (flat) as the per-

formance measure. That being said, in both cases (imbalanced and balanced) for both

datasets, there is an increase in accuracy in proposed framework against the other 4 base-

lines. For imbalanced(original) distribution, 6.65% and 9.72% accuracy increased in ILLAE

and CrowdFlower datasets respectively (Tables 3.5, 3.6). Also for balanced distribution,

we can see accuracy increased 10.58% and 3.12% in ILLAE and CrowdFlower datasets re-

spectively (Tables 3.7, 3.8). It shows that the proposed framework is robust to imbalance

dataset to some degree and can be used both in general domain and hashtag activism

campaign like ILLAE. An interesting observation here is the framework gives the highest

accuracy increase in balanced and ILLAE dataset which shows that the feature selection

in the previous section was very effective and relevant to the task as opposed the result

of CrowdFlower for balanced dataset which is the lowest. It also reinforces the idea that
the proposed framework works much better in the campaigns where people would like to

genuinely make the change and their authenticity of their account is more prevalent than

a general/randomdataset. Another observation is the proposed framework outperformed

the baselines with historical tweets. It shows that with a better feature selection from the
existing data, themore economically efficient and accurate framework can classify the user

types better.

The F1 score for each class is almost close to each other except in Bag-of-Words classifier

in Table 3.5. In this case, the difference between the weakest class and the next one is
huge (31.11% for F1-Male to 70.10% F1-Female). To figure out what caused this huge gap,

the word distribution for each class was calculated. The mean and standard deviation
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Table 3.9: User type distribution for cluster analysis in entire ILLAE dataset

Male Female Organization

cluster 1 183 171 172
cluster 2 71 91 376

cluster 3 99 189 82

for each class is as follows: organization (30 ± 7), female (28 ± 9) and male (26 ± 9).

All of these distribution were statistically different (p<0.05). It means that male users in

the ILLAE campaign used fewer words to communicate, hence making it harder to be

separable. To further the argument, a cluster analysis was conducted to see how each

class was grouped. KMeans clustering algorithm was used with 3 clusters and each class

distribution of clusters are presented in Table 3.9. It shows that in cluster 2 is dominated

by organization and female user type has the majority in cluster 3, meanwhile in cluster 1,

all user types have almost the same instances. The cluster analysis reinforces the argument

thatmale userswere harder to be classified compared to other two user types; organization

and female.
To find out the user type distribution in the entire ILLAE dataset, the proposed frame-

work (flat) was trained with the annotated profile users (1434) and then was applied to

the rest of the users (11,863) to see the user type distribution in the entire dataset. For

those users with missing value in their features (e.g.: image), single imputation is used to

replace the non-existing feature value by using the average of that particular feature from

annotated user profiles. The user distribution of the ILLAE dataset, Table 3.10, shows that

female users are the most dominant user types in this online social campaign with 47.95%
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Table 3.10: User type distribution in entire ILLAE dataset

Male Female Organization Total

User 2,222 6,362 4,686 13,270

16.74% 47.95% 35.31% 100%

which is followed by organizations with 35.31%. Organization’s presence in this dataset

exceeding 35% is completely much more than that of a general/random dataset which is

less than 10% [McCorriston et al., 2015]. This confirms the fact that in an online social
campaign like ILLAE, organizations try to establish their presence to not only promote the

cause but also create a new venue to spread their message and gain more marketing share.

At last, male users did not engage in this social campaign as much as other user types as

the primary audience target for this campaign was female.

On the same note, I would like to see the tweet, retweet and favorite distribution for
each user types in the entire ILLAEdataset. In Table 3.11, female is themost dominant user

type in all of the categories as it shows the importance of this campaign among women.

Although the tweets created by female has the highest share, the percentages in retweeted

and favorited tweets from female are higher. It shows that female tweets were the center of

this campaign. Also the influence of the organizations on this campaign is noteworthy in a

sense that one of the main factors of sustainability in an online social campaign is the high

level of organization engagement to involve more people in the cause as they can mobilize

other resource like events, news coverage or advertisement and increase the exposure level.

Although these results are not completely accurate, it gives a good sense of user type

distribution in an online campaign in amuch faster, more economical and efficientmanner.
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Table 3.11: Tweet, retweet and favorite distribution in entire ILLAE dataset

Male Female Organization Total

Tweet 2,995 8,993 7,504 19,492

15.36% 46.14% 38.50% 100%

Retweet 8,464 47,764 33,422 89,650

9.44% 53.28% 37.28% 100%

Favorite 15,830 82,009 45,019 142,858

11.08% 57.41% 31.51% 100%

Therefore, it is a great tool for real-time monitoring of user type distribution participating

during the campaign course of action and helps people specially influencers of the cam-

paign to tune their messages.

3.6.6 Feature Importance Analysis

There are various ways to calculate and determine the importance and significance of the

features on a classification task but for multi-class classification problem and determine

the relative importance of each individual feature set together, I decided to train a frame-

work (flat) with each feature set, including text, image and metadata except for name as

it already gives out the individual gender(female/male). Each framework with a specific

feature set except for name was trained with both datasets with imbalanced distribution

to find the relative importance of each feature set to the user type classification task. The

result are shown in Tables 3.12 and 3.13.
An interesting observation is that the results from both datasets are consistent. The
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Table 3.12: Feature analysis results from ILLAE dataset with imbalanced(original) distribu-
tion

Feature Accuracy F1-Org(%) F1-Female(%) F1-Male(%)

Name 45.08% 0% 71.41% 73.20%
Text 67.50% 82.41% 63.37% 37.14%
Image 70.00% 87.77% 57.90% 49.02%

Metadata 57.67% 70.02% 50.62% 38.85%

Proposed Framework 88.03% 95.16% 84.82% 79.07%
(Flat)

Table 3.13: Feature analysis results from CrowdFlower dataset with imbalanced(original)
distribution

Feature Accuracy F1-Org(%) F1-Female(%) F1-Male(%)

Name 46.67% 0% 68.66% 70.11%
Text 62.02% 70.90% 65.02% 52.10%
Image 63.42% 72.94% 62.78% 57.30%

Metadata 48.70% 52.07% 56.47% 34.36%

Proposed Framework 75.64% 79.62% 76.65% 72.13%
(Flat)

classifiers with image feature set outperformed other feature set classifier in terms of F1

score of organization, 87.77% and 72.94% for ILLAE and CrowdFlower dataset respec-

tively. It shows that organizations are more accurately identified through their profile
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picture than other features including name, profile description, tweets, metadata. This re-

sults prove my hypothesis that organizations tend to use non-human profile picture. On

the other hand, name database is more effective and accurate in gender classification of in-

dividuals(female/male) and it outperformed all of the other feature set classifiers except

the proposed framework in terms of F1 score. This also shows that people are using their

real name in their account participating in this movement.

Another interesting observation here between these two datasets is F1 score of male

class is always less than that of female class except for that of their name database where

male class has a higherF1 score than that of female. It shows thatmen aremore easily iden-

tifiable through their profile names thanwomen. Another point is that men do not usually

follow common themes as opposed to women in terms of profile image and the content of

their tweets in both datasets are not as reflective of their gender as that of women.

3.7 Limitations and Future Works

The proposed framework has some limitations, particularly in image recognition section.

While investigating the performance of image feature set, the VGG-16model, it came tomy

attention that the convolutional network could not learn features differentiating user type

because of two important reasons. The first one was that few profile pictures of individ-

ual users were of organization type, hence the network failed to learn the discriminatory

features. The second reason was that female profile pictures with short hair were classi-

fied as male. The network was unable to learn masculine features such as beard which
differentiate male from female during the training.

To improve this framework, other user information like location, background profile

image, the color of the user profiles and other elements of the tweets such as hashtags,
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URLs andmedia (photos and videos) could be helpful with this framework. For example,

the content of the URLs andmedia might be relevant to the user type. Another interesting

thing that also deserves the attention is to see why men are hard to be classified in Twitter

in terms of the content and if there is another discriminant feature except for their name

which can bring F1 score of men closer to that of women.

3.8 Conclusion

This framework makes an important contribution to our understanding and practice of

how AI and associated techniques can help those engaged in social media movements

and activism campaigns. Our proposed framework make use of features from the diverse

mode of information using multiple data elements in one tweet such as user profile de-

scription, name, tweet and profile images and without extra information like user’s social

network structure (friends/followers), historical tweets, and other additional (user men-
tions) information making it comprehensive and robust. Hence, the multi-modality of

information provides the framework for the real-time analysis of user types and a more

nuanced assessment of users participating in an online activism campaign. For leverag-

ing social media for social good, using our framework, campaign directors can ensure that

their message is going through to the right audience. This work is also applicable to other

domains where identifying organizations, for instance emergency management, is impor-

tantwhere identifying female/male participants is crucial (any campaign directed towards

diversity of issues such as gender-based violence) since in these situations such as user

type classification in disaster response context, time and resources are very crucial and

limited, specially due to Twitter API limitation which makes it impossible to be extended

to many incoming user’s tweets which inevitably leads to service halt.
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Chapter 4: Real-time Retweetability Classification

4.1 Introduction

In this chapter, it is attempted to propose an approach to engage targeted audience in

the hashtag activism by creating more relevant and attractive content and increase the

engagement level for the given activism. One of the purposes of hashtag activism is to

build an online communitywhere people can spread the news, share their experiences and

exchange their ideas around the community’s goal. Preece (2001) [Preece, 2001] says that

there are two main components to build a successful online social community, sociability

and usability. In that regard, Preece (2000) [Preece, 2000] explains that one of the three

key factors that can contribute to good sociability is that the number of messages in the

online community indicates how engaged people are with the community, which is in

turn indicative of how well the community serves its purpose and goal. Online social

engagement here is defined as sharing or reposting a message written by another person.

People in online activisms like to create amessage thatwill build traction to help sustain the

movement. One of the promising characteristics of keeping people engaged in a cause is to

build an online reputable social presence. However, building a social reputation requires

time and planning andmost of people participating in online activisms are regular people

who would like to make an impact in their cause. So one of the few options available

to every user is to know how to create an attention grabbing message to be able to raise

awareness for the given cause. The focus of this framework is to help the activists to realize
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whether their messages are going to be attractive enough to engage people in the topic or
not.

As discussed before in the challenges of resource mobilization, online social media,

e.g. Twitter, has dynamic nature and is constantly changing which makes it extremely

time consuming and laborious to be analyzed manually. Moreover the lack of real-time

frameworks to help with the online activisms to spread their messages can be felt in the

literature. Most of the frameworks in the literature are comprised of an offline analysis

or a classification task where it needs to collect extra information to build the proposed

model such as historical tweets/retweets and ego-network. Meanwhile the applicability

of these models have been almost overlooked in real world situations. Due to a great deal

of concern in privacy, most of social media platforms have restricted the public access to

the users’ information to the point that it just allows to crawl his own personal information
1 or with limitations imposed in terms of time and count thresholds to download the in-

formation 2. These restrictions present an important challenge to the application of these

frameworks. The research question here is: "With the data collection constraints and fast paced

content generation on online social media, how can we increase the social engagement of a hashtag

driven activism in real time?"

People are encouraged to participate in an online activism by posting a picture with the

specific hashtag [Karbasian et al., 2018] or sharing their personal experience regarding an

incident [Clark, 2016]. As mentioned earlier, creating content to be attractive enough to

engage more people in the cause is one of the desired goals of activists. Text analysis

as unstructured data on Twitter has been studied in various ways such topic modeling

in [Naveed et al., 2011, Zhang et al., 2015b]. Moreover, one of the interesting elements

1https://developers.facebook.com/docs/graph-api/overview/rate-limiting/
2https://developer.twitter.com/en/docs/basics/rate-limiting.html
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of the textual content of tweets is hashtags that make them semi-structured inside and

semantically related to each other [Wang et al., 2016a, Wang et al., 2016b]. Due to the

usage and creation of hashtags in hashtag activisms, I hypothesize that the cluster of some

hashtags along with topics are likely to be more socially engaging and cause people to
retweet.

In this chapter, I will propose a framework which only relies on the user’s tweet and

some historical tweets of the given hashtag activism he is going to engage by writing a

tweet and predict if the tweet will be retweeted or not.

4.2 Related Works

In online social network, influencing and attracting the people to the message is one of the

major attributes that have been extensively studied in the literature. These studies have

been labeled differently for different research questions; retweetability [Chung, 2017], vi-

rality [Guerini et al., 2011], cascading [Cheng et al., 2014], information diffusion [Cheng

et al., 2018], influence maximization 3 [Chen et al., 2009] or etc. These works approached

the resharing content on online social network problem from different angels, such as the

cascade size of information diffusion in the network [Cheng et al., 2014,Cheng et al., 2018,

Kupavskii et al., 2012] or the influence of user’s ego-network [Purohit et al., 2011,Wang

et al., 2013]. These approaches were later formulated as a factor analysis or prediction

task. In this section, the premise of the problem is clearly defined and can be considered

as one of the retweetability problems with a defined set of constraints.

3It will be elaborated in this section.
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4.2.1 Influence Maximization

Online social network sites, such as Facebook and Twitter, have become successful plat-

forms to connect people and disseminate information rapidly. Their actual power lies in

allowing information and ideas to influence a large population in a short period of time.

However, to fully utilize these social networks as efficient information dissemination plat-

forms for different purposes like advertising, social awareness or political change, there

aremultiple challenges hindering their optimal usage. One of the key challenges is finding

influential individuals in a social network through whom the information can propagate

faster. Imagine the following scenario for this problem. A social activist comes up with an

idea to address a social issue that hasn’t been raised recently. She would like to create a

momentum in an onlineworld, e.g. online social network, where she could attract people’s

attention to the cause. But she has limited resources like money or connections to influen-

tial users. She comes up with an incentive (e.g. financial reward or online social promotion)

to be able attract a limited number of people. She hopes that these people would take this

opportunity and start promoting the given cause in his/her circle of friends leading to the

message propagation in the network. Now the problem becomes who to choose to influ-

ence largest number of people in the network referred to as influence maximization. With

the help of these online social media platforms, the problem can be mitigated easily but it

has also its own challenges. The social networks are large-scale, have complex connection

structures, and have dynamic nature which means that the solution to the problem needs

to be very efficient and scalable.

Domingos and Richardson [Domingos and Richardson, 2001,Richardson and Domin-

gos, 2002] are the first to study influence maximization as an algorithmic problem. Their

methods are probabilistic, however. Kempe, Kleinberg, and Tardos [Kempe et al., 2003]

68



are the first to formulate the problem as the following discrete optimization problem. A

social network ismodeled as a graphwith vertices representing individuals and edges rep-

resenting connections or relationship between two individuals. Influence are propagated

in the network according to a stochastic cascademodel. Three cascademodels, namely the

independent cascade model, the weight cascade model, and the linear threshold model,

are considered in [Kempe et al., 2003]. Given a social network graph, a specific influence

cascade model and a small number k, the influence maximization problem is to find k

vertices in the graph (refered to as seeds) such that under the influence cascade model,

the expected number of vertices influenced by the k seeds is the largest possible. Kempe

et al. presents a greedy approximation algorithm applicable to all three models. They

also show through experiments that their greedy algorithm significantly outperforms the

classic degree and centrality-based heuristics in influence spread.

Chen et al .[Chen et al., 2009] tackled the efficiency issue of influence maximization by

improving the algorithm proposed by [Kempe et al., 2003] and also by proposing a more

efficient and faster heuristic for determining the influence spread.

The problem formulation of influence maximization present two issues in the context

of efficient resource mobilization for online social movement. Firstly due to the limita-

tion imposed by these online social media, it is impossible to be able to construct a social

network graph whose individual’s influence spread will be evaluated. Secondly due to

the limited resources available to individuals or activists willing to promote their cause,

financial benefit or similar rewards will be unavailable to be utilized. Those being said,

the influence maximization approach cannot address the issue explained earlier for such
movements.
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4.2.2 Retweetability

In the literature, it can be argued that the user’s online social status is more important that

themessage itself [Cheng et al., 2014] or the content of themessage is an important compo-

nent to have a positive effect in spreading in the online community as well [Petrovic et al.,

2011]. Some researchers focused on the types or content of tweets that are more likely to

be retweeted than others [Rudat and Buder, 2015, Rudat et al., 2014, Son et al., 2013, Sut-
ton et al., 2015a, Sutton et al., 2015b, Chung, 2017, Zaman et al., 2010]. Research also has

shown that the more frequently retweeted tweets are the ones that tend to be sentimental

and emotional, such as tweets that include news, describe negative consequences or emo-

tions or remind personal experiences [Rudat and Buder, 2015, Rudat et al., 2014, Stieglitz

and Dang-Xuan, 2013].

Event-centric hashtag analyses of tweets such as disastrous events, e.g. hurricane and

terrorist attack, show that tweets describing impacts fromhazardswere frequently retweeted,

whereas tweets expressing gratitude were less retweeted [Sutton et al., 2015a,Sutton et al.,

2015b] and also information including phone number, incident-related data, date or time

regarding an updatemake the tweets in these eventsmore important to be retweeted [Nep-

palli et al., 2016].

Other researchers studied technical factors (such as external links, hashtags, images,

videos, and the use of mentions in tweets) to find their effects on retweetability. Their

findings showed that tweets with hashtags [Bao et al., 2013, Son et al., 2013, Suh et al.,

2010, Sutton et al., 2015a] and multimedia, such as pictures, videos, and emoticons, were

more likely to be retweeted [Huang and Xue, 2015]. There were some studies around how

retweeting behavior was influenced by user- and network-related factors [Purohit et al.,

2011]. They showed that a message was more likely to be retweeted when the message is

70



in the follower’s areas of interests [Luo et al., 2013,Yang et al., 2010,Zhang et al., 2016,Wang

et al., 2013] andwhen themessagewas retweeted frequently bymany followers [Bao et al.,

2013, Zhang et al., 2015a]. In the unstructured part of tweet content, text understanding

has been studied extensively but using latent features like topic helped with the findings

of interesting topics in tweets [Naveed et al., 2011,Zhang et al., 2015b].

In Tables 4.1 and 4.2, youwill see the list of real-time and non real-time features used and

proposed in the 12 related papers that were discussed earlier alongwith the features of our

proposed framework (column F) which will be discussed in the following sections. They

are numbered from 1 through 12: 1-[Suh et al., 2010], 2-[Petrovic et al., 2011], 3-[Naveed

et al., 2011], 4- [Purohit et al., 2011], 5- [Luo et al., 2013], 6- [Wang et al., 2013], 7- [Zhang

et al., 2015a], 8- [Pervin et al., 2014], 9- [Zhang et al., 2015b], 10- [Zhang et al., 2016], 11-

[Neppalli et al., 2016] and 12- [Chung, 2017].

In these tables, the features are categorized primarily in terms of real-time and non

real-time accessibility. Then they are broken down to the types of features into user, con-

tent, network and temporal groups. There are three types of feature values in the table:

binary(B), categorical (C) and numerical (N). For the description of each feature, please

refer to the respective paper.

4.3 Contributions

The main contribution in this framework is a method to determine in real-time based on
the history of a given hashtag activism, in this case, two engineering diversity movements,

the ILookLikeAnEngineer and WomenInEngineering movements on Twitter, if a tweet that a

user is writing in the given hashtag activismwill be retweeted/reshared. It provides a tool

for relevant content creation of a tweet in a hashtag campaigns leading to raising more
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Table 4.1: List of Real-Time Features in Related Works and Our Proposed Framework

Ty
pe Feature 1 2 3 4 5 6 7 8 9 10 11 12 F

R
ea
l-T

im
e

U
se
r

Status N N N N N
Favorites N N N N

Age of the Account N N N N
Followers N N N N N N N N
Followees N N N N N N N
Verified B B B B B

Listed Count N N N
English B

C
on

te
nt

Hashtag Presence B B B B B
Hashtag Count N N N N

Average Hashtags Length N
Mention N B B N N B
URL N B B N B B B B
Media B
Photo B
Video B

Word Count N N
Character Count N N N

Reply B B B B
Sentiment (LIWC)-93 features N N

One Word Sentence B
Phone Number B
Measuring Units B
Date or Time B
Emoticons B
Cusswords B

Keywords-Manually Selected N B
Abbreviations B
Trending Words C
Novelty Score N
Bag-Of-Words C
Creation Time C

Temporal Weight N
Topics (LDA) N N N

Exclamation Mark B
Question Mark B
Term Positive B
Term Negative B

Emoticons Positive B
Emoticons Negative B

Sentiment (ANEW)-3 features N
Terms N

Tweet Embedding N
Clusters of Hashtags (LDA) N
Communities of Hashtags N
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Table 4.2: List of Non Real-Time Features in Related Works and Our Proposed
Framework

Ty
pe Feature 1 2 3 4 5 6 7 8 9 10 11 12 F

N
on

R
ea
l-T

im
e

U
se
r

Type C
Active Followers N N
Active Followees N N

Klout Score N
Gender B

C
on

te
nt

SimInterest N
Previous Retweet Count from a given user N
Previous Mention Count from a given user N

Manual Coding C
Retweet Count N
Retweet History N N

User’s Tweets Embedding N
Author’s Tweets Embedding N

Topics of Historical Tweets (LDA) N

N
et
w
or
k

AmplifierScore N
InformationStarterScore N

TransmitterScore N
PeopleAware(t-1) N
AveragePosition N

Weakly Connected Component N
Community Size N
ego Network N N

Te
m
po

ra
l

TimeOfDay C
DayOfWeek C

Age N
Same TimeZone B
PostTimeConsis N

awareness in the cause.
The mutual relationship between topic and hashtag was studied in sub-event discov-

ery and found promising [Xing et al., 2016]. I used this relationship to my advantage to

improve my retweetability framework which only relies on just one tweet information and

the user’smeta data and utilizes the latent features in the textual content of the tweet. With
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Tweet

Metadata

Text
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Sentiment

Topics

Communities

Classifier

Figure 4.1: Proposed framework for retweetability classificationwith fine-level and coarse-
level content-based features

the analysis of hashtags used in the tweets, our findings suggest that users using a specific

set of hashtags and topics are more likely to attract more people in the cause.

And also the proposed framework only relies on one tweet and requires no further

structural or historical information about the network and users. This characteristic makes
it interestingly applicable in real-world situations where it delivers the results in real-time

by ignoring the aforementioned limitations in social media platforms.

4.4 Proposed Framework

Here, I propose a framework that uses information from a user’s one tweet and user’s

profile information to classify the tweet as retweetable or not. This framework, Figure

4.1, uses two types of features: fine-grained- and coarse-grained- content-based features

[Naveed et al., 2011]. In this section, every component of the framework will be explained

along with the proposed framework whose feature sets can be found in Tables 4.1, 4.2

under column F.
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4.4.1 Fine-Grained Level Features

Fine-grained level features, or fine-level features, are constructed by extracting directly

from the tweet JSON and do require little or no processing [Naveed et al., 2011]. In tweet

JSON, there is a set of metadata stored that could help with the task of classification, but

some of them have been found quite helpful in the literature. Those data related to user

have been studied extensively and proven to be relevant to the task including statuses

(tweets) count, favorites count, followers count, followees (friend) count, listed count,
age of the account and verified status which is the most influential factor in this particular

task. If a user is listed many times, i.e., many lists follow him, this should mean that he

tweets about things that are interesting to a larger user population and if the account is

verified, it shows that that almost anything that celebrities write will get retweeted, and

thus having this feature should improve performance [Petrovic et al., 2011]. From the text,

word count, URL and media presence are included. And it also includes if the tweet has

any user mention and if it is a reply to another tweet.

From the hashtag(s), three features are extracted: if the tweet has any hashtag, how

many hashtags it has and the average length of hashtags. These features are easily calcu-

lated from any given tweet and will be given as a part of features for the classification task.

Eltantawy et al. (2011) [Eltantawy and Wiest, 2011] showed that using other hashtags

helps the movement grow as it is connecting to another similar movement like Egyptian

and Tunisian revolution. They can share the lessons learned through this exchange. This is

the similar case that we see here in WomenInEngineering and other similar hashtag driven

activisms like WomenInSTEM and WomenInScience. It reinforces the idea that the set of
particular hashtags being used can increase the probablity of getting retweeted in the net-

work.

75



4.4.2 Coarse-Grained Level Features

Contrary to fine-grained level features, coarse-grained level features, or coarse-level fea-

tures, are constructed by the help of external information, e.g. human (LIWC) or pre-

trained model [Karbasian et al., 2018], or another source of data, e.g. topics [Naveed

et al., 2011] or tweets embedding [Zhang et al., 2016]. These features create a higher level

of abstraction from the data that are more interpretable and understandable by human

(e.g. topics or emotional sentiment). In the following, each coarse-level feature genera-

tion methodology will be explained.

Linguistic Inquiry and Word Count (LIWC)

Creating sympathy in the messages can be useful to attract more like-minded audience to

join the movement. It is associated to increase the social reward as it captures emotional

and psychological themes of the messages and encourage people to chime in and feel in-

cluded in the cause. Studies showed that emotional engagement are effective persuasive

devices. In the context of written communication, previous research has indicated that

emotional stimuli in terms of emotion words or emotional framing of messages may in-

crease the level of attention [Bayer et al., 2012,Kissler et al., 2007, Smith and Petty, 1996].

Hence increased attention may in lead to a higher likelihood of behavioral response to

emotional stimuli in terms information sharing [Heath, 1996, Luminet IV et al., 2000, Pe-

ters et al., 2009, Rimé, 2009]. Emotional content suchs positive (awe) or negative (anger

or anxiety), emotions have been found more viral. It can be argued that increased level of

attention triggered by by emotions in written communication are determinants of sharing

behavior.
As explained in the previous chapter, LIWC2015 was used for the textual part of the
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tweet to capture the features specially sentiment and psychological aspects of the tweet to

help with the retweetability prediction task.

Topic Modeling

Topic modeling has been used to find topics (cluster of words) in texts before and allowed

us to gain a better insight into what the texts are talking about at a higher level. In this

framework, I used the popular topic modeling technique called latent Dirichlet allocation

(LDA) [Blei et al., 2003], as it has been proven effective for finding discussion topics in nat-

ural language text documents [Naveed et al., 2011]. LDAworks as a clustering algorithm to

find semantically relevant words in the corpus and put them in a cluster of words (topic).

It is an open vocabulary approach to text analysis as it only relies on the documents at hand

and find topics according to them as opposed to the closed vocabulary approach, LIWC,

where predefined word-category lexicon is used to determine the sentiment and psycho-

logical tone of the document. Using these two approach together have been found quite

helpful to understand the text [Schwartz et al., 2013b]. Also as tweets are usually short

and they suffer from sparsity issue in topic modelingmethodologies, hashtags could serve

as weakly-supervised information for topic modeling, and the relation between hashtags

could reveal latent semantic relation between words [Wang et al., 2016b]. Therefore, I

hypothesize that using the cluster of various co-occurring hashtags shared in a social ac-

tivism campaign helps people from other similar movements to connect where they can

share the lessons learned through this exchange. The idea here is to apply topic modeling

to hashtags and find relevant clusters of hashtags that could contribute to retweetability.

Given a set of documents, LDA uses machine learning algorithms to infer the topics

and topic memberships for each document. In this framework, I used the implementation
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of the LDA model provided by MALLET version 2.0.8 [McCallum, 2002] 4, which is an

implementation of the Gibbs sampling algorithm [Geman andGeman, 1987]. The number

of cluster like other clustering algorithms should be prespecified as it falls into the hyper-

parameter tuning part of the framework that will be discussed later. The result of LDA is

(a) a set of topics, defined as distributions over the unique words in the tweets and (b)

a set of topic membership vectors, one for each tweet, indicating the percentage of words

in the tweet that came from each topic. As mentioned before, the highest-probable words

in a topic are semantically related, which together reveal the nature, or concept, of the

topic. This vector shows that LDA is a soft clustering algorithm that each tweet can have

probability of each topic.

LDA discovers K topics, z1, ..., zk. I denote the membership of a particular topic zk in

a document, i.e. the text of the tweet or the list of hashtags here, di as θ(di, zk). I note that

∀i, k : 0 ≤ θ(di, zk) ≤ 1 and ∀i : ∑1
k θ(di, zk) = 1. Then I define a threshold, σ, to indicate

whether a particular topics is “in” a tweet. Usually, a document will have between 1 and

5 dominant topics, each with memberships of 0.10 or higher [Blei et al., 2003]. However,

due to the probabilistic nature of LDA, sometimes topics are assigned small but non-zero,

e.g., 0.01, memberships to a document, and are can be considered noisy. Thus, by using

the σ threshold as a membership cutoff, I keep only the main topics in each document and

discard the probabilistic errors. Then for each document, I normalize the weight of topics

to be 1. σ is a hyper-parameter of LDA that will be specified later.

4http://mallet.cs.umass.edu
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Community Detection

Community detection is a clustering algorithm for graph-based problems. As opposed to

topicmodeling, community detection is a hard clustering algorithmwhere each data point

either belongs to a cluster or community completely or not. Each cluster is a set of nodes in

the graph that have more edges linking among its members than edges linking outside to

the rest of the graph [Gargi et al., 2011]. To construct the graphwith text, the co-occurrence

matrix of words can be used. The value of each item in that matrix can be either binary

or weighted. Due to the sparsity issue of text-generated graph as discussed earlier, I used

hashtag-generated graph then applied Louvain community detection algorithm5 to find

the communities of the hashtags that will be used for retweetability classification problem.

The feature extracted from communitieswill be the vectorwhose each item represents each

community. The value of each item is the presence of that community in the tweet; either

binary or weighted. The number of clusters In Louvain algorithm is determined by the

algorithm using maximizing each community’s modularity metric (Best_Louvain).

4.4.3 Model Fitting

As there are two possible outcomes of retweetability and all of the aforementioned fea-

tures take either real or binary value, the retweetability problem is treated as a binary

classification problem operated on feature vectors of the following format.

• Label: The fact of whether the tweet will be retweeted by another person or not. The

value is a binary variable which can be either positive or negative, and it serves as

the class label.

5Louvain algorithm is selected because of efficiency for large networks.
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• Fine-grained Level Features:

– Status: Number of user’s tweets

– Favorites: Number of user’s favorites

– Age of the Account: Number of days after the creation of user’s account

– Followers: Number of user’s followers

– Followees: Number of user’s friends (followees)

– Verified: If the user is verified or not

– Listed Count: Number of lists that user is being followed by

– Length: Number of characters in the tweet

– Word Count: Number of words in the tweet

– Hashtag Count: Number of hashtags in the tweet

– Average Hashtags Length: Average length (number of character) of hashtags in

the tweet

– URL: If the tweet has url or not

– Media: If the tweet has photo or video or animated gif or not

– Mention: If the tweet has any user’s mention or not

– Reply: If the tweet is a reply to another user’s tweet or not

• Coarse-grained Level Features:

– LIWC: 93 numerical values of the tweet from LIWC

– Topics (LDA): K 6 numerical values representing topic membership weights for

the text of the tweet from LDA
6It will be assigned in the hyper-parameter tuning section.
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– Clusters of Hashtags (LDA): K 6 numerical values representing cluster weights

for the list of hashtags in the tweet from LDA

– Communities of Hashtags: L7 numerical values representing cluster weights for

the list of hashtags in the tweet from Louvain algorithm

4.5 Datasets

For retweetability classification task, I used two datasets; both of which are hashtag ac-

tivsms for women’s issues in male dominant engineering world. The brief description is

provided for each in the following sections. You can see the statistics of both datasets in

Table 4.3.

4.5.1 ILookLikeAnEngineer (ILLAE)

The first dataset about hashtag activism toward engineering diversity is ILookLikeAnEngi-

neer campaign, as explained in the introduction section.

4.5.2 WomenInEngineering (WIE)

There are many gender equity and women empowerment movements created by women

in STEM field such as WomenInEngineering, WomenInSTEM, WomenWhoCode. #Wom-

enInEngineering was first used by an American student in April 2010 but it never caught

on until June 2013 when there was an article 8 about Roma Agrawal, structural Engineer

and STEM advocate, who was trying to change the perceptions of the industry.

7It is determined by the algorithm,Best_Louvain number of communities maximizing graph’s modular-
ity metric.

8https://www.theguardian.com/artanddesign/architecture-design-blog/2013/jun/26/
women-in-engineering
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Table 4.3: Statistics of ILookLikeAnEngineer andWomenInEnginnering datasets

ILLAE WIE

Time Span Aug 8,2015-Oct 15,2015 Apr 29, 2018-Sep 9,2019
(∼2 months) (∼16 months)

A
ll

Tweets 17354 8225
Users 11828 3,748

Tweets/User 1.47 2.19
Retweet Count 26,398 13,020

Retweeted Tweets 5,168 (29.77%) 4,288 (52.13%)

V
er
ifi
ed

Tweets 1,114 (6.42%) 565 (6.87%)
Users 457 (3.86%) 167 (4.45%)

Tweets/User 2.44 3.38
Retweet Count 9,169 (34.73%) 1,949 (14.96%)

Retweeted Tweets 853 (76.57%-16.5%) 411 (72.74%-9.58%)
(verified-total)

I collected the dataset based on #WomenInEngineering hashtag for almost 16 months

recently and unlike ILLAE, it is during the movement when the initial surge has been

relaxed.

4.5.3 Exploratory Analysis

In both movements, verified users were more active than non-verified users in terms of
writing tweets and getting retweeted. Although the social reputation, i.e. verified status in

Twitter, increases the probability of retweetability in both cases, more than 72% as opposed

to the overall retweeted percentage, the majority of the users, more than 94% users, are

non-verified and that reinforces the idea that the framework for non-verified or regular

users is needed to help them know how engaging their tweets should be to be retweeted.
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As you can see in Table 4.3, verified usersweremore active than the regular users in ILLAE.

As the task is a binary classification problem, to avoid the imbalance problem in train-

ing, wemade both datasets balanced by random sampling from themajority class as many

as the other class. In this case, for ILLAE dataset the number of samples per each class is

5168 and for WIE dataset is 3937.

4.6 Experiments

4.6.1 Preprocessing

Cleaning the textual data is the most important preprocessing part of text analysis. Hence,

I cleansed the textual content of the tweet in multiple steps. First, I removed any HTML

tags, URLs, emails, user mentions and hashtags. Then I applied the Porter stemming algo-

rithm [Jones, 1997]. The next step was to remove common English-language stop words.

Since 2-grams (equivalently, bi-grams) have been shown to increase the quality of text

analysis [Tan et al., 2002], I included the bi-grams as well for LDA model. To get more

meaningful words for each tweet, I used lemmatization technique which identifies the in-

tended part of speech and meaning of a word in a sentence. So I just used adjective, adverb,

noun and verb as accepted parts of speech. The final step was to remove less and highly

frequently used words from the tweets. I set the minimum threshold (no_below) for each

word and a percentage (no_above) of the documents for the maximum threshold. Once

all features are generated as described before, the values of features are standardized us-

ing z-score. You can find list of hyper-parameters for each feature in Table 4.4 at Feature

section.
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Table 4.4: List of Hyper-Parameters Used in the Experiments

Type Hyper-Parameter

Fe
at
ur
e

LDA

k = [25, 50, 75, 100]
no_below = [1, 10]
no_above = [0.5, 1]

σ = [0, 0.1]

Communities
k = [25, 50, 75, 100]

edge type = [binary, weighted]
value = [binary, weighted]

A
lg
or
ith

m

SVM

kernel=[linear, poly, rbf, sigmoid]
cost = [0.01, 0.01, 0.1, 1, 10, 100, 100]

gamma = [0.001, 0.01, 0.1, 1]
coef0 = [0.1, 1, 10, 100]

degree = [2, 3, 4]

4.6.2 Support Vector Machines as Classifier

The features after preprocessing become ready to train the SVMclassifier for the prediction

task like the previous chapter. The hyper-parameters for SVM used in the experiments are

presented in Table 4.4 at Algorithm section.

4.6.3 Model Selection

Hold-out cross validation was used for training and testing the framework and the base-

lines. 20% of the dataset was held out for the final testing and the rest of it (80%) was used

for 5 fold cross validation. For performance measure in hyper-parameter optimization for
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each CV phase, “accuracy” was used. Then based on the best set of hyper-parameters in

cross validation phase, the training set was used for training then it was tested against the

held out test set. “Accuarcy” and “F1 score” for positive class were used for performance

measure of each model. To compare each classifier, I used McNemar’s test [McNemar,

1947] and the p-value threshold was set 0.05.

4.6.4 Baselines and Frameworks

To see the relative importance of each feature set, the following is the set of features from

proposed framework:

• All: contains all fine-level features and coarse-level features.

• Content-All: contains just all of the content features.

• Content-Coarse: contains just coarse-level content features.

• Content-Hashtags: contains just clusters of hashtags and communities of hashtags.

• Content-Topics: contains just topics (LDA).

• Content-LIWC: contains just content features from LIWC.

• Content-Fine: contains just fine-level content features.

• User: contains just user’s metadata features.

The baselines for this prediction task that have only real-time features from Tables 4.1,

4.2 are as the following:

• Baseline-1: column 1 [Suh et al., 2010]
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• Baseline-2: column 2 [Petrovic et al., 2011]

• Baseline-3: column 3 [Luo et al., 2013]

• Baseline-4: column 11 [Neppalli et al., 2016]

4.6.5 Experimental Results

The results of ILookLikeAnEngineer and WomenInEngineering are demonstrated in Figure

4.2 and 4.3 respectively. They show the accuracy and F1 score for positive class achieved

by SVMs on 4 baselines and feature sets based on the best hyper-parameters in the model

selection phase.

Baseline-1
Baseline-2
Baseline-3
Baseline-4

User
Content-Fine

Content-LIWC
Content-Topics

Content-Hashtags
Content-Coarse

Content-All
All

69.17%
65.83%

62.35%
70.41%

66.8%
68.04%
68.04%

59.46%
59.31%

70.52%
75.33%

77.02%

70.09%
64.22%
64.39%

70.38%
64.09%

68.69%
69.18%

61.98%
58.37%

71.64%
75.46%

76.97%

ILookLikeAnEngineer

Accuracy
F-1 Score (+)

Figure 4.2: Experimental results of 4 baselineswith different sets of features fromproposed
framework for ILookLikeAnEngineer dataset

The statistical comparison results with McNemar test were that the framework (All)

against 4 baselines in both datasets were statistically significant (p <0.05).
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Baseline-1
Baseline-2
Baseline-3
Baseline-4

User
Content-Fine

Content-LIWC
Content-Topics

Content-Hashtags
Content-Coarse

Content-All
All

59.07%
57.61%

56.41%
58.38%
58.29%

60.03%
59.78%

58.22%
58.03%

60.27%
64.78%

67.32%

60.25%
59.86%

54.71%
60.1%

56.37%
61.65%

61.2%
60.74%

55.26%
61.51%

66.02%
66.35%

WomenInEngineering

Accuracy
F-1 Score(+)

Figure 4.3: Experimental results of 4 baselineswith different sets of features fromproposed
framework forWomenInEngineering dataset

Our observations on experiments are listed as following:

• I observe that the performance of the proposed framework (All) outperforms all

of baselines with statistically significant difference and increase of accuracy between

framework(All) and the best baselinewere 6.61%on ILLAEdataset and 8.25%onWIE.

It shows that adding relevant features to the task can contribute to the the perfor-

mance improvement. In this case, due to the nature of hashtag driven activism, the

abundance of hashtags could provide a set of latent features in terms of their mutual

relationship that were created through coarse-level feature extractionmethodologies

described earlier.

• Contrary to the findings in [Petrovic et al., 2011], just content-related features (Content-

All) are more indicative of retweetablity potential than just user-related features
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(User) which is online social status and the social network connections. It shows
the fact that the messaging and content in these two hashtag activisms are major

contributing factors that need to be looked into in more details.

• I also observe that there is no statistical difference between coarse-level features in-
cluding sentiment (Content-LIWC), topics (Content-Topics) and hashtags (Content-

Hashtags) in both datasets except for ILLAEwhere hashtags features are weaker than

user features but comparable. It is interesting that each coarse-level feature was able

to capture a latent aspect of tweets content and alone they are comparable to user’s

social network status. It seems like more latent features in this direction will be more
helpful with this task as well.

• Comparing the fine-level content features (Content-Fine) with coarse-level content

features (Content-Coarse), there is also no statistical significance. As explained ear-

lier, fine-level features are the metadata given in tweet JSON and there is little com-

putation done to extract them. On the other hand, coarse-level features are a higher

abstraction of the the text of the tweet. Understandingmore coarse-level features, i.e.

latent features in different modality of the data, such photo, video and hyperlinks is

definitely more helpful in such task.

4.6.6 Feature Importance Analysis

There are various ways to calculate and determine the importance and significance of the

features on a classification task. The standard approach to answer this question is to use

regression analysis for a binary classification problem. Since the retweetability problem

here is one of them, the suggested version of regression analysis is to use logistic regres-

sion. [Naveed et al., 2011]. Logistic regression is a generalized linear regression method
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for learning a mapping from any number of numeric variables to a binary or probabilis-

tic variable [Hosmer Jr et al., 2013]. In equation below, you see the formula of logistic

regression:

P (tweetj is retweetable | f) =
1

1 + e−(w0+Σiwifij)
(4.1)

f is the feature vector of the framework and the weights, wi, are associated to each

feature. As all of the features for the classification task have been z-score normalized, the
weights can be compared to each other. If a weight is around zero, the respective feature

has almost no effect on the retweetability whereas any positive and negative weight have

positive and negative effect on the task respectively. The results of the regression analysis

are presented in from Tables 4.5 through 4.10. They are broken down in the same group

as the features were explained earlier; fine-grained and coarse-grained.

Table 4.5 shows the weights of fine-level features. As LIWC has 93 features, I just show

theweights of the first and last three features in Table 4.6. Tables 4.7 and 4.8 are theweights

of the first and last topic along with the top keywords and one sample tweet for both

datasets; ILLAE and WIE. And finally Tables 4.9 and 4.10 are the weights of first and last

hashtag cluster using LDA with top hashtags and one sample tweet for both datasets as

well. In the following, I present my observations from the regression analysis:

• In Table 4.5, status count is one of the best indicators of retweetablity in both datasets

saying that the more status count, the less likely your tweet will be retweeted.

• In ILLAE, Followers Count has the largest weight showing that the more follower you

have, the more likely your tweet will get retweeted. Although Followers Count has

positive weight in WIE, but Length has the largest value. On another note, Listed
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Table 4.5: List of Weights for Fine-Level Features Learned from Logistic Regression for
ILookLikeAnEngineer andWomenInEngineering

Feature ILLAE WIE

Age of Account -0.132 -0.043
Avg Hashtags Length 0.014 0.06

Favorites Count 0.174 0.228
Followers Count 3.358 0.147
Friends Count 0.076 0.088
Hashtags Count -0.001 0.067

Length 0.369 0.387
Listed Count 1.459 0.035

Media 0.494 0.252
Mention 0.254 -0.181
Reply -0.159 0.036

Status Count -1.008 -0.1
URL -0.16 0.245

Verified 0.351 -0.193
Word Count -0.07 -0.428

Count is the second largest weight in ILLAE and Media is the second largest weight

in WIE. I can deduce that ILLAE movement was more driven by the more famous

and well-known people who merely used their social media reputation to promote

the movement message, [Johri et al., 2018b], whereas in WIE, the content has more

importance than user’s social media network.

• Table 4.6 shows the features from LIWC. To further study each feature, please refer

to their manual9. An interesting observation between these datasets is that the favor-

able tone of language being used in the tweets for retweetablity is informal whereas

netspeak, e.g. btw, lol, thx, has negative effect.

9https://liwc.wpengine.com/wp-content/uploads/2015/11/LIWC2015_LanguageManual.pdf
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Table 4.6: List of Weights for the First and Last 3 Features in LIWC for
ILookLikeAnEngineer andWomenInEngineering

ILLAE WIE

Feature Weight Feature Weight

function 0.559 informal 0.67
pronoun 0.307 affect 0.345
informal 0.26 female 0.196

... ... ... ...
netspeak -0.306 assent -0.285
affect -0.372 posemo -0.481

cogproc -0.45 netspeak -0.513

Table 4.7: List of Weights for the First and Last Features in Topics for ILookLikeAnEngineer

Topic Weight Keywords

Challenge News Ad 0.064 tech, challeng, women, stereotyp, industri, news, big, race, brave
Tweet: #Ilooklikeanengineer IsABig, BraveChallenge ToTech Industry Stereotypes http://t.co/Vbcskyrs5R #News
#Race #Women #Socialmedia

...

Spam News Ad -0.067 divers, campaign, ad, aim, tech, challeng, promot, preconcept,
spark

Tweet: Promoting diversity by challenging preconceptions: The #ILookLikeAnEngineer ad campaign aims to dispel
... http://t.co/6oo2s2Q5nE

• Tables 4.7 and 4.8 are for the topics from LDA. The topic for the Spam News Ad was

negatively correlated to the retweetability as there were many tweets with the same

content and they were considered spam by the users, even though the topic and the

keywords are relevant.

• Another attempt by a company using the hashtags for the movement can be seen in
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Table 4.8: List of Weights for the First and Last Topics forWomenInEngineering

Topic Weight Keywords

Robot Research 0.098 womeninengin, microsit, read, research, womenintech, rail, find,
articl, robot, contribut

Tweet: Vision-based control is a technique that uses visual features extracted from images to control the
motion of a robot, such as #drone navigation - find out more on this topic via our #WomenInEngineering
microsite: https://t.co/kQno5DQuYJ https://t.co/mXmozPKHgP

...
Doll Company -0.072 work, engin, teweek, lottietour, lotti, lab, week, meet

Tweet: Lottie trying out a dream job at Aston Martin! #LottieTour #WomeninEngineering #WES https:
//t.co/wt8frkggZg

Table 4.8 in the last feature. A doll company, called Lotti, used the hashtag to promote

its products but its tweets in the movement didn’t attract people a lot.

• Tables 4.9 and 4.10 are theweights for the hashtags clusters fromLDA.ChallengeNews

Ad in Table 4.10 has negative weight in terms of hashtags cluster as opposed to the

Table 4.7 where it has the positive weight in terms of textual content. It shows that

even though the relevant keywords were used to promote the site and products, the

tweets were less likely to get retweeted whereas STEM related cluster of hashtags

like INWED18, International Women In Engineering Day 2018, was more likely to get

retweeted.

4.7 Limitations and Future Works

Using the cluster of hashtags as one of its feature sets, this framework has the limitation

of being extended in other online form of activism except for hashtag-driven ones.

This work can be improved by the following points:
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Table 4.9: List of Weights for the First and Last Hashtags Clusters (LDA) for
ILookLikeAnEngineer

Topic Weight Hashtags

Employee Intro 0.119 inwed18, raisingthebar, womeninstem, engin, stem, transformthefutur,
yoe, divers, iwe

Tweet: Meet Francesca from #GE #OilandGas #Florence #Italy #ILookLikeAnEngineer #LooksLikeAnEngineer http:
//t.co/qGqiIX5wbk

...

Challenge News Ad -0.146 women, socialmedia, news, race, addwomen, twitter, winconf, nuclear,
digit, jasperengin

Tweet: #Ilooklikeanengineer IsABig, BraveChallenge ToTech Industry Stereotypes http://t.co/Vbcskyrs5R #News
#Race #Women #Socialmedia

Table 4.10: List of Weights for the First and Last Hashtags Clusters (LDA) for
WomenInEngineering

Topic Weight Hashtags

INWED18 0.102 inwed18, raisingthebar, womeninstem, engin, stem, transformthefutur,
yoe, divers, iwe

Tweet: Two weeks to go ! #WomenInSTEM #RasingTheBar #WomenInEngineering #SheCanEngi-
neer #INWED2018 #YearOfEngineering #STEM #ThisIsEngineering #INWED INWED1919 https://t.co/
rWZLIEq8Iv

...

Job Ad -0.072 maceng, macengphi, engineeringphys, physic, thinkengin, bigidea, flex-
iblework, womeninstem, glasgow

Tweet: NEW JOB 2 Project Civil Engineers needed to join Harleyhaddow in #Edinburgh ; #Glasgow! The
roles are 4 days/wk with plenty of flexibility. APPLY NOW or please share! https://t.co/nsOdSXGkWh
#flexibleworking #womeninengineering #womeninSTEM #Glagsowjo. . . https://t.co/d1jYUH2EZF

• As seen in the experimental results, fine-level content features are a great potential

to explore as they have been studied before in different tasks [Li et al., 2016]. Un-

derstanding media, photo and video along with the tweet as well as the analysis of

hyperlinks can be included as a set of coarse-level content features to increase the
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performance specially where using of photo in the tweet is encouraged in the move-

ment [Johri et al., 2018b].

• Petrovic et al. (2011) [Petrovic et al., 2011] shows that the hour of tweeting affects

the retweetability probability. In this regard, the temporal aspect of the tweet can be

considered as an element of improvement to the task.

• Although this framework is focused on the applicability in the online social media

platforms’ current policies, the next step can be a recommender system which rec-

ommends highly probable tweets to a user based on his social network metadata

and his recent tweets in the given activism. This system helps users to come up with

a retweetable content which will eventually help the given movement grow in the

network and spread the messages.

• SVM was used as the classification algorithm due to it non-linearity capability. But

a specific classification framework can be devised using all of the relevant features

with the help of deep neural network such as the work in [Zhang et al., 2016] as it

has been proven useful to different variety of classification tasks.

4.8 Conclusion

In this chapter, I presented a real-time retweetability prediction framework to help a hashtag-

driven activism spread the messages in the social network. This framework was tested

against two hashtag activism datasets and outperformed all of 4 baselines with more than

6.61% and 8.25% accuracy increase. This framework only relies on the given tweet data

to make the prediction and is deemed practical and real-time. This framework instead

of getting extra information about the user’s social network and his historical tweets that
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cannot be accomplished by the limitation imposed by online social platforms (in this case,

Twitter), focuses on the features available in the content of the tweet and tries to extract
latent features helping the prediction task. Focused on hashtag-driven activisms, it tries

to find a set of features relevant to the data and in this case hashtags which eventually

helps with the retweetability task. This framework helps messages propagate in the given

hashtag activism more efficiently and faster.
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Chapter 5: Discussion, Future Works and Applications

5.1 Discussion

The focus of this dissertation was to study the issues inhibiting the growth of engineering

diversity related hashtag activisms and propose solutions to improve the resource mobi-

lization in such movements. This work provided two analytical frameworks to address

the challenges facing hashtag campaigns in terms of user participation and messaging.

Those frameworks were intended to help the activists and regular users to raise aware-

ness through online social movement for their desired audience such as families, students

or female engineers to create a support system to keep them motivated in these fields.

Moreover these two real-time frameworks can be extended and utilized in other hashtag

campaigns as long as the underlying hypothesis for each users are the same. These frame-

works improve the ability of a diverse range of people to participate in online campaigns

and to have their opinions heard in a more economic, efficient and faster approach. The

core of this work is in a direction toward a broad support for social good.

Each preceding chapter addressed the following goals:

1. It first studied STEM and identified the lack of URM diversity as a major issue, then

reviewed the existing solutions. Later socialmovement and its principal components

were studied. Then hashtag activism campaign was examined as a facilitator of the

change for diversity issue. Next the challenges for hashtag activism campaigns were
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Table 5.1: List of challenges and solutions for hashtag activism campaigns

Challenges Solutions

Resource
Mobilization

Online Social Media

• Dynamic nature and con-
stantly changing.

• Information overload.

• Machine Learning Algorithm.

• Real-Time Analysis: no extra in-
formation required.

Activities
Writing and sharing

a tweet

• Clicktivism, slacktivism or en-
gaged passivity

• Lack of collective identity and
solidarity

• Use of hashtag for SM
(Hashtag Activism)

• Message Analysis: understand-
ing what is resonating with users.

Leadership
Movement

Entrepreneurs

• The mass of personalized
messages. (the clear messages for
collective actions are hard to find.)

• User Analysis: understanding
who is participating and what kind
of data resonate with the users of the
social movement.

presented with the corresponding solutions. You can see the challenges/solutions

that were addressed in this dissertation in Table 5.1.

2. The overarching issue framing this dissertationwas: With the data collection constraints

and fast paced content generation on online social media platforms, how can we improve the

success of a hashtag activism by generating more engaging content for specific user type in

real time?

(a) A real-time analytical frameworkwas developed to identify user type of a hash-

tag campaign as individual (male/female) and organization, then the features
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salience showed that each user type was better identified by which feature set.

(b) A real-time analytical frameworkwas developed to determine if a tweet is likely

to be retweeted and spread in the given hashtag activism campaigns, then it

analyzed which features from the content including fine grained and coarse

grained features such as cluster of hashtags, topics and sentiment of the tweet

were more likely to be retweeted in two engineering diversity related hashtag

activism campaigns.

A summary of the findings with respect to the primary research questions is presented

in Table 5.2.

5.1.1 Research Question 1: Real-Time User Type Classification

One of the main components of a social movements are actors participating in a shared

cause as discussed before. Inspired bymanual analysis of an engineering diversity related

hashtag activism campaign, ILookLikeAnEngineer, identifying user type participation in on-

line social campaign helped us understand the movement in a deeper level specially for

triggers which helped the movement sustain and spread in the online world and tuning

the messaging for the targeted audience. Hence, an analytical framework was devised to

classify a Twitter user into three classes: organization, male and female in a real-timeman-

ner using different sets of features from a user and the content of the tweet. Although the

primary incentive of such campaign was to create a role models for females and break the

gender stereotypes in the engineering industry, the movements’ messaging was found ef-

fective to engage more organizations in the course of action where their participation was

more than 35% following women, 47%. It proves the hypothesis of first research question

that diverse group of users (i.e. individuals with organizations altogether) helps a social
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Table 5.2: List of research questions with their respective outcomes

Research
Question Analysis Outcomes (Solution Identified)

What is the user
type distribution
participating in
the campaign in

real-time?

Real-Time User
Type

Classification

• Analytical framework to identify user type as
individual(female/male) and organization in a
unified real-time framework. (Use of Hashtag, Ma-
chine Learning Algorithm, Real-Time Analysis)

• Image is a good discriminatory feature for orga-
nization whereas user name is a good predictor
of gender for individuals(female/male). (User
Analysis)

• Given the fact that ILLAEwas primarily targeted
toward women, organizations had a substantial
participation than expected (35%vs 10%on gen-
eral). (User Analysis)

Is a tweet going
to be engaging
enough to help

spread the
campaign’s
message in
real-time?

Real-Time
Retweetability
Classification

• Analytical framework to determine if a tweet is
going to be retweeted in a given hashtag cam-
paign based on the history of the campaign in
real-time. (Use of Hashtag, Machine Learning Algorithm,
Real-Time Analysis)

• The feature set of content was shown more im-
portant than user’s social network feature set.
(Message Analysis)

• Although the friends count is well correlated
to the retweetability probability, monetary gain
through advertisement were less likely to be
propagated in the hashtag campaigns. (Message
Analysis)

movement grow and spread in the online social network.

In terms of feature salience, it was shown that user profile pictures were a good predic-

tor of the organization type whereas user name is good indicator of the individual type. It
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proves the fact that organizations tend to use non-human profile pictures in their accounts

and users in thesemovements usually use their real names because theywould like to have

their voice heard and build an online collective identity.

This framework with the help of multi-modality characteristic of the features showed a

good level of resilience toward the imbalance data which makes a better and more reliable

tool for other hashtag activism campaigns compared to its counterparts that just rely on

one type of data.

5.1.2 Research Question 2: Real-Time Retweetability Classification

A real-time analytical tool was devised to determine if the content of the message is at-

tractive and relevant for the audience of a particular hashtag campaign (if it is going to

be retweeted or not?). This framework helps to increase the level of exposure of the mes-

saging in an online social campaign. It just relies on what is available in one tweet which

makes it highly applicable to the online social platforms such as Twitter where there are

restrictions imposed by the platform policies as one of the challenges of online campaigns

and also allows activists and regular users with limited resource to spread their messages

in the given movement efficiently .

This framework employed a set of fine grained features (e.g. length of the tweet, user’s

network metadata) and coarse grained features (i.e. cluster of hashtags, topics and sentiments).

As the final results showed, sentiment (LIWC) was the most performant feature set. It

proves the hypothesis that emotional conversation is leading to persuasion that eventually

triggers information dissemination. In the two engineering diversity campaigns, informal

tone of the messages was found the most retweetable quality in terms of sentiment. Also

monetary gain and advertisement were less likely to be propagated in the campaign as
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opposed to the STEM related topics were deemedmore retweetable and engaging in terms

of topics and cluster of hashtags.

Knowing what kind of content resonates with the audience of the movement helps

with promoting its goals and makes the information diffusion more efficient and faster

compared to other baselines in real-time.

5.2 Limitations and Future Works

The first framework can be applied in another general dataset or campaign as all of those

features are available regardless of the nature of the content. But it was shown that it

worked better for campaign data as people creating content are more authentic and honest

about their identity on Twitter rather than people on a general dataset (CrowdFlower).

The second framework was a specifically designed for hashtag activism campaigns

where multiple hashtags are used and they are used as one of the feature sets. Also with

the new tweets generated in the campaign, sentiments, topics and hashtags will change

overtime and the model should be retrained to increase the accuracy of the model.

Also these two frameworks use real-time information meaning extra information such

as user’s historical tweets is not required, using another source of information might im-

prove these frameworks.

This work can be improved in different ways. User type framework can be extended by

including other user information like location, background profile image, the color of the

user profiles and other elements of the tweets such as hashtags, URLs and media (photos

and videos). For retweetability framework, incorporating latent features of media, photo

and video alongwith the tweet aswell as the analysis of hyperlinks is definitely an interest-

ing research direction since one of the important features in activisms are media inclusion.
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Also to extend the idea of increasing the resharing likelihood with attractive and relevant

tweet, a recommender framework can be another efficient tool to recommend highly prob-

able tweets to a user based on his social network metadata and his recent tweets in the
given activism.

Although both frameworks used SVM as their classification algorithm due to it non-

linearity capability, using deep neural network such as the work in [Zhang et al., 2016] as

classification frameworks can lead to more accurate predictive capability.

5.3 Applications

As mentioned before, the first analytical framework can be applied to any other online

activism including hashtag activism campaigns and other online social media platforms

whereas the second frameworkwas framed to utilize the characteristics of hashtag clusters,

hence it could be applied to other hashtag activism campaigns.

In the first part of thiswork, real-time user type classification, although the results from

this framework are not completely accurate, it gives a good sense of user type distribution

in an online campaign in a much faster, more economical and efficient manner. Therefore,

it is a great tool for real-time monitoring of user type distribution participating during the

campaign course of action and helps people specially influencers of the campaign to tune

their messages. It also could be applied when understanding the initial phases of these

campaigns is important as long as the model was trained by another similar campaign.

This way, we can have a faster and more accurate messaging strategy to target the desired

user type at the early stage of campaign development.

The second framework provides a real-time tool for those participating in a hashtag-

driven campaigns to increase the likelihood of the content exposure by predicting the
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retweetability of a tweet beforehand then they can tune the content of the tweet to make it

more likely to be retweeted. As it relies on the content of the messages specially the clus-

ter of hashtags, it should be applied to hashtag driven campaigns. Although it cannot be

used for the initial phase of the campaign development because it needs some messaging

history to build the model, a model trained in one social media platform, such as Twitter,

could be applied to another one, such as Instagram, is an option for this framework to be

used.
Moreover these two frameworks are applicable to other domains where identifying

organizations, for instance emergency management, is crucial. In such situations, these

frameworks, user type and retweetability classification, become more critical where time

and resources are very crucial and limited since Twitter API limitation policies have made

it challenging to respond promptly unless extra information is not needed. Also they can

be utilized in online movements where identifying female/male participants (any cam-

paign directed towards diversity of issues such as gender-based violence) and efficient

messaging to the desired group of recipients are important and pivotal to the success of

the campaign.
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Appendix A: Model Selection

A.1 Performance Measures

In [Japkowicz and Shah, 2011], the following diagram, figure A.1, shows all kinds of per-

formance measures according to the type of the data and classification algorithm. As you

can see in the following figure, my problem is a multi-class classification problem that

accuracy is one of the options for performance measure of the model.

Figure A.1: Performance Measures
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A.2 Model Evaluation

Stratification: We have to keep in mind that our dataset represents a random sample

drawn from a probability distribution; and we typically assume that this sample is rep-

resentative of the true population – more or less. Now, further subsampling without re-

placement alters the statistic (mean, proportion, and variance) of the sample. Hence, when

splitting the data to different subsets of training or test, we have to make sure the statistics

of each subset is the same as the entire dataset. This process is called stratification which

makes sure that model evaluation is statistically sound.

A.2.1 Training-Test

The entire dataset is split into a separate training and test set with one hyperparameter

setting (figure A.2). The model is trained on the training set the prespecified hyperpa-

rameters and then it will be evaluated on the test set based on the performance measure

selected in the previous section. In this case, hyperparemeter optimization is not of con-

cern and this method does not show the real performance of the model, so it is not very
accurate.

Figure A.2: Training-Test split
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A.2.2 Training-Validation-Test

In this model evaluation, hyperparameter optimization becomes important and we would

like to find the optimal hyperparameters to evaluate the final model. So the entire dataset

is split into a separate training, validation and test sets. Then by using training set, a model

with a set of hyperparamters is trained and the evaluated by validation set. This process

is reiterated few times to find the optimal hyperparameters that yields a maximum per-

formance. Then a model with the optimal hyperparameters is trained over training and

validation sets and itwill be finally evaluated by the independent test set to get an unbiased

estimate of its performance.

Figure A.3: Training-Validation-Test split

A.2.3 Holdout Cross Validation

The holdout k-fold cross validation is as follows:

1. A separate test set is smapled from the data and put aside for final testing.

2. For each of the k subsets of the remaining data set D, create a training set T=D-k.

3. Train the model on T with a set of hyperparameters.

4. Test the model on k.
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5. Repeat the process for the remaining k-1 partitions such that the next partition is

treated as test and the rest will be used as training.

6. Overall accuracy of the model for that specific hyperparameter is averaged across all

k-partitions.

7. Another set of hyperparameters will be selected by a selection methods; i.e. random

search, grid search or bayesian.

8. The hyperparameters of the model with highest overall accuracy will be chosen for

the final model. Train the model on D with the optimal hyperparameters.

9. Test the model with the test set.

10. The performance measure of the model is calculated for model selection explained

in the next section.

So the following figures A.4 and A.5 show the process of this method

Figure A.4: The overall picture of the k-fold CV
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Figure A.5: The model with selected hyperparameters

A.2.4 Repeated Holdout Cross Validation

To have a more accurate model evaluation over the dataset, it is suggested to rerun the

holdout CVmultiple times and the final evaluationmeasure of themodel will be the statis-

tics of the repeated runs. This method gives a chance to more data to be in a test set and

gives more accuracy but it lacks the idea of giving each data instance a chance to be tested.

A.2.5 Nested Cross Validation

To overcome the shortcoming mentioned in the repeated holdout CV, nested CV suggests

to have two folds; outer fold and inner fold. Using nested cross-validation the model will

be trained for different k fold, 1 for each of the k outer folds, and the inner folds are used
to optimize the hyperparameters of each model (e.g., using gridsearch in combination

with another k-fold cross-validation. If your model is stable, these k models should all
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have the same hyperparameter values, and the average performance of this model is the

evalutaion of the model based on the outer test folds. If the results of the outer CV for
optimal hyperparameters differs a lot between folds, then this means that you cannot be

sure which hyperparameters set will generalize well over the entire dataset. To perform

the final hyperparameter tuning, you do the inner loop on thewhole data and pick the best

according to the same criterion you used in the nested CV. Then you fit it to the whole data

and that’s your final model, but the predictive performance of your model is evaluated by

the nested CV.

Figure A.6: The Nested CV
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Appendix B: Statistical Comparison

Comparing machine learning methods and selecting a final model is a common operation

in applied machine learning. Models are commonly evaluated using one of the methods

explained in the previous secion like k-fold cross-validation from which mean the perfor-

mance measures are calculated and compared directly. Although simple, this approach

can be misleading as it is hard to knowwhether the difference between the averaged mea-

sures is real or the result of a statistical chance.
Statistical significance tests are designed to address this problem and quantify the like-

lihood of the samples of measures being observed given the assumption that they were

drawn from the same distribution. If this assumption, or null hypothesis, is rejected, it

suggests that two models are statistically significant and we can choose a more optimal

model at the end.

B.1 Statistical Hypothesis Tests

Generally, a statistical hypothesis test for comparing samples quantifies how likely it is to

observe two data samples given the assumption that the samples have the same distribu-

tion. The assumption of a statistical test is called the null hypothesis and we can calculate

statistical measures and interpret them in order to decide whether or not to accept or reject

the null hypothesis.

In the case of selectingmodels based on their performance measures, we are interested

to knowwhether there is a real or statistically significant difference between the two mod-

els. If the result of the test suggests that there is insufficient evidence to reject the null

hypothesis, then any observed difference in model skill is likely due to statistical chance.
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If the result of the test suggests that there is sufficient evidence to reject the null hypothe-

sis, then any observed difference in model skill is likely due to a difference in the models.

So there are various ways to run the test.

B.2 Comparisons of Classifiers

The following tests are the summary of variousmethods and tests formodel selection from

[Dietterich, 1998] and [Demšar, 2006].

B.2.1 Averaging

Machine learning papers compute the average classification accuracies of classifiers across

the tested data sets. Averages are susceptible to outliers. They allow classifier’s excellent

performance on one data set to compensate for the overall bad performance, or the oppo-

site, a total failure on one domain can prevail over the fair results on most others. There

may be situations in which such behaviour is desired, while in general we probably prefer

classifiers that behave well on as many problems as possible, which makes averaging over

data sets inappropriate. Also averages are also not used (nor useful) for statistical tests.

B.2.2 Paired T-Test

It is common practice to evaluate classification methods using classification accuracy, to

evaluate each model using k-fold cross-validation, to assume a Gaussian distribution for

the sample of k models’ performance measures, and to use the mean of the sample as

a summary of the model’s measure. We could require that each classifier evaluated us-

ing this procedure be evaluated on exactly the same splits of the dataset via k-fold cross-

validation. This would give samples of matched paired measures between two classifiers,
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matched because each classifier was evaluated on the same k test sets.
Then the paired Student’s t-test will be used to check if the difference in the mean

accuracy between the two models is statistically significant, e.g. reject the null hypothesis

that assumes that the two samples have the samedistribution. In fact, this is a commonway

to compare classifierswith perhaps hundreds of published papers using thismethodology.

The problem is, a key assumption of the paired Student’s t-test has been violated. Namely,

the observations in each sample are not independent. As part of the k-fold cross-validation

procedure, a given observation will be used in the training dataset (k-1) times.

This means that the estimated performance measure are dependent, not independent,

and in turn that the calculation of the t-statistic in the testwill bemisleadinglywrong along

with any interpretations of the statistic and p-value. This observation requires a careful

understanding of both the resampling method used, in this case k-fold cross-validation,

and the expectations of the chosen hypothesis test, in this case the paired Student’s t-test.

Without this background, the test appears appropriate, a result will be calculated and

interpreted, and everything will look fine.

B.2.3 Wilcoxon Signed-Ranks Test

The Wilcoxon signed-ranks test ,[Wilcoxon, 1945], is a non-parametric alternative to the

paired t-test, which ranks the differences in performances of two classifiers for each data

set, ignoring the signs, and compares the ranks for the positive and the negative differ-

ences. This approachmakes fewer assumptions, such as not assuming that the distribution

of the performancemeasures is normal distribution. Although the test is nonparametric, it

still assumes that the observations within each sample are independent (e.g. iid), and us-

ing k-fold cross-validation would create dependent samples and violate this assumption.
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B.2.4 McNemar Test

The corrected version of paired T-test is McNemar’s test. In [Dietterich, 1998] it is recom-

mended to use the McNemar’s statistical hypothesis test in cases where there is a limited

amount of data and each algorithm can only be evaluated once. McNemar’s test is like the

Chi-Squared test, and in this case is used to determine whether the difference in observed

proportions in the algorithm’s confusionmatrix, figure B.1, are significantly different from

the expected proportions.

To apply McNemar’s test, [Everitt, 1977], the confusion matrix like figure B.1 from the

test results of the two models is constructed then by using the equation (B.1), under the

null hypothesis, with a sufficiently large number of difference; i.e. (e10 + e01) ≥ 20, χ2

has a chi-squared distribution with 1 degree of freedom. If the χ2 result is significant,

this provides sufficient evidence to reject the null hypothesis, in favour of the alternative

hypothesis that the two models are different.

Figure B.1: McNemar Confusion Matrix

χ2 =
(| e10 − e01 | −1)2

(e10 + e01)
(B.1)
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B.2.5 Friedman Test

This test is used when multiple classifiers over multiple datasets are to be compared. This

test ensures that overall which classifiers are different from each other. The requirement

for this test is at least the result of test for fivemodels over 10 different datasets is available.
It uses a ranking method of models and F-distribution, [Demšar, 2006].
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