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Stress is a major health concern that not only compromises our quality of life, but 

also affects our health and well-being. Despite its importance, our ability to objectively 

detect and quantify stress in a real-time, non-invasive manner is limited.  This capability 

would have a wide variety of medical, military, and security applications.  Under the 

dissertation research, we have developed a pipeline of image and signal processing 

algorithms for such a capability, which includes remote blood wave (BW) signal detection 

based on minor color intensity fluctuations in visible spectrum videos of the human skin 

during the cardiac cycle, and physiological stress measurements based on the temporal 

variability in these remotely detected cardiac signals.  

To detect BW signals reliably, we applied Principal Component Analysis (PCA) 

for noise reduction and Independent Component Analysis (ICA) algorithms for source 

selection.  A blind deconvolution (BDC) algorithm based on least squares (LS) 



 
 

minimization was then applied to the BW signals to determine peaks, which were then used 

to detect reliable RR-intervals, the intervals between the adjacent BW signal peaks.  The 

series of RR-interval values was then used to derive heart rate variability (HRV) features 

in both temporal and frequency domain. The stress significant features were then identified 

based on the paired t-test, which were then used with logistic regression (LR) classifier to 

discriminate stress states from the normal ones.  In addition, we have defined a new metric 

called differential pulse transit time (dPTT) as the difference in arrival time of BW signal 

at two separate distal locations, and have demonstrated its potential use for stress detection. 

The developed algorithms were tested against the human subject data collected 

under two physiological conditions using the modified Trier Social Stress Test (TSST) and 

the Affective Stress Response Test (ASRT).  This dissertation presents the developed 

algorithms and the stress detection results.  This research provides a proof that the 

variability in remotely-acquired BW signals can be used for stress (high and mild) detection 

with 92% likelihood of being correct, and a guide for further development of a real-time 

remote stress detection system based on remote HRV and dPTT. 
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CHAPTER ONE: INTRODUCTION 
 
 
 

Stress is a major health concern that not only compromises our quality of life, but 

also affects our health and well-being. Despite its importance, our ability to objectively 

detect and quantify stress in a real-time, non-invasive manner is very limited.  Through the 

means of our dissertation research, we contribute to such a capability, by combining remote 

heart beat detection through a visible spectrum camera and heart rate variability analysis 

in order to develop a compact, low-cost and possibly covert system for detecting stress.  

The research presented in this dissertation builds on two well-studied fields: remote 

detection of cardiac pulse signals using skin color variations in visible spectrum video [1]–

[6], and stress detection on the basis of heart rate variability (HRV) [1], [7]–[11] and pulse 

transit time (PTT) [12]–[15].   In this research work, we have demonstrated that it is 

possible to detect acute stress in a non-contact manner based on variability in the remotely 

acquired cardiac pulse signals. Remote cardiac pulse detection has been shown to be highly 

correlated with ground truth (ECG signal) measurements and, as such, enables the 

development of a remote stress detection method based on HRV and a new novel metric 

called differential pulse transit time (dPTT). 
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Problem Statement 

Stress is a major health concern that not only compromises our quality of life, but 

also affects our health and well-being. Despite its importance, our ability to objectively 

detect and quantify stress in a real-time, non-invasive manner is very limited.  This 

capability would have a wide variety of medical, military, and security applications.   

Proposed Solution 

We developed a pipeline of image and signal processing algorithms for a remote 

stress detection system, which includes remote blood wave (BW) detection based on visible 

spectrum videos, and physiological stress detection based the variability in the remotely 

detected cardiac signals.  The pipeline includes algorithms for: noise-robust RR-interval 

extraction, stress detection based on remote HRV-driven features, differential pulse transit 

time (dPTT) measurements based on the difference in arrival of a BW signal at two separate 

distal body locations, and stress detection based on dPTT.     

Significance 

A quantifiable technique to measure stress states without introducing additional 

stress due to the use of contact sensors will be valuable to many applications such as: in 

the medical field, it could help identify stressors in patients with anxiety disorders, 

supporting diagnosis and treatment; in the security field, it could be used for screening 

interviewees with the purpose of deception detection; in a time critical situation, in the 

military field, it may be used for treating wounded warriors in-transit or during long-term 

monitoring; in other time-critical situations (e.g., during an event, in-flight, etc.) it may 
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alert the control center to an emergency without the need for any additional communication 

from an operator.  Such remote stress detection based on visible spectrum recordings will 

enable a solution through the use of standard day cameras which are easy to use, 

inexpensive, non-invasive, light weight, and accessible. 

Objectives 

The main objective of this research was to develop a pipeline of algorithms for a 

visible spectrum based remote stress detection system.  The developed algorithms would 

facilitate the non-contact measurement of BW signals and dPTT, and stress detection based 

on their variability.  This research had three aims: 1) to characterize remotely detected BW 

signals and generate noise-robust RR-interval signals, 2) to develop noise-robust stress 

detection algorithms based on remote HRV, and 3) to determine dPTT and investigate its 

value for stress detection. 

For aim one, we: 1) designed controlled experiments and collected data on human 

subjects under approved protocols, 2) mitigated recording noise by collecting human skin 

reflectivity data under controlled lighting and relatively motionless conditions, 3) mitigated 

pulse broadening and phase noise by applying principal components analysis (PCA) [16], 

[17], 4) mitigated composite signal effects by applying independent component analysis 

(ICA) [18] and determined BW signals, 5) characterized the BW signals for optimal skin 

locations and colors, and 6) determined RR-interval timings by applying a blind 

deconvolution (BDC) algorithm using penalized regression [19]. 
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Under aim two, we: 1) identified relevant BW-driven features, 2) identified robust 

and relevant HRV-driven features for stress detection, 3) identified classification 

algorithms to distinguish stress states from the normal ones, 4) determined metrics to 

quantify results and generated ROC curves, and 5) applied the developed algorithms to the 

facial and palm video recordings in order to detect stress states. 

Finally, under aim three, we: 1) estimated dPTT based on the relative time shift 

between the remotely acquired BW signals in two distal body locations, 2) investigated the 

value of dPTT for stress detection, and 3) investigated the repeatability of the dPTT metric 

for stress detection. 

Innovation 

The main novelty of our research is that, to the best of our knowledge, this is the 

first study demonstrating that the variability analysis of cardiac pulse acquired in visible 

spectrum can be used for remote stress detection.  In order to do so, it was necessary to 

develop a pipeline of image and signal processing methods.  Therefore, the novelty was in 

the development of methods for noise-robust RR-interval extraction, stress detection based 

on remote HRV-driven features, dPTT measurements based on the difference in arrival of 

a BW signal at two distal body locations, and stress detection based on dPTT.  Unlike ECG 

signals, BW signals, which are the basis for the remote stress detection system, are more 

complex because they are a mixture of signals, such as heartbeat, respiration, motion, etc., 

and also are susceptible to various types of noise.  In order to obtain clean BW signals with 

peaks that represent ECG R-peaks closely, we have developed algorithms which involved 
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phase noise removal using PCA, source selection using ICA, and peak detection using 

BDC.   

The novelty within this research is in the development of methods for noise-robust 

RR-interval extraction, stress detection based on remote HRV-driven features, and dPTT 

measurement and its use for stress detection and measurement.  To increase the confidence 

in the remote stress detection system, BW signals were characterized for various skin 

colors and body locations, and optimal body locations were identified where the BW signal 

could be acquired with high signal-to-noise (SNR) values.  In addition, the effects of a 

commonly seen multiplicative noise introduced by human motion due to respiration and 

light flickering on BW signals was studied to understand any limitations introduced. 

 The algorithms for stress detection based on remote BW signals and their 

variability analyses facilitate repeatable and reliable measurements for stimulus response, 

under controlled environment and daylight conditions for many medical and security 

applications.   

Organization of Dissertation 

The balance of this dissertation is broken up into six chapters. Chapter Two covers 

the background literature on all of the topics covered in the dissertation and their relevance 

to our problem.  Chapters Three through Six cover the introduction, materials and methods, 

results, and discussion for the topics covered.  Chapter Three discusses our novel 

approaches for remote BW signal detection and clean RR-interval generation based on the 

BDC algorithm.  Chapter Four discusses our approach of identifying HRV-driven features 
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for stress detection and developing classifiers for HRV-based remote stress detection.  

Chapter Five includes a novel method that we have developed to determine dPTT 

employing the remotely measured BW signals at two separate distal locations, and its use 

for remote stress detection.  Chapter Six includes the studies we have conducted to show 

the robustness of our remote stress detection system against multiplicative noise.  Chapter 

Seven presents the summary of our research with the conclusions, impact of dissertation, 

future research areas, and final remarks.     
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CHAPTER TWO: BACKGROUND AND MOTIVATION 
 
 
 

Due to the importance of stress both in everyday life activities and in response to 

pathological conditions, many attempts have been made to monitor stress in real-time [20], 

[21]. Most of these attempts target activities regulated by the autonomic nervous system 

(ANS) as indicators of stress. The ANS is responsible for the fight-or-flight response, 

which is our body’s main physiological response to stress [22]. This is the part of the 

nervous system that controls involuntary actions such as the heartbeat, vasomotor, and 

sweat gland activity. Traditionally, heart rate variability (HRV) [23]–[26], sweat gland 

activity [27]–[29], and blood pressure [29]–[32] have been explored as stress markers along 

with more invasive markers, such as cortisol levels [33]–[35].  However, most of these 

systems require contact sensors, which may introduce additional stress to the subject, and 

are not appropriate if a covert system is desired. A method to track physiological stress 

remotely in a non-invasive manner will be advantageous to many applications (discussed 

in the Introduction chapter).  

In this chapter we discuss the current state-of-the-art in three main areas applicable 

to stress detection: 1) cardiac pulse measurement using contact sensors and its variability 

analysis for stress detection, 2) cardiac pulse measurement using non-contact sensors, and 

3) pulse transit time (PTT), the time that is required for the blood pressure wave (BW) to 
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cover the distance from the heart to a defined remote location in the body and its 

relationship with blood pressure.   

Heart Rate Variability (HRV) Analysis based on Contact Sensing 

Heart rate variability (HRV) can be an important indicator of several conditions 

that affect the autonomic nervous system, including traumatic brain injury, post-traumatic 

stress disorder and peripheral neuropathy [7], [9]–[11].  For many decades, contact sensor 

systems such as electrocardiograph [8], [10], [36]–[39] [40] and pulseplethesmograph 

(PPG) [41]–[43], [3], [44] have been used to measure heartbeat signals for the purpose of 

variability analysis.  These signals are then processed further to determine RR-intervals, 

the interval from the R-peak of one QRS complex to the R-peak of the next QRS complex 

(in ECG signal).  An RR-interval signal (a series of RR-intervals) is used to determine 

HRV-driven features (e.g., average, standard deviation, maximum, minimum, etc.), which 

are then used for discriminating one physiological condition from another.  Two major 

parts of HRV analysis involve clean RR-interval determination and then HRV analysis for 

a specific condition detection.   

Obtaining More Accurate RR-Intervals by Noise Removal 

Noise in the BW signal can significantly complicate extraction of the desired 

signals.  In order to obtain clean RR-interval signal for variability analysis, many 

researchers have designed denoising algorithms to remove artifacts due to the physical 

motion of the subject's body during measurement [45]–[51].   
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Lee et al. [51] developed noise reduction algorithms for PPG signals using a particle 

filter with 500 particles and have generated RR-interval signals.  These algorithms were 

tested against an experimental data, and noise reduction of 12.7% for stationary and 10.9% 

for the non-stationary (walking) conditions was achieved.  Zhu et al. [45] developed a 

method for sparse signal denoising based on compressive sensing.  Shaoxiang et al. 

developed a framework for signal denoising based on wavelet packet hidden Marko models 

[46].  Reddy et al. [47] developed a method to remove motion artifacts from corrupted PPG 

signals by applying Fourier series analysis on a cycle-by-cycle basis. Following their 

method, researchers achieved data compression by a factor of 12 which results in motion 

artifact reduction by 23 dB.  Durand et al. [48] developed a method for denoising signals 

by applying the wavelet transform method, which helped removing Gibbs phenomenon 

effects (the sharp discontinuities), while preserving the other structures.  Their results 

showed an improvement in the SNR values of the signals and reduction in visual artifacts.  

Yousefi et al. [49] developed a real-time, two-stage normalized least mean square adaptive 

noise canceller algorithm, which removed the motion artifacts introduced by various 

sources such as tissue effects and venous blood changes during body movements.  The 

results demonstrated a correlation of 0.98 for HR and 0.7 for SpO2 between the 

measurements from reference sensors and the developed algorithm output.  Selvaraj et al. 

[50] introduced a statistical approach to overcome the motion and noise artifacts (MNA) 

in PPG signals based on the computation of kurtosis and Shannon Entropy (SE).  The 

accuracy of the fusion of kurtosis and SE metrics for the artifact removal was 99.0%, 94.8% 

and 93.3% for simultaneously recorded ear, finger and forehead PPGs, respectively, 
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obtained in a clinical setting. This body of work has made significant advances in the 

important area of obtaining clean RR-intervals through noise removal. 

Heart Rate Variability Analysis for Stress Detection 

Many researches [8], [10], [36], [37], [39], [40], [44], [52]–[54] have used the 

variability in PPG and ECG signals for discriminating between two conditions (e.g., 

healthy or sick, normal or stressed).  While the HRV is usually detected as low- and ultra-

low-frequency activity in the RR-interval time series, time domain techniques have been 

developed that overcome the stationary assumption of the Fourier transform analysis, 

allowing better identification of both the presence of stress and stressors [8], [10], [36], 

[38], [54].   

In one study, Verma et al. [39] showed that the HRV-driven PPG-based features 

such as low frequency (LF), high frequency (HF) and ratio of LF over HF (LFHF) can be 

used to quantify parasympathetic influences and sympathovagal balance.  In another study, 

Lu et al. [44] showed that variability in PPG signals can be used to discriminate between 

two physiological conditions.  Their viability analysis showed that LFHF from both ECG 

and PPG driven features had a high significance (p<0.05), which helped with 

distinguishing two positions (upright and supine). Leschyshyn et al. [40] presented HRV 

as a periodically correlated stochastic process.  They used Neyman-Pearson Criterion, a 

coherent method for digital spectrum analysis to compute characteristics of non-

stationarity in HRV, and claim that the method can potentially be used for discriminating 

two physiological conditions. Luo et al. [52] conducted a variability analysis using PPG 
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data from 40 patients and identified that healthy patients can be discriminated from 

hypertensive patients using pulse wave transfer time(PWTT).   

Lin et al. [38] conducted a study in which variability in ECG recordings was 

analyzed for two conditions (resting state and during a driver-vehicle simulation).  Their 

results showed that the Lyapunov exponents has a reduction in signal amplitude with 

increasing stress level.  Boonnithi et al.  [10] studied six subjects under normal and stressed 

conditions and reported that the variability in mean RR-intervals, mean heart rate, low 

frequency power, and low frequency/high frequency power ratio have potential as features 

for distinguishing stressed subjects from non-stressed subjects.  Kim et al. [36] studied the 

effect of long-term variations in HRV on chronic stress levels.  Their analysis on ECG 

recordings from 23 subjects demonstrated that the high stress group shows significantly 

less HRV as compared to the low stress group.  Wu et al. [53] developed a system to extract 

HRV features from the ECG-driven signals for stress analysis and demonstrated that short-

term visual stress affects the HRV, but in the long-term stress decreases the HRV as the 

ANS adapts to the environment.  Choi et al. [55] developed an approach to detect mental 

stress using ECG recordings.  Their variability analysis on 3 subjects showed that the 

Principal Dynamic Mode (PDM) features are more stable and less subject-dependent as 

compared to the spectral features and therefore can reliably be used for stress detection.  

Sung and Pentland [8] proved that HRV can be a useful metric for stress and lie detection.  

Their HRV analysis on the experimental ECG recordings collected during a poker game 

was able to detect stress conditions with 82% accuracy.  Kaur et al. [24] demonstrated that 
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the HRV in ECG recordings can be used for multiple levels of stress detection using both 

logistic regression (LR) and linear discriminant analysis (LDA) classifiers.  

Currently, the primary method of deriving the HRV signal is to acquire the ECG 

signal, apply appropriate QRS detection algorithms to locate the R wave and its peak, find 

the RR-intervals, and perform suitable interpolation and resampling to produce a uniformly 

sampled tachogram.  This process sometimes result in errors in the HRV signal due to drift, 

electromagnetic and biologic interference, and the complex morphology of the ECG signal. 

Based on the literature, PPG signals that are similar to VIS spectrum based signals [56] 

have the potential to eliminate the problems with the ECG signal to derive the HRV 

features and therefore represent a potentially practical replacement for ECG-derived HRV 

signals in ambulatory cardiac monitoring in individuals.   

The body of research conducted in stress detection based on the variability in the 

ECG and PPG signals encouraged us to explore the use of variability in the remotely 

measured cardiac signal (called the non-contact HRV) for stress detection.  In addition, the 

experimental designs adapted by various groups to induce physiological stress gave us 

insight to the design of effective experiments.   

Heartbeat Signal Detection based on Non-Contact Sensing 

Reliable non-contact sensing of heartbeat and potential stress indicators would be 

a major advance in the practical applicability of stress detection methodologies.  In the 

past, cardiac signal measurements have usually been made using contact sensors.  

However, recent work has shown that the cardiac signal can be obtained actively using 
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Laser Doppler Vibrometer (LDV) and passively using thermal (IR) and visible (VIS) 

cameras.  Several remote cardiac pulse detection methods are discussed in the subsequent 

paragraphs of this section. 

For example, Desjardins et al. [57] developed a method for detecting the blood 

pulse waveform based on skin vibration measurements at the carotid artery made with an 

LDV.  The group was able to identify important events in the cardiac cycle, such as heart 

rate, the timing of the peak systole, the left ventricular ejection time and the aortic valve 

closure.  In another study, Byrd et al. [58] demonstrated that vibration measurements at 

various skin and non-skin areas (e.g., clothing) made with an LDV can be used to determine 

cardiac signal from a distance.   

Garbey et al. [59] conducted a study to determine cardiac pulse rate from thermal 

imagery collected in a controlled environment.  They used the signals emitted from 

recognized vessels to determine cardiac pulse rate.  It was the heat signature due to blood 

flow in the vessels that was measured and tracked over a set of frames to construct signals.  

Then the Fast Fourier Transformation (FFT) was performed on the measured signals from 

34 subjects to compute pulse rate, which demonstrated positive results for pulse detection 

in thermal imagery.   

Many researchers have shown that the cardiac pulse can be obtained from 

measurements of minor fluctuations in intensity (skin reflectivity) recorded using VIS 

spectrum RGB video [41], [41]–[43], [5], [60].  The mechanism behind this is the change 

in skin reflectivity at specific wavelengths during the cardiac cycle.  As the blood pressure 
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wave corresponding to cardiac systole arrives in the skin arterioles and capillaries, the 

diameters of the arterioles and some capillaries increase, leading to a temporal peak in 

blood concentration is observed. Oxy- and deoxyhemoglobin, two main blood components 

influence light absorption at the skin, due to significant absorption peaks in the Soret 

(~400nm to ~450 nm, corresponding to blur/violet) and q-bands (~500nm to 600nm, 

spanning green and yellow) [61].  Based on the phenomenon of time varying light 

absorption due to the oxy-hemoglobin content, spectral ranges in the q-bands can be used 

for cardiovascular activity measurements in a non-contact manner [11].  Changes in light 

absorption in the Soret region are quite small, as light in this band penetrates to the 

arterioles to a much smaller degree.  

In addition to identifying the spectral ranges that can help with remote 

measurements of cardiac pulse activity, it was essential to understand the source of variable 

light absorption.  Purves et al. [62] have studied the human blood circulatory system and 

have measured blood pressure, blood velocity and the area subtended by blood vessels at 

various levels (from arteries to veins).  The arteries have the maximum hemodynamic 

pressure variation and would be the optimal areas-of-interest for remote heartbeat 

measurement.  However, they are deep down in the tissue and the blood pressure wave 

causes a very small change in the skin reflectivity.  Arterioles and capillaries cover a larger 

area close to the surface of skin as compared to the arterioles and have relatively high 

hemodynamics as compared to the veins. These two properties of arterioles and capillaries 

make them the most likely candidates as the sources of the time varying skin reflectivity 
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[61]–[63].  Many researchers have been able to measure cardiac pulse remotely in the VIS 

spectrum and an overview of the relevant studies is presented below. 

Wang et al. (Z. Wang et al. 2004b) at the Beckman Laser Institute found that PPG 

signals can be measured remotely (> 1m) using ambient light and a simple digital video 

camera.  This group was able to quantify heart and respiration rates up to several 

harmonics.  They have also shown that the PPG signals can be extracted using the red and 

blue bands, but that the green band works best because it corresponds to an absorption peak 

of oxy-hemoglobin.  Many researchers [5], [6], [4] measured heart rate using a mobile 

phone camera.   In their experiments, a subject’s finger was placed directly on the camera 

lens to capture skin images, which were then processed to determine heartbeat.  Poh et al. 

[42], [2] in a study at MIT have shown that heartbeat can be measured remotely using a 

standard iSight webcam.  Their approach involved processing color video recordings 

(collected at 15Hz) of the human face using blind source separation of the color channels 

into independent components.  When compared with the ECG data, a correlation 

coefficient of 0.98 (p < 0.001) during still conditions and 0.95 (p < 0.001) during motion 

conditions was achieved.  Hsu et al. [41] have developed ICA based algorithms to measure 

cardiac pulse rate from visible spectrum based video recordings and chrominance-based 

features to improve the signal strength.  Their data analysis showed a root mean square 

error (RMSE) value of 7.31 and a correlation coefficient of 0.77 in the scenario where the 

subjects were motionless and an RMSE value of 5.48 and correlation of 0.88 in the scenario 

where the subjects were moving.  McDuff et al. [43] conducted a study to measure cardiac 

signals using a five band camera (digital single-lens reflex (DSLR) camera with a standard 
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Zuiko 50mm lens).  Their results from experimental data collected on 10 participants under 

rest and stress conditions showed that the measurements from the orange band were highly 

correlated (0.92 with a p-Value < 0.01)) with the contact PPG sensor measurements.  Kwon 

et al. [3] developed an application for smartphone use to remotely measure heart rate. In 

order to extract cardiac pulse signals from the video recordings, ICA was applied to the 

raw traces from the RGB videos and the results show an error rate of 1.47% between the 

VIS and ECG heart rates.  

Established success in remote cardiac pulse measurement utilizing visible spectrum 

cameras forms the basis for our research: remote stress detection based on variations in the 

remotely acquired skin reflectivity.  We add to the existing research by designing a novel 

algorithm pipeline to measure the varying reflectivity with more accurate timing based on 

signal denoising to remove pulse broadening effects, source selection to determine BW 

signal [1], and blind-deconvolution to detect cardiac pulse peaks.   

Pulse Transit Time (PTT) and Its Relationship to Blood Pressure  

Pulse transit time (PTT) is a measure of blood pressure wave velocity.  The PTT is 

loosely defined as the time it takes for the blood pressure wave to travel from the heart to 

a distal location.  It is usually measured as the time difference between the R-wave of the 

ECG and the peak of a distally situated PPG [64].  Most recently, Teja [65] showed shown 

that the PTT can be computed using two PPG sensors placed at two distal body locations. 

When explicitly measured, changes in PTT offers further insight into the ANS 

response. In literature, it is considered to be an indicator of blood pressure [14], [66]–[69]. 
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PTT has been postulated that blood pressure can be measured indirectly from the pulse 

transit time, i.e., the time of the pulse arrival in different areas of the body. Geddes et al. 

[66] have shown good correlation of true pulse transit time with blood pressure in dogs; 

Obrist et al detected moderate correlations in humans, with errors imposed by myocardial 

sympathetic excitation and vascular processes [67].  More recently, Poon and Zhang 

examined 85 subjects, and in a total of 999 measurements found that the estimated systolic 

and diastolic blood pressure differed from the measured one by 0.6±9.8 mmHg and 0.9±5.6 

mmHg respectively, comparable to the 5±8 mmHg target levels of the Association for the 

Advancement of Medical Instrumentation (AAMI) [14]. As an application of the PTT 

measurement, Sahoo et al. [64] have designed a noninvasive cuff-less blood pressure and 

pulse rate estimation system based on PTT.  Jeong et al. [70] postulated that PTT and 

derivatives of PPG and ECG signals can be used for assessing BP during exercise.  Their 

methods were tested against ECG and PPG data from five participants collected over three 

days and a correlation of -0.959 was achieved between the PTT and the systolic blood 

pressure.  Gribbin et al. [71] in one of their earliest works reported a linear relationship 

between the arterial transmural pressure and PTT, with correlation coefficients of over 0.9 

and significance at the 0.001 level. In a follow-up work, they confirmed a strong linear 

relationship under different types of stressors [72]. 

Obrist et al. [67] observed a strong correlation between PTT and systolic (but not 

diastolic) blood pressure. Allen et al. [73] reported significant covariation between PTT 

and systolic BP, with the association being stronger in hypertensive patients.  Recently, 

similar results have been reported by, among others, Schmalgemeier et al. [74], Gesche et 
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al. [68], Kim et al. [75] and Lass et al. [76].  More recently, Zheng et al.  [12], [77] have 

proposed a wearable PTT-based system for BP monitoring, which they report to show good 

correlation and small error (2.4 ± 5.7 mmHg) for systolic BP estimation.   

In our own preliminary work, we have shown that it is possible to remotely 

measure, from red, green and blue (RGB) video, PTT among various regions of the body, 

with the forehead and the palm giving the best signal to noise ratio.  Measurement was 

performed by finding the position of the correlation peak between upsampled versions of 

the derived heartbeat signal from region of interests (ROIs) in these two areas. We were 

also able to show that pulse transit time measured in this manner shows a strong correlation 

with systolic blood pressure; however the correlation is strongly dependent on the 

individual. 

The association with blood pressure, which is regulated by the ANS and has been 

related to mental stress [78], [79], makes PTT an attractive candidate for stress monitoring.  

A study conducted by Gil et al. [13] shows that the variability in PTT during sympathetic 

activity is much more significant as compared to the HRV  and therefore can be a good 

metric for stress detection.   

Blood pressure is a well-known stress marker; many studies have shown that 

change in blood pressure is correlated with stress during exercise [80], [81] and other 

cardiovascular related stresses [82], [83].  The association with blood pressure, which is 

regulated by the ANS and has been related to mental stress [78], [79], makes PTT an 

attractive candidate for stress monitoring.  However, as PTT measurement requires the use 
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of both ECG and PPG, it cannot be used for non-contact, possibly covert, measurements.  

In order to overcome this, we explored the use of our newly developed metric, differential 

pulse transit time (dPTT) to detect physiological stress remotely (covered in Chapter Four).   

Physiological Stress Detection based on Non-Contact Sensing 

In these past works great progress has been made in the areas of physiological stress 

detection based on contact HRV analysis derived from ECG or PPG.  However, a few 

researchers have looked into remote options of physiological stress detection using sensor 

modalities such as audio, thermal, and visible.   

Using a visible camera, Bousefsaf et al. [84] showed that mental workload can be 

measured by monitoring changes in video frames of the face.  To prove this, experimental 

videos collected on 12 subjects under the Stroop Color-Word Test (SCWT) using a 

webcam at 30Hz were processed using classical wavelets and 3rd order derivative analysis 

to determine features under the two physiological conditions and the features were then 

compared for stress detection.  Those researchers have shown that the remotely acquired 

features correlate with the skin conductance. 

Using thermal cameras, a few researchers have shown that physiological stress can 

be detected remotely by tracking heat signatures [45], [85] on targeted skin areas.  In one 

example, Zhu et al. [45] developed a system to monitor thermal signatures of the forehead’s 

cutaneous tissue for lie detection. To verify this, thermal data collected on 38 subjects 

under an interrogation for a mock crime scenario were processed to determine features on 

the forehead region and a success rate of 76.3% in deceptive state classification was 
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reported.  In another example using a thermal camera (8-12 um), Yuen et al. [85] developed 

algorithms to detect emotional and physical stress.  Thermal videos of 9 subjects under two 

conditions (physical stimulus (running) and mental stimulus (emotional response)) were 

processed to determine features which were then used to identify the stress responses.  In 

addition, researchers have found elevated temperature regions in the forehead forming 

patterns characteristic of the types of stressors, dependent on whether they are physical or 

emotional. 

Using visible cameras, a few researchers have developed methods for stress 

detection based on changes in ocular signatures [86], [87].  Mokhayeri et al. [86] have 

demonstrated that mental stress can be detected based on soft computing techniques using 

ocular signatures.  To demonstrate this, data samples collected on 60 healthy subjects 

between the ages of 22-28 under the SCWT were processed to generate ocular signatures, 

which were then analyzed to detect stress states using a fuzzy support vector machine 

(FSVM) classifier.  Ren et al. [87] developed an approach to evaluate a computer user’s 

affective state as he transitions from “relaxation” to “stress” states through processing the 

pupil diameter signals.  Experimental pupil videos collected with a TOBII system on 30 

individuals during the SCWT were denoised using wavelet and Kalman filtering, and then 

the features were used to identify stress states using a set of classification algorithms (e.g., 

Multilayer Perceptron, Naive Bayes, Random Forest, and JRip).  An average accuracy of 

83.16% was achieved with the Multilayer Perceptron and the Naive Bayes classifiers.  

Although not a common approach, Soury et al. [88] developed a method for stress 

detection from audio signals.  The group captured audio signals on 29 subjects using a 
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wireless lapel microphone under the Trier Social Stress Test (TSST). These audio signals 

were then processed to generate features under normal and stressed conditions, which were 

then classified using the support vector machine (SVM) classifier to achieve an accuracy 

of 71.9 %.    

The studies in the areas of physiological stress detection using modalities such as: 

pore response in thermal imagery, ocular information in visible imagery, and speech 

information in audio, inspired us to explore cardiac response information (non-contact 

HRV and dPTT) in the visible spectrum for stress detection.  In addition, the experiments 

that were used by these researchers to induce stress were the candidates that we considered 

while designing our experiments.  

Motivation 

Motivated by the research conducted in the areas of our interest, we investigated 

the problem of remote mental stress detection based on the variability in the cardiac 

response signals in imagery acquired with a low cost day camera.  To fill the gaps in the 

existing research, this research effort had three aims: 1) characterize remotely detected BW 

signals and generate noise-robust RR-interval signals, 2) develop noise-robust stress 

detection algorithms based on remote HRV, and 3) determine dPTT from remotely 

acquired BW signals and investigate its value for stress detection. 

Since the remote sensing of human cardiac response measurement for stress 

analysis is such a new field, limited research work had been done in the areas of generating 

cardiac pulse signals with high SNR values and the resultant less noisier RR-intervals.  
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Noise in the estimation of the RR-interval is the limitation in an attempt to apply stress 

detection methodology to the contactless scenario. Detecting less noisy RR-intervals in 

remotely acquired cardiac signals is a big deviation from the conventional, ECG-based 

analysis. While noise is certainly a consideration for conventional ECG analysis, 

measurements of the RR time series depends on our ability to identify the R-peaks in the 

BW signal and is critical for computing robust and relevant HRV-driven features.  We have 

developed novel algorithms for 1) remote cardiac signal detection by employing PCA for 

denoising and ICA for BW signal detection and 2) clean RR-interval detection based on 

accurately detected peaks employing a blind deconvolution algorithm.  

As prior PTT measurement required the use of contact sensors, it cannot be used 

for non-contact, possibly covert, measurements. In order to overcome this limitation, we 

merged the research conducted in the areas of remote heartbeat detection and PTT 

computation based cardiac response signals measured at two distal body locations, and 

determined a new metric called dPTT.  dPTT corresponds to the time difference in the 

pulse arrival time at two distal body locations.  It is believed that due to the different 

pathways, blood arrival time at two different body locations will be different which should 

help with remote dPTT computations. 

In addition, this research merges the research conducted in the areas of remote 

cardiac pulse response detection in the visible spectrum and stress detection based on HRV 

analysis and develops methodologies for remote stress detection based on the variability in 

the remotely acquired BW signals (remote HRV).  A video-based stress detection system 

will help with overcoming additional (potential) stress introduced by contact sensors and 
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will provide a discrete means of monitoring stress in individuals. It is the combination of 

these technologies that pose unique challenges such as the low SNR of the RR-time series 

(derived from series of intervals between subsequent heartbeats) obtainable through video-

based BW signals, remote detection of HRV and dPTT, and their use for stress detection. 

Details of these challenges along with solutions are addressed in subsequent chapters. 
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CHAPTER THREE: CHARACTERIZE REMOTELY DETECTED 
BLOOD WAVE (BW) SIGNAL AND GENERATE RR-INTERVAL 

SIGNAL 
 
 
 

Introduction 

While recent advances have shown that it is possible to acquire a signal equivalent 

to the heartbeat from visual spectrum video recordings of the human skin [1], [42], [53], 

[5], [2], extracting the exact timing information, a process that for the ECG signal involves 

calculating the positions of the R-peaks of the cardiac waveform, poses several difficulties 

for the blood wave (BW) signal as it requires estimating the equivalent peak positions in 

the BW signal.. There are two main factors that contribute to it: pulse broadening, due to 

both the low-pass nature of the cardiovascular system and multipath propagation effects 

[89], [90]; and the presence of multiple peaks, due to both reflected waves and additive 

noise [91], [92] .  To mitigate the effects of these two factors, we have developed novel 

methods that are discussed in this chapter. 

These novel methods were developed to detect cardiac pulse (BW signal) from 

facial skin video recordings and to estimate BW signal peak positions, aiming at a close 

representation of the R-peaks of the ECG signal.  The method to estimate BW signals 

involved signal denoising with principal component analysis (PCA) and then source 

selection with independent component analysis (ICA).  The method to estimate BW signal 
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peak positions is a blind deconvolution (BDC) algorithm based on least squares 

minimization.  To prove the efficacy of the developed algorithms, we compared the BDC 

algorithm’s generated peaks with the ECG peaks by means of absolute normal error and 

standard deviation of the normal error.  To show the improvements achieved with the BDC 

algorithm, we compared the BDC results with the results of our initial “zero crossing” and 

newly developed “filtered least mean squares (LMS)” minimization algorithms.  As 

compared to the other algorithms, BDC algorithm achieved the lowest absolute normal 

error and the lowest standard deviation of the error.  This work, performed under an IRB 

approved protocol, provides initial proof that blind deconvolution techniques can be used 

to estimate timing information of the cardiac signal closely related to the one obtained by 

traditional ECG. The results show promise for further use of the detected peaks for 

generating clean RR-intervals, and the resultant RR-interval signals for heart rate 

variability (HRV) analysis.  

Materials and Methods 

This chapter has two major goals related to algorithm development: the first is to 

estimate the cardiac pulse (BW signal) from facial video recordings employing PCA for 

noise reduction and ICA for source selection, and the second is to generate cleaner RR-

interval signals based on BDC-detected BW signal peaks.  In addition to the algorithm 

development, we characterize the remotely acquired BW signal for various skin colors and 

commonly visible body locations.  The research in this chapter builds on the work 
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discussed in the background chapter, addressing important problems that arise when trying 

to address the noisy environment of video-based signal extraction.   

Experimental Setup 

Healthy volunteers, age 18-50 with no prior history of heart conditions, participated 

in the study after providing informed written consent. A Basler scA640-70gc visible 12-

bit video camera (Basler AG, Ahrensburg, Germany) with a spatial resolution of 400x300, 

at 59.9 Hz, with a 16mm/f1.2 lens was used to capture facial videos under broadband 

illumination (compact fluorescent lamp) conditions.  To capture human skin reflectivity in 

the visible spectrum under these conditions, the compact fluorescent lamp, which has a 

broad spectrum with peak in green band (~525nm) and low noise spikes was used as an 

illumination source.  The camera was calibrated at an exposure time of 16.7 ms to acquire 

facial videos without saturating the images.  The exposure time was determined based on 

the SNR values of the acquired pulse signals from test videos of facial skin.  Figure 1 shows 

the experimental setup we used to collect human subject data under controlled conditions. 
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Figure 1: Experimental setup with controlled illumination source (CFL).  
   

Experiments 

We collected experimental data for two purposes: first, to design BW signal and 

peak detection algorithms, and second, to study the dependence of commonly visible body 

locations (e.g., face, palm, forehead, etc.) and skin colors (melanin) on SNR value of BW 

signals.  During experiments, participants were asked to sit in a chair 5 feet away from the 

camera, with their head leaning against their hand and facing towards the camera.  They 

were asked to sit as still as possible, and look at a computer screen in front of them, while 

we recorded their facial videos, and ground truth (ECG). 

The first experiment was designed to capture body locations where skin is 

commonly visible such as forehead, cheeks, and the front and backside of the palm.  The 
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purpose of this experiment was to identify locations where heartbeat signals can be 

captured with high SNR. During this experiment, participants were asked to view the 

computer screen with pleasant images (cats) for one minute each in two positions: with 

their head leaning against their hand with 1) their thumb under their chin, and palm facing 

towards the camera (Figure 2, left), and 2) with the back of their hand facing towards the 

camera (Figure 2, right).  

 

 
Figure 2: Subject positions during experiments with their hand leaning against head 

with: palm facing camera (left), and it back facing camera (right). 
 

The second experiment was designed to induce stress using the Affective Stress 

Response Test (ASRT).  The purpose of this collection was to acquire facial videos and 

ECG data under two physiological states (normal and stressed), and use the collected data 

to design algorithms such as: BW signal detection, peak detection, and stress detection.  

Both visible and ECG data were collected on 15 volunteers, of which 5 had light skin color, 
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5 had medium skin color, and 5 had dark skin color.  The skin variability in the collected 

data was used to study the effects of skin colors on the SNR of BW signals.  During the 

experiment, participants were asked to view a series of alternating relaxing, and disturbing 

images on a computer screen with their head leaning against their hand and palm facing 

towards the camera (Figure 1, left). The stimuli presented on the computer screen were a 

series of photos, alternating between cat photos, and photos of dead people (chosen so as 

to make the participants feel uncomfortable).  Two alternating sets of images were shown 

to capture human physiological responses under normal, and stressed states. The 

presentation lasted approximately 7 minutes, and included 3 sets of relaxing images with 

cats, and 2 sets of disturbing images with dead body parts.  Each set of the relaxing images 

lasted one minute.  The first set of the disturbing images lasted one minute, and the last 

two sets of the disturbing images lasted 2 minutes each.  The data collected under the first 

normal state was used to design algorithms, and to study the effects of skin colors on the 

SNR of BW signals.   

Remote Blood Wave (BW) Signal Detection 

Within the context of this research, we formulated a pipeline of image processing 

algorithms for noise reduction with principal component analysis (PCA) and source 

selection with independent component analysis (ICA), and applied them to facial skin 

videos to determine BW signals.  
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Signal Denoising using Principal Component Analysis (PCA) 

In our initial approach, as well as in literature, signal averaging was used as the de 

facto standard for increasing SNR. However, our studies in pulse transit time measurement 

indicate that the assumption of averaging the exact same signal does not hold, as there are 

differences in the time of arrival of blood pulse wave between different pixels (Figure 3), 

resulting in slightly shifted waveforms [15]. While the differences are not as dramatic as 

in the case of comparing, for example, signal originating from the forehead, and signal 

originating from the palm, there are still subtle differences between different areas of the 

forehead or the palm. In our preliminary experiments, we measured differences of the order 

of 10-20 ms in arrival time between adjacent areas of the palm. Differences in the forehead 

were less pronounced. However, small phase shifts between the signals from the 

neighboring pixels will broaden the pulse waveform peaks.   

Additionally, in the averaging scenario, losing peak sharpness of a BW signal is an 

effect of phase noise as well. The problem is essentially equivalent to pulse broadening due 

to multipath propagation in digital communications; while averaging over an ROI, each 

capillary represents a slightly different path due to the local vascular anatomy. Antonios et 

al. report a capillary density in the skin in the order of 70 capillaries per 0.68 mm2
 [93]; 

numbers increase as we average over larger areas in order to increase the SNR.  To preserve 

the SNR while mitigating the pulse broadening effects introduced by multi-paths, we 

elected PCA instead of averaging over a region of interest (ROI).  Both PCA and Singular 

Value Decomposition (SVD) [94], [95] have been widely used for denoising in both signal, 

and image processing [96], [97].  Based on an implied orthogonality between signal and 
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noise, and assuming that signal energy is higher than the noise, a higher SNR version of 

the signal is reconstructed by keeping only the signal projections onto the first k 

eigenvectors. 

 

 
Figure 3: The effects of multipath within an ROI (left) on skin reflectivity signals in 

green band (right).  
 

A necessary condition for this use of PCA is that the multiple signals used as inputs 

are synchronized. Non-synchronized signals cause artifacts in the output of the algorithm, 

with derivative-like signals with the phase shift dominating the eigenvectors after the first 

one. We used signals from individual pixels over time within an ROI (e.g., 11x11 pixels, 

Figure 3), after an initial high pass filtering (HPF) in order to remove the baseline variation, 

as inputs to the PCA algorithm. Similarly to averaging over an ROI, this approach helped 

with sensor noise. We assumed independence between different pixels; therefore, we 
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expected PCA to prove more resistant to pulse broadening due to phase shifts between 

different pixels.  

To remove the baseline variations, a HPF filter with size of 250 and the frequency 

cutoff of 0.5 Hz was designed.  This HPF was then applied to the raw signals from RGB bands, 

and low frequency fluctuations were removed.  We then use the filtered signals as inputs 

to the PCA algorithm, with the analysis running independently for each color channel.  

Using the SVD terminology, if X is a matrix with columns representing 

(normalized) signal recordings from repeated experiments, then it is possible to analyze it 

in the form:  

𝑋𝑋 = 𝑈𝑈𝑈𝑈𝑉𝑉𝑇𝑇       (1) 

where the columns of U contain the left singular vectors (eigenvectors of XXT), 

representing patterns in data; the diagonal matrix S the singular values; and the rows of VT 

contain the right singular vectors, indicating the contributions of each left singular 

vector/eigenvector to each instance of the signal under examination. The maximum 

variability in the data resides in the first eigenvector, and therefore, it can be used to 

determine the PCA components with the best signal in the first component as shown in 

Figure 4.   

Additionally, it was noticed that the first principal component in all three bands had 

the heart beat signal-like periodicity. Further, ICA was applied to detect BW signal from 

the mixture of three PCA generated components (one from each RGB band).  
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Figure 4: An example of plots with PCA generated first principal component from 

each band indicating periodicity similar to a cardiac signal: Red (top), Green 
(middle), and Blue (bottom). 

 

BW Signal Detection using Independent Component Analysis (ICA) 

To detect BW signals from the mixture of the three PCA generated components 

(one from each band), we investigated the use of ICA [18], [98]–[100].  The reason for 

extending this study to additional signal decomposition techniques was the different 

underlying assumption; we expect them to behave differently with respect to both phase 

shifts and noise. 
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The ICA algorithm is based on two principles: 1) Nonlinear decorrelation 

(whitening) and 2) maximum nongaussianity (rotation of whitened data) [17], [18], [101].  

Applying the ICA algorithm to the PCA generated components (𝑃𝑃𝑃𝑃1𝑅𝑅����������⃗ ,𝑃𝑃𝑃𝑃1𝐺𝐺����������⃗ ,𝑃𝑃𝑃𝑃1𝐵𝐵����������⃗ ), three 

independent components (ICs) were generated.   The equation used to compute these 

independent components is listed below: 

𝑋𝑋 = 𝐴𝐴𝑈𝑈       (2) 

where,  
𝑋𝑋 is a signal after applying the mixing matrix 𝐴𝐴 to the source signals S  

S is a matrix with PC1 from the red, green, and blue bands as column vectors  

The first goal of the ICA algorithm is to compute estimated sources (�̂�𝑈) by first 

finding the demixing matrix W that is proportional to the inverse of the mixing matrix A.    

�̂�𝑈 = 𝑊𝑊X        (3) 

The whitening operation is performed on the input data X to remove any correlation 

between the signals (column vectors).  During this process, any correlation between the 

data is reduced to zero, and similar variance for each data set. This operation generates the 

orthogonal basis for the reduced dimensionality components.   The diagonal covariance 

matrix of the whitened data confirms the accuracy of the whitening operation.  Since W is 

approximately inversely proportional to the matrix A, it is used to rotate the whitened data 

to generate expected independent components �̂�𝑈 (Figure 5).  

Based on the literature [42], and our studies [60], IC2 (Figure 5) is the component 

that helps with generating a pulse signal with the highest accuracy for cardiac pulse 
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detection.  However, the SNR of the remotely acquired BW signals may depend on various 

human factors such as melanin, and body locations (e.g., forehead, palm, cheek, etc.).  The 

next section covers the studies we have conducted to learn the effects of these two factors 

on the SNR value of BW signals. 

 

 
Figure 5: Sample skin reflectivity signals after denoising (PCA) and source selection 

(ICA) with the highest SNR in the IC2. 
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Factors Impacting a Remote BW Signal  

In this section, we present a study to show the dependency of commonly visible 

body locations and melanin on SNR of a remotely acquired BW signal.  To do this, we 

used the facial and palm videos from the first experiment. 

Dependency of Body Locations on BW Signal 

Most studies looking at the remote measurement of BW signals extract them from 

the face or the forehead.  To study the dependency of various body locations, and to identify 

the best candidate areas with the highest SNR for the BW signal, we expanded our 

investigation to areas of the body where skin is normally visible. The body locations that 

we investigated were: forehead left (FL), forehead middle (FM), forehead right (FR), front 

palm left (FPL), front palm middle (FPM), front palm right (FPR),  back palm left (BPL), 

back palm middle (BPM), back palm right (BPR), chin (CH), cheek left (CL), and cheek 

right (CR) (Figure 6).   

The SNR was computed in the candidate areas using the equation below:  

𝑈𝑈𝑆𝑆𝑆𝑆 =  𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝐸𝐸𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑛𝑛

      (4) 

where, 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the energy of the FFT peak corresponding to the BW frequency, 

𝐸𝐸𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑛𝑛 is the energy of the entire signal excluding the FFT peak corresponding to the BW 

frequency.   
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Figure 6: A subject with the body locations that were investigated to identify the 

best candidate areas with the highest SNR for the BW signal. 
 

Based on the highest SNR values of the BW signals from various body locations, 

we have identified that the forehead and the palm are the two optimal locations. 

Dependency of Melanin on BW Signal  

Since remotely acquired BW signal is based on skin reflectivity, melanin may affect 

the SNR of a BW signal.  To study this effect, we processed facial videos from experiment 

two, collected under the first normal state and generated BW signals.  An SNR value for 

each BW signal was then determined, and compared among the three skin color groups 

(light, medium, and dark).  Results show a strong dependency of melanin on SNR of BW 

signals (discussed in the Results section). 

Understanding effects of melanin and body locations on BW signals helped with 

determining BW signals with possible high SNR values.  These BW signals were then used 

to determine RR-intervals, which is the first step for heart rate variability (HRV) analysis. 
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RR-Interval Estimation from BW Signals 

Although a variety of algorithms have been developed to determine BW signals 

with high SNR values [1], [42], [53], [5], [2], extracting the exact timing information, a 

process that for the ECG signal involves calculating the positions of the R-peaks of the 

cardiac waveform, poses several difficulties for the BW signal as it requires estimating the 

equivalent peak positions in the BW signal. There are two main factors that contribute to 

it: pulse broadening, due to both the low-pass nature of the cardiovascular system, and 

multipath propagation effects [89], [90]; and the presence of multiple peaks, due to both 

reflected waves, and additive noise [91], [92].  Figure 7 gives an overview of this model, 

where the ECG signal, which has clearly defined peaks due to its high frequency content, 

is transformed into a low-frequency signal with difficult-to-detect peaks after passing 

through the cardiovascular system, represented as a lowpass filter, and being subjected to 

additive noise. This makes the extraction of the RR-intervals a very challenging problem.   

 

  
Figure 7: Typical BW signal computed from the human skin reflectivity after the 

cardiac pulse (ECG) passes through the human body (low-pass filter). 
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We explored three methods to determine cardiac pulse timing from BW signals 

based on: zero crossings, curve fitting with filtered LMS, and BDC.  A subset of the data 

from experiment two was used to design these algorithms, and the other subset was used 

to test the performance of the developed algorithms. 

Period Estimation based on Zero Crossings (ZC) 

Our first option for estimating periods of a BW signal based on zero crossings 

involved four steps: 1) remove the DC component from the signal so that the mean value 

of the signal is zero, 2) determine zero crossings of the entire signal, 3) if number of 

samples between the two zero crossings is less than a certain threshold value (<10 samples), 

move to the next zero crossing location (this step helped with mitigating the false peak 

detections), and 4) identify period locations between the two identified zero crossings.  We 

identified the period locations (Figure 8, blue spikes) as the maximum values (in the rising 

part of each cycle), which were below the threshold line (Figure 8, red dotted line).  These 

periods were then used to construct RR-interval signals.   
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Figure 8: ZC based estimated periods (blue spikes) on a typical BW signal and a 

false period (red arrow). 
 

Although our ZC based period detection algorithm helped with mitigating local 

maxima, some false periods (Figure 8, red arrow) could not be avoided.  We removed such 

periods if the distance between the two periods was less than 0.5 times the average period 

distance.  This method helped with selecting a period from the multiple periods within each 

cycle, but introduced skewness in the underlying structure of the current cycle, and 

therefore, reported inaccurate cycle locations.   

To overcome the challenges of false period detection from BW signals with 

multiple peaks, we explored two novel methods to first construct BW signals with single 

peaks, and then use them to detect valid peaks. Our first method employed the least mean 

squares (LMS) minimization using steepest descent optimization [102], and a low-pass 

filter to estimate a fit with a relatively clear single peak.  Our second method was based on 

a blind deconvolution (BDC) technique used lease squares (LS) minimization to estimate 
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signals with single peaks [19].    These two methods are discussed in detail in the next two 

sections. 

Peak Detection based on Curve Fitting (CF) 

This approach employed a filtered LMS minimization using the steepest descent 

optimization method to construct a BW signal with single peaks.  The modification 

consisted of introducing a filtering step in every iteration of the algorithm, which constrains 

it from forming multiple peaks. This new signal is then used to determine peaks that are 

the close representation of the ECG R-peaks.  This algorithm determines a smoother signal 

without multiple adjacent local maxima by iteratively minimizing the mean square error 

between the estimated fit and the BW signal.  The used optimization method is the steepest 

descent with small step size (0.01) to avoid oscillations between the estimated values.  

Since we have shown that the fundamental frequency of a remotely acquired BW signal is 

close to the one of the GT (ECG) [60], we use the fundamental frequency of the remotely 

measured BW signal to estimate an initial fit.  Employing the filtered LMS CF method, we 

iteratively determine a smooth signal approximation, peaks of which are then identified 

and compared to the ECG peaks.  

In our approach, the initial estimation 𝑦𝑦�[𝑛𝑛] is computed as the convolution of an 

impulse train at the fundamental frequency of the BW signal, determined by using the 

Fourier transform, convolved with a Gaussian kernel with 𝜎𝜎 = 0.1.  Following that step, we 

use the steepest descent with a lowpass filter, to have a better estimate of 𝑦𝑦�[𝑛𝑛], which has 

clear local maxima.  The algorithm converges if the mean square error (MSE) is not 

changing significantly between subsequent iterations (e.g., |𝑀𝑀𝑈𝑈𝐸𝐸𝑛𝑛𝑠𝑠𝑜𝑜 − 𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛| < 
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Tolerance). The iteration loop is described as follows, where 𝑦𝑦�[𝑘𝑘,𝑛𝑛] is the current 

estimation, and 𝑦𝑦[𝑛𝑛] the experimentaly acquired data: 

Loop Start 

 Determine point-by-point difference between the estimated (𝑦𝑦�[𝑘𝑘,𝑛𝑛]), and the 

experimentally acquired BW (𝑦𝑦[𝑛𝑛]) signals   

�̂�𝑑[𝑘𝑘] = 𝑦𝑦[𝑛𝑛] −  𝑦𝑦�[𝑘𝑘,𝑛𝑛]       (5) 

 Update the estimated BW signal 𝑦𝑦�[𝑘𝑘 + 1, 𝑛𝑛]  

𝑦𝑦�[𝑘𝑘 + 1,𝑛𝑛] = 𝑦𝑦�[k, n] + 2 × 𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆 × �̂�𝑑[𝑘𝑘]     (6) 

 Apply a Gaussian kernel with 𝜎𝜎 = 0.1 to the estimated BW signal (𝑦𝑦�[𝑘𝑘 + 1,𝑛𝑛]).  

This step works like a low pass filter, and removes the high frequency contents 

from the estimated BW signal.    

𝑦𝑦�[𝑘𝑘 + 1,𝑛𝑛]  = 𝑦𝑦�[𝑘𝑘 + 1,𝑛𝑛]  ∗ ℎ[𝑛𝑛]      (7) 

 Determine the MSE between  𝑦𝑦�[𝑘𝑘 + 1,𝑛𝑛] 𝑎𝑎𝑛𝑛𝑑𝑑 𝑦𝑦[𝑛𝑛] 

𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛[𝑘𝑘 + 1] = ‖𝑦𝑦[𝑛𝑛] −  𝑦𝑦�[𝑘𝑘 + 1, 𝑛𝑛]‖2     (8) 

 Test for the algorithm convergence 

Convergence =  �𝑌𝑌𝑆𝑆𝑌𝑌 ,𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛[𝑘𝑘 + 1] −𝑀𝑀𝑈𝑈𝐸𝐸𝑛𝑛𝑠𝑠𝑜𝑜 < 𝑇𝑇𝑇𝑇𝑇𝑇𝑆𝑆𝑇𝑇𝑎𝑎𝑛𝑛𝑇𝑇𝑆𝑆  
𝑆𝑆𝑇𝑇 ,𝑀𝑀𝑈𝑈𝐸𝐸𝑛𝑛𝑠𝑠𝑜𝑜 =  𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛[𝑘𝑘 + 1]   (9) 

 If convergence is achieved, quit loop; otherwise, repeat from step 1 

Figure 9 shows an example with the CF algorithm generated peaks (in blue).  

Clearly, the high frequency fluctuations were removed from the final estimate (in red).  
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Filtered LMS alternates between the steepest descent and filtering step, thereby converging 

into a smooth version of the original signals.    

 

   
Figure 9: An example with CF algorithm generated plots with BW signal (black), 

initial peaks (green), estimated BW signal (red), and final peaks (blue). 
 

Peak Detection based on Blind-Deconvolution (BDC) 

In our second approach, we adapted the blind deconvolution (BDC) method to 

detect peaks from the observed BW signals that closely represented the GT peaks. The 

proposed BDC method uses the available BW signals and decomposes them into an input 

sequence (𝑥𝑥�[𝑛𝑛]), that is constrained to resemble an impulse train, and an estimated impulse 

response (�̂�𝑇[𝑛𝑛]) of the cardiovascular system. These two parameters are initialized using 

the experimental data.  Based on our observations of the BW signals and the associated 

ground truth, we believe that the human body acts as a lowpass filter (LPF), and therefore, 

we initialized the human body response (�̂�𝑇[𝑛𝑛]) to a heartbeat signal as a lowpass filter.  To 
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estimate an initial input signal (𝑥𝑥�[𝑛𝑛]), we applied a sinusoid curve fitting algorithm to the 

BW signals and used the detected peaks from each cycle to construct an impulse train. 

Then we used a Gaussian kernel with σ = 0.1 as an initial estimate of the human body 

response (�̂�𝑇[𝑛𝑛]) 

The BDC algorithm uses the closed form of the linear least mean squares (LMS) 

solution (𝑥𝑥 = (𝑈𝑈′𝑈𝑈)−1𝑈𝑈′𝑦𝑦).  The closed form of the LMS is driven from the model 𝑦𝑦 =

𝑈𝑈𝑥𝑥 + 𝑆𝑆 and estimates the input signal (𝑥𝑥) by minimizing the error between the original BW 

signal (𝑦𝑦) and the estimated signal (𝑦𝑦�).  In the equation, S is a convolution matrix with 𝑚𝑚 +

(𝑆𝑆 − 1) rows and 𝑚𝑚 columns.  Row i of 𝑈𝑈 contains the flipped and shifted (by i-1) copy of 

𝑇𝑇 and therefore, the columns of 𝑈𝑈 are the identical but shifted, which results in a band 

matrix.  Notice that we have two unknown parameters, the system response and the input 

to the system response.  Using LMS minimization, we estimate these two parameters 

iteratively, with an iteration control parameter (𝛽𝛽 = 0.0005) to control the number of 

iterations, and a ridge penalty tuning parameter (𝛼𝛼 = 0.0007) to prevent the singularity 

issues.  At each iteration, the MSE between the original (𝑦𝑦) and the estimated (𝑦𝑦�[𝑘𝑘]) BW 

signal is computed, and the algorithm converges when the MSE is no longer changing 

significantly (e.g., |𝑀𝑀𝑈𝑈𝐸𝐸𝑛𝑛𝑠𝑠𝑜𝑜 − 𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛| < Tolerance).  Alternating between estimating 

𝑥𝑥�[𝑘𝑘] and �̂�𝑈[𝑘𝑘] to determine an optimized estimate makes this algorithm a blind 

deconvolution algorithm; both the input and the impulse response of the system are 

estimated in an iterative fashion, without the need of knowing one of them, as in the normal 

deconvolution problem. The iteration loop is described in detail as follows, where 𝑦𝑦�[𝑘𝑘] is 

the current estimation and 𝑦𝑦 the experimentally acquired data: 
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Loop Start 

 Estimate 𝑥𝑥�[𝑘𝑘 + 1] using regularization.  Since the columns of S are the shifted 

copies of the impulse response, they are strongly correlated, and therefore, 

introduce singularity issues, which leads to the ill-conditioned S matrix.  

Regularization helps with conditioning the matrix, and mitigating singularity 

problems.  Regularization is introduced through penalties such as the L0, L1, 

and L2 norms.  Because we are interested in the estimated (𝑥𝑥�[𝑘𝑘 + 1]) signal 

with sparse spikes representing an impulse train, we used the L0 penalty.  The 

regularization parameter, W is a diagonal matrix, and the penalties (L0, L1, and 

L2)  can be represented using the equations below [19]:  

 𝑊𝑊𝑗𝑗𝑗𝑗[𝑘𝑘] = � 1

�𝑥𝑥𝚥𝚥�[𝑘𝑘]�2+𝛽𝛽2
�  (L0 penalty)    (10) 

 𝑊𝑊𝑗𝑗𝑗𝑗[𝑘𝑘] = � 1

��𝑥𝑥𝚥𝚥�[𝑘𝑘]�2+𝛽𝛽2
�  (L1 penalty)    (11) 

 𝑊𝑊𝑗𝑗𝑗𝑗[𝑘𝑘] = 1  (L2 penalty)      (12) 

𝑥𝑥�[𝑘𝑘 + 1] = ��̂�𝑈[𝑘𝑘]𝑇𝑇�̂�𝑈[𝑘𝑘] + 𝛼𝛼𝑊𝑊[𝑘𝑘]�
−1
�̂�𝑈[𝑘𝑘]𝑇𝑇𝑦𝑦    (13) 

Where, j represents the location in the 𝑥𝑥� vector and 𝑗𝑗𝑗𝑗 the diagonal location in the 
 𝑊𝑊 matrix.  

 Estimate �̂�𝑈[𝑘𝑘 + 1]. Since the human body’s system response function is not 

known, may vary from subject to subject, and may vary for a subject over time, 

we estimate the system response to a given heartbeat signal iteratively using 
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closed form solution of the LS minimization.  Three steps involved to estimate 

�̂�𝑈[𝑘𝑘 + 1] are as follows: 

a. Estimate 𝑋𝑋[𝑘𝑘], the convolution matrix. The rows of which are the 

shifted copies of the most recent input estimate (𝑥𝑥�[𝑘𝑘 + 1]).     

𝑋𝑋[𝑘𝑘] =

⎣
⎢
⎢
⎢
⎡
𝑥𝑥�[𝑘𝑘 + 1,𝑆𝑆 + 1 − 𝑛𝑛]
𝑥𝑥�[𝑘𝑘 + 1,𝑆𝑆 + 2 − 𝑛𝑛]
𝑥𝑥�[𝑘𝑘 + 1,𝑆𝑆 + 3 − 𝑛𝑛]

⋮
𝑥𝑥�[𝑘𝑘 + 1, 𝑆𝑆 + 𝑖𝑖 − 𝑛𝑛]⎦

⎥
⎥
⎥
⎤

     (14) 

b. Estimate �̂�𝑇[𝑘𝑘 + 1], the updated impulse response.  To estimate this 

parameter, a regularization is not needed because this is a well-

conditioned regression problem as the size of the convolution kernel 

(�̂�𝑇) is much smaller than the input (𝑥𝑥�) and the output (𝑦𝑦) signals. 

�̂�𝑇[𝑘𝑘 + 1] =  (𝑋𝑋[𝑘𝑘]𝑇𝑇𝑋𝑋[𝑘𝑘])−1𝑋𝑋[𝑘𝑘]𝑇𝑇𝑦𝑦     (15) 

c. Construct �̂�𝑈[𝑘𝑘 + 1], the updated convolution matrix.  The rows of 

�̂�𝑈[𝑘𝑘 + 1] are the flipped and shifted copies of the most recent impulse 

response estimate (�̂�𝑇[𝑘𝑘 + 1]).   

�̂�𝑈[𝑘𝑘] =

⎣
⎢
⎢
⎢
⎡
�̂�𝑇[𝑘𝑘 + 1,𝑆𝑆 + 1 − 𝑛𝑛]
�̂�𝑇[𝑘𝑘 + 1,𝑆𝑆 + 2 − 𝑛𝑛]
�̂�𝑇[𝑘𝑘 + 1,𝑆𝑆 + 3 − 𝑛𝑛]

⋮
�̂�𝑇[𝑘𝑘 + 1, 𝑆𝑆 + 𝑖𝑖 − 𝑛𝑛]⎦

⎥
⎥
⎥
⎤

     (16) 

 Estimate 𝑦𝑦�[𝑘𝑘 + 1], the estimated BW signal 

𝑦𝑦�[𝑘𝑘 + 1] = �̂�𝑈[𝑘𝑘 + 1]𝑥𝑥�[𝑘𝑘 + 1]      (17) 
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 Compute MSE between the original (y) and the estimated (𝑦𝑦�[𝑘𝑘 + 1]) BW 

signals  

𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛[𝑘𝑘 + 1] = �𝑦𝑦 −   𝑦𝑦�[𝑘𝑘 + 1]�
2

     (18) 

 Test for the algorithm convergence 

Convergence =  �𝑌𝑌𝑆𝑆𝑌𝑌 , |𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛[𝑘𝑘 + 1] −𝑀𝑀𝑈𝑈𝐸𝐸𝑛𝑛𝑠𝑠𝑜𝑜| < 𝑇𝑇𝑇𝑇𝑇𝑇𝑆𝑆𝑇𝑇𝑎𝑎𝑛𝑛𝑇𝑇𝑆𝑆  
𝑆𝑆𝑇𝑇 ,𝑀𝑀𝑈𝑈𝐸𝐸𝑛𝑛𝑠𝑠𝑜𝑜 =  𝑀𝑀𝑈𝑈𝐸𝐸𝑠𝑠𝑛𝑛𝑛𝑛[𝑘𝑘 + 1]   (19) 

 If convergence is achieved, quit loop; otherwise, repeat from step 1 

Loop End 
Employing the BDC algorithm, we processed pilot data to estimate impulse trains 

and impulse responses using L0, L1, and L2 penalties.  L2 penalizes large values, so this 

should lead to an energy distribution that includes a maximum number of small nonzero 

values.  L0, on the other hand, penalizes nonzero values, so it tends to concentrate the input 

energy in as few nonzero values as possible. L1, which looks at the sum of the values, does 

not favor either distribution.  Figure 10 shows an example of the estimated impulse train 

(left in red), and the system response (right in red) with L0 penalty.  It shows that the 

estimated impulse trains (in red) closely align with the BW cycles (in black).  On the other 

hand, the estimated trains with L1, and L2 penalties had more spikes (Figure 12 and Figure 

13), and were not successful in producing an x[n] estimation that was an impulse train.  In 

addition, Figure 11 shows that the BDC algorithm for a typical BW signal with L0 penalty 

converges to the steady-state MSE value in less than 100 iterations.  Based on this analysis, 

L0 was determined to be the best penalty for our application, and therefore, BDC algorithm 

with L0 penalty was used as the third algorithm to detect peaks from the experimental data.  
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Figure 10: An example with estimated input (left-red curve) and impulse response 

(right-red curve) with L0 penalty.  
 

 
Figure 11: An example of the plot with MSE between BW signal and the estimated 

BW signal showing the convergence of the BDC algorithm using L0 penalty.  
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Figure 12: An example with estimated input (left-red curve) and impulse response 
(right-red curve) with L1 penalty.  

 

 
 

Figure 13: An example with estimated input (left-red curve) and impulse response 
(right-red curve) with L2 penalty.  
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Validation for Accurate Peak Detection 

To validate the accuracy of the algorithm detected peaks, they were compared with 

the GT peaks.  The error was reported by means of the absolute normal error (%), and the 

standard deviation of the absolute normal error (%).  Equations used to determine these 

errors are as follows: 

 Absolute error  

𝐸𝐸𝑇𝑇𝑇𝑇𝑠𝑠 =  �𝑆𝑆𝑛𝑛,𝑠𝑠  −  𝑆𝑆𝑉𝑉𝑉𝑉𝑉𝑉,𝑠𝑠�      (20) 

Where, 𝑆𝑆𝑛𝑛,𝑠𝑠 are the GT peak locations, 𝑆𝑆𝑉𝑉𝑉𝑉𝑉𝑉,𝑠𝑠 are the BW peak locations;  𝑖𝑖 is the 
peak number; i = 1,2,3,…N; N is the total number of peaks 

 Absolute normal error (%) 

𝐸𝐸𝑇𝑇𝑇𝑇����� =  1
𝑁𝑁
∑ 𝐸𝐸𝑇𝑇𝑇𝑇𝑠𝑠𝑁𝑁
𝑠𝑠=1        (21) 

 Standard deviation of the normal error (%) 

𝑈𝑈 =  �∑(𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠−𝐸𝐸𝐸𝐸𝐸𝐸�����)2

𝑁𝑁−1
      (22) 

Determine RR-interval Signals  

The periods or the peaks generated by the algorithm that had the smallest absolute 

normal error and the smallest standard deviation of the normal error were used to generate 

RR-intervals.  A series of these RR-intervals make the RR-interval signal.  Following the 

novel methods to first generate BW signals and then to detect peaks based on single peaked 

signals helped with generating clean RR-interval signals that were further used for stress 

detection (Chapter Five).   
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Results 

Figure 14 shows the average SNR values of the BW signals measured at all 

suggested body locations from 15 subjects.  As clearly seen, both the palm and the forehead 

(two distal body locations) show a relatively high SNR value as compared to the other body 

locations.  We use the forehead as an optimal location to acquire BW signals for the 

purpose of HRV analysis for stress detection, and both forehead and palm as the optimal 

locations for dPTT computations.    

 

 
Figure 14: SNR measurements of BW signal from 12 different body locations 

indicating the highest SNR for the palm and forehead location. 
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Figure 15 shows the average SNR value of the remotely acquired BW signal for the 

three skin color type from 15 subjects.  As clearly seen, SNR values range from low to high 

as the pigmentation (skin color) decreases (dark to light).  Therefore the plot indicates a 

strong dependency of melanin on the SNR value of the remotely acquired BW signals. 

 

 
Figure 15: Plots showing a lower average SNR values for the darker skin color. 

 

Following the methods for period/peak detection based on ZC, CF, and BDC with 

L0 penalty, data from the experiment two under the first normal state were processed, and 

peaks were detected.  The periods/peaks detected by the three algorithms were then 
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compared with the GT peaks by means of absolute normal error, and the standard deviation 

of the normal error (Figure 16).   

 

 
Figure 16: Plot showing the bars with absolute normalized error between the GT 

and the three algorithms (ZC, CF, and BDC). 
 

The absolute normal errors for the ZC, the CF, and the BDC algorithms were 

6.46%, 5.39%, and 3.93% respectively.  The standard deviations of the absolute normal 

error for the ZC, the CF, and the BDC algorithms were 3.90%, 3.84%, and 2.63% 

respectively.  In addition, when compared with the ZC algorithm, an improvement in 

absolute normal error of 37.17% was achieved with the CF algorithm, and 64.40% with 

the BDC algorithms.  When compared with the ZC algorithm, an improvement in standard 
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deviation of the absolute normal error of 46.18% was achieved with the CF algorithm, and 

48.32% with the BDC algorithm.  Overall, BDC algorithm outperformed the other two 

period/peak detection algorithms. 

Finally, the BDC algorithm generated peaks were used to construct clean RR-

interval signals, which were then used for the HRV analysis (discussed in Chapter Four).  

Figure 17 shows an example of GT and VIS peaks (top), and the generated RR-interval 

signals (bottom).  Clearly, similarities between the GT and the VIS peaks yield results in 

the RR-intervals, which also closely matched with RR-intervals from GT, and therefore, 

resulted in a clean RR-interval signal. 

 

 
Figure 17: An example with the VIS and GT peaks (top) and RR-interval signals 

(bottom) showing a close relationship between the two.  
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Discussion  

In this work, we were able to demonstrate that the newly developed algorithm for 

BW signal detection, and peak detection (BDC) can help with detecting peaks that are 

highly correlated with GT.  Using the BDC algorithm, the absolute normal error, and the 

standard deviation of the normal error between GT and BW signal peak locations, was 

relatively low (3.93%, and 2.63%) as compared to the two other peak detection algorithms 

(ZC and CF), and therefore, BDC outperforms the other two algorithms.  Our results are in 

agreement with literature [19], which shows that the use of L0 penalty in the BDC 

algorithm can constrain the input estimation to a sparse solution, resembling an impulse 

train.  In our experience, as long as the regularization parameter, the initial estimates of the 

impulse response, and the impulse train are defined appropriately, the BDC algorithm can 

detect peaks with high accuracy.  

When compared to the ZC and CF algorithms, BDC is a novel method for 

estimating two unknown parameters: the impulse train representing the peaks of the BW 

signal, and the human body response to that estimated impulse train.  As expected, this 

method provided an individualized response to each subject.  Moreover, this method was 

computationally faster than the other two methods (converges in less than 100 iterations).  

Finally, as compared to our initial ZC based period detection algorithm, BDC helped with 

improving an absolute normal error by 64%, and the standard deviation of the normal error 

by 48%.    
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Overall, our results demonstrate that the BDC based detected peaks are highly 

correlated with the GT, and therefore, can help with generating cleaner RR-interval signals, 

which is the first step for HRV analysis [1].   While further research is needed to improve 

both acquisition and data processing strategies, we believe that our study shows the 

potential of a non-contact, potentially covert system for remote vital sign detection, which 

can be used for many medical, and security applications. 
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CHAPTER FOUR: REMOTE MEASUREMENTS OF HEART 
RATE VARIABILITY AND ITS USE FOR STRESS DETECTION 

 
 
 

Introduction 

Heart Rate Variability (HRV) is a measure of change in the periodicity of the 

heartbeat signal, and is also implicated in the “fight-or-flight” stress response.  We define 

the HRV as the statistical change in the remotely acquired blood wave (BW) signal from 

small differences of the skin color in visible spectrum videos.  Overarching goal of this 

chapter was to merge the research conducted in the areas of remote BW signal detection in 

the visible spectrum and contact HRV, and investigate the possibility of detecting 

physiological stress using a novel, contactless method.  In this chapter, we have developed 

a pipeline of algorithms which involves BW signal detection and RR-interval generation 

following the novel methods developed in Chapter Three, HRV-driven features generation 

and identification of stress-significant HRV-driven features, and stress detection using 

experimental data. 

First, we determined BW signals and RR-interval signals for normal and stress 

physiological states by following the novel methods developed in Chapter Three.  In this 

chapter, for the purpose of comparing RR-intervals from two physiological states, we 

determined statistical (HRV-driven) features in both time and frequency domains, and 
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identified a set of stress significant features based on the paired t-test.  Further, we explored 

logistic regression (LR) and linear discriminant analysis (LDA) classifiers to distinguish 

stress states from the normal ones.   

To prove the efficacy of the developed algorithms, ECG recordings and facial skin 

videos collected under the three experiments were processed to distinguish stress states 

from the normal ones.  The goodness of the used classifiers was measured in terms of 

sensitivity/specificity, and the results were reported in terms of receiver operating 

characteristic (ROC) curve for each level of stress state.   

Additionally, the experimental data were used to determine the feasibility of a 

classifier for stress detection by answering the following three questions: 

1) Which classifier is feasible for stress detection using contact HRV-driven features?  

2) Will the identified classifier be feasible for stress detection using remote HRV-

driven features?  

3) Are the stress detection results repeatable with the identified classifier? 

 

To answer these questions, we used the HRV-driven features from both ECG and 

facial videos from all three experiments.  To answer the first question, the ECG data from 

the first experiment was used to test the scope of the identified classifiers for stress 

detection and to identify the feasible classifier for stress detection.  To answer the second 

question, the identified classifiers were used to process facial skin videos from the second 

experiment to verify that the identified classifier is actually feasible for stress detection for 
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visible data, as well.  To answer the third question, we processed facial skin videos from 

the third experiment using the identified classifier and compared the generated results with 

the results from experiment two to determine if they were repeatable.   

Because ECG signals are much cleaner as compared to the remote BW signals, we 

expected to detect all stress levels.  However, given that the remote RR-interval signals 

would have some noise, we expected to detect only high and mild stress levels with high 

confidence.  Our results confirm that, and show a proof of principle for the use of remote 

HRV for stress detection, and therefore, a further development of a remote-sensing stress 

detection system based on remote HRV.  

Materials and Methods 

This chapter has two major goals related to the algorithm development: the first is 

to identify stress significant HRV-driven features, and the second is to explore classifiers 

that can be used to distinguish stress states from the normal ones.  The research in this 

chapter builds on the work discussed in the background chapter, addressing important 

problems that arise when trying to classify various levels of physiological stress states.  

Keeping these two goals in mind, we designed experiments to induce stress at various stress 

levels, and used the experimental setup discussed in Chapter Three to collect facial skin 

videos and ECG signals.  A set of experiments conducted to design algorithms are 

discussed as follows. 
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Experiments 

With a goal to acquire remote heartbeat signal with high SNR values under the 

stress and normal physiological states, and to explore their use for stress detection, we 

conducted three experiments: one using a modified “Trier Social Stress Test” (TSST) and 

the other two using an “Affective Stress Response Test” (ASRT).  During experiments, 

participants were asked to sit in a chair 5 feet away from the camera, as still as possible, 

and look at a computer screen in front of them, while we recorded their facial videos and 

ground truth (ECG). 

The first experiment was designed to collect data from 13 subjects using the TSST, 

in which stress was induced by asking a subject to prepare and deliver a five minute speech.  

During our modified version of the test, we had four stress states in which: 1) subjects were 

asked to fill out a perceived stress scale test (“scale”), 2) read text from the monitor screen 

(“Read Text”), 3) subsequently prepare (“Announce”), and 4) deliver the speech (“Talk”) 

on an investigator’s announced talk topic.  During the experiment, resting states were 

incorporated in which subjects were asked to relax.  A resting state of 2 minutes was 

introduced prior to the first and second stimulus, 1 minute prior to the third stimulus, and 

5 minutes after the fourth stimulus.  For the purpose of designing stress detection 

algorithms using this experimental data, we defined four cases in which the first resting 

state would be compared with the four stress states: case1- Rest to Scale;  case 2- Rest to 

Read Text;  case 3- Rest to Announce;  case 4- Rest to Talk. 
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The second experiment was designed to collect data from 15 subjects using an 

ASRT, in which subjects were asked to view a series of pleasant and unpleasant images.  

The images (stimuli) presented on the computer screen were a series of photos, alternating 

between cat photos and photos of dead people (chosen so as to make the participants feel 

uncomfortable).  Three alternating sets of images were shown to capture human 

physiological responses under normal and stress states. The stimuli presented on the 

computer screen were 3 sets of images, alternating between cat images and images of dead 

people for 1.5 minutes each.  Total duration of the experiment was 10.5 minutes.  For the 

purpose of testing the developed stress detection algorithms against visible data from this 

experiment, we defined three cases in which baseline (the first) normal state would be 

compared with the three stress states: case1- Normal to Stress1;  case 2- Normal to Stress2;  

case 3- Normal to Stress3. 

The third experiment was designed to repeat the second experiment with some 

modifications (discussed below) and induce stress using the ASRT.  The purpose, the 

experimental setup, and the stimuli presented on the computer screen were similar to the 

second experiment.  However, during this experiment, we increased the resting intervals 

from 1 minute to 2 minutes to bring a subject’s physiological state to “Normal”.  This 

change in the experiment was designed to measure the true response of ANS as the stimulus 

was introduced for the second time.  The presentation lasted approximately 7 minutes, and 

included 3 sets of relaxing images with cats and 2 sets of disturbing images with dead body 

parts.  Each set of the relaxing images lasted one minute.  The first set of the disturbing 

images lasted one minute, and the last two sets of the disturbing images lasted 2 minutes 
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each.  To test the stress detection algorithms against facial skin videos from this 

experiment, we defined two cases in which baseline (the first) normal state would be 

compared with the two stress states: case1- Normal to Stress1;  case 2- Normal to Stress2.   

All experiments were designed to induce multiple stress levels by presenting 

stimuli.  The algorithms were developed using the ECG data from the first experiment, and 

then the developed algorithms were tested against the facial skin videos from experiments 

two and three to identify the feasible classifier.  In addition, to test the repeatability of the 

stress detection algorithms, results from the second and the third experiments were 

compared.   

Prepare Data for HRV Analysis  

In the process of designing algorithms for HRV based analysis for stress detection, 

we used the first 30 second interval from each physiological state.  Both ECG and facial 

videos were processed to determine RR-intervals from each state.   

First, the original Pan and Tompkins method for QRS detection [103] was used to 

determine ECG peaks.  These peaks were then used to determine RR-intervals and the 

resultant RR-interval signals.     

A BW is the remotely measured heartbeat signal.  The BW signals were constructed 

from facial videos (within an ROI placed at forehead) based on minor intensity fluctuations 

during the heartbeat [104], [105].  To mitigate the phase noise and pulse broadening effects, 

we applied principal component analysis (PCA) to the color intensity time series for each 

pixel in a region of interest (ROI) in order to obtain a signal with a higher SNR value.  This 
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yielded three signals, one for each color band (RGB).  To select the BW signal from them, 

we used independent component analysis (ICA). The BW signal corresponded to the 

second independent component in the resulting signal.  The peaks of the detected BW 

signals were then detected using a blind deconvolution algorithm based on least squares 

minimization approach.  These peaks were then used to determine RR-interval signals.   

Determine HRV-Driven Features for Stress Detection 

In order to compare RR-interval signals (from different states), we needed a 

standard set of statistical matrices (e.g., HRV-driven features), representing the variability 

in the signals.  The use of HRV-driven features helped with setting up a framework for 

comparing two RR-interval signals based on their variability.  We used the Heart Rate 

Variability Analysis Software (HRVAS) [106] and computed ~ HRV-driven 103 features 

.  The HRVAS software computed features in both frequency and time domains, using the 

algorithms such as: the Welch, the Burg, and the Lomb-Scargle periodograms.  Figure 18 

shows a screenshot of the HRVAS GUI along with the variables that were used to compute 

HRV-driven features from a sample RR-interval signal.  These parameters were adjusted 

based on the number of samples in an RR-interval signal. 
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Figure 18: HRVAS GUI used to compute HRV-driven features from RR-interval 

signals for both normal and stress states. 
 

Since HRVAS computed ~103 HRV-driven features, not necessarily all were 

relevant for stress detection.  To identify the relevant HRV-driven features that were 

significantly different under the two physiological states, we employ a well-known and 

widely used statistical test called the paired t-test [107].  Based on this test, we identified 

the relevant HRV-driven features based on their p-value (<0.05).    

Classification for Stress Detection 

The identified relevant features for stress detection could not be used individually 

for stress detection due to the lack of high significance.  However, they could be combined 
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to increase their significance for stress detection.  To do this, we explored various 

classification methods to combine and to transform these features.  The two classifiers that 

gave us the best results were: logistic regression (LR) [108] and linear discriminant analysis 

(LDA) [109].  These classifiers were tested against the ECG data and the generated results 

were then compared to identify the best classifier for remote stress detection.   

Normally, a subset is used to train classification algorithms for a large data set, and 

a different subset is used for cross validation.  However, in the case of a limited data set, 

“leave-one-out” is a preferred approach [110].   For example, for a data set of 26 samples 

(13 normal cases and 13 stress cases) from 13 subjects, the leave-one-out method would 

have 26 iterations, with 25 observations to train the classifier and one sample to validate.  

This scheme allows for the use of entire data set training and cross validating for stress 

detection.   

Classification based on Logistic Regression (LR) 

To classify stress states, our first selection was the logistic regression (LR) [108].  Based 

on the HRV-driven features, LR computed the location of a given state on the sigmoid 

function.  The leave-one-out data analysis method was adapted to classify stress states from 

the normal ones.  The LR’s hypothesis/sigmoid function and the classification conditions 

are as follows: 

ℎ𝜃𝜃(𝑥𝑥) =  1
1+𝑛𝑛−𝜃𝜃𝑇𝑇𝑥𝑥

      (23) 

ℎ𝜃𝜃(𝑥𝑥) =  𝑔𝑔(𝑧𝑧)       (24) 

𝑤𝑤ℎ𝑆𝑆𝑇𝑇𝑆𝑆, 𝑧𝑧 =  𝜃𝜃𝑇𝑇𝑥𝑥       (25) 
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ℎ𝜃𝜃(𝑥𝑥) =  𝑔𝑔(𝑧𝑧) = � 𝑛𝑛𝑇𝑇𝑇𝑇𝑚𝑚𝑎𝑎𝑇𝑇;              𝑧𝑧 ≥ 𝑆𝑆ℎ𝑇𝑇𝑆𝑆𝑌𝑌ℎ𝑇𝑇𝑇𝑇𝑑𝑑
𝑌𝑌𝑆𝑆𝑇𝑇𝑆𝑆𝑌𝑌𝑌𝑌𝑆𝑆𝑑𝑑;             𝑧𝑧 < 𝑆𝑆ℎ𝑇𝑇𝑆𝑆𝑌𝑌ℎ𝑇𝑇𝑇𝑇𝑑𝑑  (26) 

Based on the values of 𝑔𝑔(𝑧𝑧) for each data point, a state is assigned.  For example, normal 

state is assigned to the data point if z≥threshold, and a stress state is assigned to the data 

point if z<threshold.  A threshold value is determined based on the average value of the 

training data. Below is an example of an LR model with the two boundaries (normal and 

stress) and test data point projections onto the model.  The location of the projected test 

data determines the association of the test data with the normal (Figure 19, left) or stress 

states (Figure 19, right). 

 

 
Figure 19: An example of generation and usage of Logistic Regression based model 

for classification of normal (left) and stress (right) states. 
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Classification based on Linear Discriminant Analysis (LDA) 

Our second classifier was the LDA that we used to discriminate stress states from 

normal ones [109].  An LDA algorithm employing Fisher's criterion provides a projection 

vector for the original data transformation onto a vector space. The projection vector is 

calculated such that the distance between the classes is maximized and distance within each 

class is minimized.  After projecting both HRV-driven features from normal and stress 

classes onto this projection vector, the average location of each class is computed.  Then 

each test data point is mapped onto the LDA projection space and, based on the minimum 

Euclidian distance of this test point to each class’ average location, its class association is 

formed.  Below is an example with the data distribution for two classes using only two 

features indicating the spread, which is difficult to classify with a linear segmentation 

boundary (Figure 20, left).  Figure 20, right, indicates the implication of the LDA 

projection to create a better separation between the two classes, which is based on the 

Fisher’s criterion. 
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Figure 20: An example of data (two classes) distribution with two features only 

(left); LDA generated projection vector to maximize the inter-class separation and 
minimize intra-class separation (right).  

 

Confidence Metrics to Quantify Algorithm Performance  

To study the overall performance of the identified classifiers, results were 

quantified by the criteria of sensitivity, specificity, precision, and accuracy: 1) by 

sensitivity, we mean the probability of declaring the subject “stressed” if the subject is 

actually in the stress state, 2) by specificity, we mean the probability of declaring the 

subject not “stressed” if the subject is actually not in the stress state (1-specificity defines 

the probability of declaring a subject stressed if the subject is not stressed), 3) by precision, 

we mean the probability of being right when the algorithm declares a subject “stressed,” or 

the number of times correctly declaring “stressed”/the total number of times the algorithm 

states “stressed”, and  4) by accuracy,  we mean the probability of declaring the stress and 

normal states correctly.  Equations used to compute these metrics are as follows: 



69 
 

𝑈𝑈𝑆𝑆𝑛𝑛𝑌𝑌𝑖𝑖𝑆𝑆𝑖𝑖𝑆𝑆𝑖𝑖𝑆𝑆𝑦𝑦 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑁𝑁

         (27) 

𝑈𝑈𝑆𝑆𝑆𝑆𝑇𝑇𝑖𝑖𝑆𝑆𝑖𝑖𝑇𝑇𝑖𝑖𝑆𝑆𝑦𝑦 = 𝑇𝑇𝑁𝑁
𝑇𝑇𝑁𝑁+𝐹𝐹𝑇𝑇

      (28) 

𝑃𝑃𝑇𝑇𝑆𝑆𝑇𝑇𝑖𝑖𝑌𝑌𝑖𝑖𝑇𝑇𝑛𝑛 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

       (29) 

𝐴𝐴𝑇𝑇𝑇𝑇𝐴𝐴𝑇𝑇𝑎𝑎𝑇𝑇𝑦𝑦 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁+𝐹𝐹𝑇𝑇+𝐹𝐹𝑁𝑁

      (30) 

where, TP = true positives, FN = false negatives, TN = true negatives, and FP = false 

positives. 

Results 

Using human facial skin and ECG data from experiment one, we processed 30 

second segments from each state and computed the RR-interval signals from 13 subjects.  

These RR-intervals were then processed using the HRVAS software to compute HRV-

driven features.  Applying the procedure for relevant feature selection (discussed above) to 

the remote HRV-driven features under the first two physiological states, nine HRV-driven 

features were identified that were significantly different, and therefore, relevant for stress 

detection.  These identified relevant HRV-driven features (Table 1) were in agreement with 

the literature [111].  
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Table 1: A list of task relevant HRV-driven features for stress detection. 

 
 

The variability of the identified relevant features is shown in box and whisker plots 

(Figure 21).  These plots show the distribution of each relevant feature for both normal and 

stress states from all tested subjects under experiment one.  In addition, box and whisker 

plots can be used to visualize the overlap between the two states for a given feature.  As 

clearly seen in the plots, the peaks for each feature for both states do not overlap 

significantly, and therefore, these features can be used for stress detection.  A combination 

of these features would add power for a better discrimination between the two states.  
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Figure 21: Box and whisker plots showing the distribution of the relevant features 

(from 12 subjects) for the normal and stress states. 
 

The relevant HRV-driven features from both ECG and facial videos were then used 

to answer the three questions (posed in the starting of this chaper), and determine the best 

classification algorithm which can be used for remote stress detection. 

Stress Detection Results using ECG Data 

To answer the first question (Which classifier performs best for stress detection 

using contact HRV-driven features?), we used ECG recordings from the experiment.  

Applying both LR and LDA, we discriminated normal states from stress states for the four 
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cases (with stress levels ranging from high to low).  Figure 22 shows the ROC curves for 

each case using both classifiers.  

 

 
Figure 22: ROC curves for stress detection using logistic regression and LDA 

comparing: (1) rest with scale, (2) rest with test, (3) rest with announcement, and (4) 
rest with talk.  

 

In summary, Table 2 shows the area under the curve (AUC) for all four cases using 

both LR and the LDA classifiers.  Using LR, an AUC for the high (case 4) and mild (case1, 

case 3) stress states was 1 and the low stress state was 0.686.  Using LDA, an AUC for the 

high (case 4) and one mild (case 3) stress state was above 0.95, while one mild (case 1) 

AUC (LR)  = 1
AUC  (LDA) = 0.9722

AUC (LR)  = 1
AUC  (LDA) = 0.9514

AUC (LR) = 0.6875
AUC  (LDA) = 0.6736
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stress state was 0.846, and the low stress state was 0.686.  Both classifiers were able to 

discriminate normal states from all levels of stress states, but clearly LR outperformed the 

LDA classification.   

 

Table 2: Area under the curve for all four cases using LR and LDA  

 
 

 
Figure 23: Bar charts with sensitivity, specificity, precision, and accuracy metrics 

for logistic regression classification for the four comparison cases of Figure 22.  
 

Case 1
(Rest to Scale)

Case 2
(Rest to Test)

Case 3
(Rest to Announce)

Case 4
(Rest to Talk)

LDA 1 0.688 1 1
LR 0.846 0.673 0.922 0.951
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Additionally, Figure 23 shows the metrics with four sets of bars representing the 

four cases of comparison between the normal and stress states at four sensitivity levels 

(PD-probability of detection).  Within each set of the bars, one bar is for the sensitivity, 

one for the specificity, one for the precision, and one for the accuracy.  Since we were 

interested in achieving the highest value for all the four quantifiable metrics for the most 

stressful case, in which resting state was compared with the state while delivering a speech 

(case 4).  For this case, at sensitivity of 90%, we achieved a high level of specificity, 

precision, and accuracy (> 90%).  Although human subject data analysis is always 

complicated and uncertain due to sensors, subjects, and environmental factors, we 

identified that the LR outperforms the LDA and classifies all levels of stress states from 

normal ones. 

Stress Detection Results using VIS Data 

To answer the second question (Will the best classifier be the best for stress 

detection using remote HRV-driven features?), we used remote HRV-driven features from 

experiment two.  The features were computed from the RR-intervals generated from the 

peaks detected by our original zero crossings based algorithm.  Applying both LR and 

LDA, we discriminated normal states from stress states for the first two cases.  As expected, 

both LR and LDA helped with detecting high and mild levels of stress with high 

confidence.  Figure 24 shows the ROC curves for these two cases using both classifiers.   
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Figure 24: ROC curves for stress detection using logistic regression and LDA 

comparing: Normal with Stress1 and (2) Normal with stress2.  
 

In summary, Table 3 shows the AUC for the two (high stress and mild stress) cases 

using both classifiers. Using LR, the AUC for the high stress state (case 1) was 0.920 and 

the mild stress state (case 2) was 0.818.  Using LDA, the AUC for the high stress state 

(case 1) was 0.898 and the mild stress state (case 2) was 0.747.  Both classifiers were able 

to discriminate normal states and stress states for both high and mild stress levels.  

Additionally, Figure 25 shows that for the high stress level case, at sensitivity of 70%, we 

achieved a high level of specificity, precision, and accuracy (> 80%).  Similar to the LR’s 

performance for stress detection based on contact HRV, LR outperforms the LDA classifier 

when the non-contact HRV data was used.   
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Table 3: Area under the curve for high and mild stress detection using LR and 
LDA.  

 
 

 
  Figure 25: Bar charts with sensitivity, specificity, precision, and accuracy metrics 

for logistic regression classification for the two comparison cases of Figure 24.  
 

Case 1 Case 2
Classifier Normal1 to Stres1 Normal1 to Stres2
LDA 0.920 0.818
LR 0.898 0.747
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Repeatable Stress Detection using VIS Data 

Finally to answer the third question (Are the stress detection results repeatable with 

the best classifier?), we used remote HRV-driven features from experiment three.  The 

features were computed from the RR-intervals generated from the peaks generated by the 

blind deconvolution based algorithm.  Additionally, the HRV-driven features from the two 

states were corrected for a baseline.  For each subject, a baseline for each HRV-driven 

feature was computed using a 30 second facial video segment from the first normal state.  

The HRV-driven features from the normal and stress states were then stubtracted from the 

baseline HRV-driven features to generate the baseline corrected features.  Applying the LR 

to these baseline corrected features from two cases, we then discriminated stress states from 

the normal ones.  As expected, LR helped with detecting both levels of stress with high a 

confidence (Figure 26), with an AUC of 0.94 for the high stress level and 0.83 for the mild 

stress level.  Additionally, Figure 27 shows that for the high stress level case, at sensitivity 

of 90%, we achieved a high level of specificity, precision, and accuracy (> 80%). 
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Figure 26: ROC curves for stress detection using LR comparing states: Normal with 

stress1 (left) and Normal with stress2 (right). 
 

 
  Figure 27: Bar charts with sensitivity, specificity, precision, and accuracy metrics 

for LR classification for the two comparison cases of Figure 26.  
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Improvements in Stress Detection Results  

Figure 28 shows a comparison between the two ROC curves generatd based on two 

approaches: S2014 – (green curve) RR-intervals generated with peaks detected by the zero 

crossings algorithm; S2015 – (red curve) RR-intervals generated with peaks detected by 

the blind deconvolution algorithm and HRV baseline correction.  In addition to 

improvement in stress detection due to the cleaner RR-intervals driven from the blind 

deconvolution detected peaks and baseline correction of the HRV-driven features, plots 

clearly show the repeatability between the ROC curves for both stress levels.  Additionally, 

at a specificity, precision, and accuracy of 80% for the high stress level, improved 

algorithms helped with increasing the sensitivity from 70% to 90%.    

 

 
Figure 28: ROC curves for stress detection using LR with improved algorithms 

(red) and standard algorithms (green), comparing states: Normal with stress1 (left) 
and Normal with stress2 (right). 
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To show a better comparison between the two approaches, at the sensitivity level 

of 90%, we studies the likelihood of correctly detecting a stress state and generated truth 

tables (Table 4 and Table 5). Comparing the truth tables, the likelihood of correctly 

detecting a stress state improved when the blind deconvolution based detected peaks were 

used to determine RR-interval signals and the HRV-driven features were corrected for the 

baseline.  For a high level of stress, it increased from 87% to 92%, and for a mild level of 

stress, it increased from 80% to 92%.   

 

Table 4: The truth tables with stress 
detection results from remote HRV (12 

subjects, experiment 2 with zero 
crossing based detected peak). 

 

Table 5: The truth tables with stress 
detection results from remote HRV (15 

subjects, experiment 3 with blind 
deconvolution based detected peaks and 

HRV baseline correction). 
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Overall, our studies show a proof of principle that the LR classifier, when used with 

the improved algorithms (BDC and baseline correction), would classify high and mild 

levels of stress states with a high confidence. 

Discussion  

In this work, we were able to demonstrate that it is possible to use the HRV analysis 

of remotely detected HR information for physiological stress detection. This is based on 

the combination of two well-known techniques: the remote detection of cardiac pulse wave 

through skin color changes during the cardiac cycle, and HRV analysis techniques used for 

stress detection.  Although, it is not an optimal solution, using LR classifier, at a sensitivity 

level of 90%, we were able to achieve the specificity, precision, and accuracy of above 

82% for the high stress state and 62% for the mild stress state.  Additionally, a likelihood 

of being correct for stress detection was noted to be above 92% for both high and mild 

stress levels.   

However, this work was not without challenges. Our initial RR-intervals generated 

from the remotely acquired BW signals based on zero crossings were noisier as compared 

to the RR-intervals generated from the ECG signals, which resulted in compromised 

statistics.  Therefore, the first step in our analysis was to extract a reliable RR-interval time 

series.  To generate cleaner RR-intervals, we used the peaks detected by the BDC algorithm 

(developed in Chapter Three), which were highly correlated with the GT peaks.  These RR-

intervals were much cleaner as compared to our original RR-intervals.  As a result, we 

noticed an improvement in stress detection for both high and mild stress levels.  For a high 
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level of stress, it increased from 87% to 92%, and for a mild level of stress, it increased 

from 80% to 92%. 

HRV analysis was performed using a variety of state-of-the-art HRV descriptors, 

as implemented in the HRVAS software package.  HRV analysis makes use of a large 

number of different statistical descriptors from the areas of time-domain, frequency domain 

and nonlinear dynamics.  However, not all were relevant to our classification problem.  

Following the HRV-driven feature selection procedure described in the methods section, 

nine stress significant features were identified.  Most of these features were based on low 

and high frequencies of the RR-interval signals and were in agreement with the literature 

[10], [112].  These selected features were then weighted and combined to classify stress 

states from the normal ones using the logistic regression classifier.   

The physiological response decreases due to the habituation when a stressor is 

introduced more than once.  As a result, the difference between the HRV-driven features 

from two physiological states becomes less significant.  We noticed this effect in our 

analysis as well (Figure 28, red curves): the AUC for the high stress level case, in which 

the stressor was introduced for the first time, was 0.94, and for the mild stress level case, 

in which the stressor was introduced for the second time, it was 0.83.   

Overall, our study demonstrates that HRV-based analysis of a video-based 

estimation of the BW signals can be used for stimulus-based acute stress detection, using 

short-time recordings (30 second).  While further research is needed to improve both 
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acquisition and data processing strategies, we believe that our study shows the potential of 

a non-contact, possibly covert system for short-time stress detection.   
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CHAPTER FIVE: REMOTE MEASUREMENTS OF 
DIFFERENTIAL PULSE TRANSIT TIME AND ITS USE FOR 

STRESS DETECTION 
 
 
 

Introduction 

In this chapter, we investigate the possibility of detecting mental stress using a 

novel, contactless method. It is based on the pulse transit time (PTT), the time that is 

required for the blood wave (BW) to cover the distance from the heart to a defined remote 

location in the body. Loosely related to blood pressure, PTT is a measure of blood velocity, 

and is also implicated in the “fight-or-flight” response. We define the differential PTT 

(dPTT) as the difference in PTT between two remote areas of the body, such as the forehead 

and the palm.  Using remote BW detection from visible spectrum videos, we built a system 

that remotely measures dPTT.  We further show that the dPTT can be measured using this 

system and it responds to stress, and therefore, is a potential stress indicator.  Human 

subject data from two separate experiments were used to initially establish the potential 

use of remote dPPT detection as a stress indicator. 

In Chapter Three, the palm and the forehead were identified as the two distal 

locations with the highest SNR values (Chapter Three), hence they are chosen as the 

optimal locations for remote BW signal detection for the purpose of remote dPTT 

detection.   Under this study, first we hypothesized that there will be a measurable phase 
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shift between the two cardiac pulse waves obtained at two distal locations, and the phase 

difference between these two waves can be used to determine dPTT; and second, that the 

dPTT will change significantly under the presence of mental stress, indicating that our 

measure can in principle be used as a mental stress marker in healthy individuals 

repeatedly.  To prove these hypotheses, we detected BW signals with high SNR at forehead 

and palm locations, designed an algorithm to use the BW signals to determine dPTT, and 

compared the obtained dPTT values under stressed and non-stressed conditions from 

multiple experiments.  A strong agreement between the dPTT values under the similar 

physiological states from two experiments confirm the repeatability of the dPTT metric 

under both normal and stress states.   

Materials and Methods 

This chapter has three major goals to describe: the first is to develop the method to 

determine dPTT remotely, the second is to use of dPTT for stress detection, and the third 

is to show the repeatability of dPTT for stress detection.  Keeping these three goals in mind, 

we designed experiments to induce stress at various stress levels, and used the experimental 

setup discussed in Chapter Three to collect facial skin videos and ECG signals.  A set of 

experiments that were conducted is discussed as below. 

Experiments 

To acquire remote heartbeat signal with high SNR values (from palm and forehead) 

under the stress and normal physiological states, and to explore their use for stress detection 

based on the dPTT, we conducted two experiments using an “Affective Stress Response 
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Test” (ASRT).  For the experiments, participants were asked to sit in a chair 5 feet away 

from the camera, with their head leaning against their hand and facing towards the camera 

(Figure 29). Participants were asked to sit as still as possible, and look at a computer screen 

in front of them, while we recorded their facial videos and ground truth (ECG). 

 

 
Figure 29: Subject positions during experiments with their hand leaning against 

head with and palm facing camera. 
 

The first experiment was used to collect data from 15 subjects, in which subjects 

were asked to view a series of pleasant and unpleasant images.  The images (stimuli) 

presented on the computer screen were a series of photos, alternating between cat photos 

and photos of dead people (chosen so as to make the participants feel uncomfortable).  

Three alternating sets of images were shown to capture human physiological responses 

under normal and stress states. The stimuli presented on the computer screen were 3 sets 
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of images, alternating between cat images and images of dead people for 1.5 minutes each.  

Total duration of the experiment was 10.5 minutes.   

The second experiment was used to repeat the first experiment to collect data from 

12 subjects.  The experimental setup, and the stimuli presented on the computer screen 

were similar to the first experiment.  The purpose of this experiment was to show that the 

dPTT measurements are repeatable for stress detection.  In addition, during this 

experiment, we increased the resting intervals from 1 minute to 2 minutes to bring a 

subject’s physiological state to “Normal”.  This change in the experiment was designed to 

measure the true response of ANS as the stimulus was introduced for the second time.  The 

presentation lasted approximately 7 minutes, and included 3 sets of relaxing images with 

cats and 2 sets of disturbing images with dead body parts.  Each set of the relaxing images 

lasted one minute.  The first set of the disturbing images lasted one minute, and the last 

two sets of the disturbing images lasted 2 minutes each.     

Both experiments were designed to induce multiple stress levels by presenting 

stimuli.  Multiple levels of stress was induced by presenting disturbing images in multiple 

blocks.  For the first time, when the disturbing images are presented, the physiological 

response is expected to be high, which means a high stress level; however, for the second 

or third time when the same stimulus is presented, due to habituation, the physiological 

response is expected to reduces, which means a lower stress level as compared to the first 

time.  Collected data under both experiments were used to assess whether BW signals, as 

extracted from video recordings of face and hand, can be used for detecting dPTT, be 

associated with various levels of stress, and be used to prove repeatability of the dPTT  
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Remote Blood Wave (BW) Signal Detection 

BW signals were obtained by first spatially averaging the image intensities within 

the specified ROIs over the facial and hand skin areas for video segments to construct raw 

signals, and then applying an IIR bandpass filter with a bandwidth range of 0.3-8Hz [7], 

[11] to the raw signals. Image intensities were averaged within small ROIs to avoid noise 

due to multi-pathways and to increase SNR of the remotely acquired BW signal.  A 

bandpass filter was applied to remove baseline low frequency fluctuations and higher 

frequency noise. However, due to differences in melanin content at various body locations 

and the location of capillaries within the dermis, we needed to identify the optimal locations 

where the BW signal could be measured with high SNR.  We selected forehead and palm 

for this study, which were identified (in Chapter Three) as the optimal locations to detect 

BW signal with high SNR values.   

Differential Pulse Transit Time (dPTT) Computations 

To prove our first hypothesis that the BW signals measured at two distal body 

locations have a phase difference, we used data from the first experiment collected under 

the first normal state and determined the dPTT values for each subject by identifying the 

peak position in the correlation function between the BW signals from the two optimal 

body locations (forehead and palm). However, two extra steps were necessary before the 

correlation measurement could take place. The first was the definition of the ROIs for 

detecting BW signals, and the second was the upsampling of the detected BW signals to 

overcome the 60 frames per second limitation of our camera.  



89 
 

As described, the first step was to define the ROIs for detecting BW signals from 

the identified body locations.  While averaging the intensity signal over larger areas is 

acceptable if the target is the heart rate estimation from the BW signal, this approach leads 

to errors in the calculation of the dPTT values. The errors are due to the different arterial 

pathways in the adjacent areas.  This error propagates further and results in a less accurate 

estimate of the dPTT.  Our solution to this problem was to define smaller ROIs in both the 

palm and the forehead.  To determine at least one BW signal with high SNR from each of 

the identified locations, we placed three ROIs at each location.  These ROIs were placed 

manually on the body parts of interest by trained observers following landmarks such as 

eyebrow or finger position. Then, following the BW signal extraction method, BW signals 

were determined within each ROI. 

The second step was to upsample the BW signals to overcome the 59.9 frames per 

second limitation of our camera. We upsampled both BW signals by a factor of 1000 by 

linearly interpolating between each pair of two consecutive points. A representative 

waveform and the time shift between the forehead and palm ROIs is shown in Figure 30. 
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Figure 30: Typical averaged heart beat signals and their time shift between forehead 

(red dots) and palm (blue stars).  
 

We used the phase shift between the two waveforms and calculated the dPTT as 

the time at which a peak occurs in the correlation function between the two up-sampled 

BW signals. First, BW signals were computed within each ROI placed on the forehead and 

the palm areas.  Then the BW signals from the two locations were correlated and the dPTT 

values were computed. To validate the efficacy of the suggested method for computing the 

dPTT values, we used the human subject data from our first experiment and computed 

dPTT values for each subject. 

Remote Stress Detection using dPTT 

To prove our second hypothesis that the dPTT changes between normal and 

stressed states, we used the data from our first experiment. In order to test this hypothesis, 

we first calculated dPTT values for the time intervals corresponding to the normal (cat 
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photos) and stressed (dead body parts photos) states. To remove the transition effects 

between the two states (normal to stress or vice-versa), we ignored the first 30 seconds 

from each interval and then used a sliding window of 20 seconds over one minute duration 

to compute the dPTT value. The sliding window with a short duration was used to avoid 

the effects of signal averaging over the longer time period and to capture the physiological 

response at short duration intervals.  To determine if there is a significant variability 

between the dPTT values of the normal and stress states, statistical analysis was performed 

by means of paired t-tests.  To prove repeatability of the dPTT metric for stress detection, 

data from both experiments under both physiological states were used and compared.   

Results 

Data from first experiment, collected under first physiological normal state from 

each subject, was used to determine the range of dPTT.  Following the methods for BW 

signal detection, these data were processed to determine BW signals within the ROIs 

placed on the forehead and palm locations, which were then used to determine dPTT 

values.  As shown in Data analysis shows that the dPTT values under normal physiological 

states range from 6 ms to 30 ms (Figure 31). 
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Figure 31: Average dPTT values (Experiment one, first normal state, 15 subjects). 

 

We then used facial and palm videos from the both experiments and computed 

dPTT values under both normal and stress states. Figure 32 and Figure 33 show that the 

average dPTT values for all stress states (S1, S2 & S3) are higher than the first normal state 

(N1), which indicates the effect of stimulus on the dPTT value. Further, a lower dPTT 

value for all the normal states (N1, N2 & N3) preceding the stress states (S1, S2 & S3) 

indicates the dPTT response to the ANS.  

Furthermore, to show a significant difference between the dPTT values measured 

during the normal and stress mental states, a statistical analysis was conducted and p-values 

were computed for the three cases: case 1- first normal (N1) state compared with the first 
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stress state (S1); case 2-  first normal (N1) state compared with the second stress state (S2); 

case 3- first normal (N1) state compared with the third stress state (S3). Using data from 

both experiments, p-values for each case were computed with the highest significance for 

case 1 (p-value < 0.05).  Case 1 from experiment one had a p-value of 0.009 and from 

experiment two had a p-value of 0.007.   In experiment one, significance for the second 

and the third case was not as high because the resting time period between the states was 

short. However, for the second experiment, we increased the resting duration for N2 from 

1.5 minutes to 2 minutes and as a result achieved a higher significance (0.007).   

 

 
Figure 32: Average dPPT value distribution for the normal and stress states using 

data from experiment one (15 subjects). 
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Figure 33: Average dPPT value distribution for the normal and stress states using 

data from experiment two (12 subjects).   
 

In addition, the paired plots (Figure 34 and Figure 35) show significant difference 

in dPTT values between the physiological states (especially between the first normal and 

stress states).  As expected, the plots show that the dPTT values for majority of the subjects 

increase when a stressful stimulus is introduced for the first time (S1).  Some subjects show 

no change in the dPTT values and some subjects show an opposite response.  Diversity in 

the results show that the dPTT values cannot be generalized for each subject, and therefore, 

identifying a baseline for each subject would help with the use of this newly developed 

metric (dPTT) for stress detection.  
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Figure 34: Paired plots showing the dPTT values from all subjects for the three 
normal and three stress states, and their relationship between states under the 

second experiment.   
 

 
Figure 35: Paired plots showing the dPTT values from all subjects for the three 

normal and three stress states, and their relationship between states under the third 
experiment.   
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Discussion  

In the literature, dPTT has been measured based on the difference in arrival time of 

the heartbeat signals measured at two body locations (e.g., finger, chest, ear, etc.) using 

contact sensors [113], [114].  In our study, we expanded on this by detecting dPTT 

remotely, based on the phase shift in heartbeat signals measured at two distal body 

locations (face and palm) in visual spectrum camera recordings, and showed that this 

remotely detected dPTT metric can be used as a basis for remote stress detection.  Remote 

dPTT detection posed challenges, mainly due to the low SNR of the BW signals, different 

pathways, and multiplicative noise. 

Defining small and repeatable ROIs to determine BW signals from the facial and 

palm skin areas with high SNR was essential for our experiments.  While averaging over a 

large ROI helps with determining a BW signal with high SNR, the phase shift between the 

two BW signals acquired from large ROIs in two distal locations proved an unreliable 

measure. This was attributed to the presence of phase differences within adjacent skin 

areas, especially in the palm, possibly due to different arterial pathways in those areas. We 

acquired BW signals with high SNR by first designing experiments to ensure minimal 

subject motion without introducing any additional stress to the subjects, and then defining 

small ROIs to avoid averaging over multi-pathways.     

Remote BW signal is likely to exhibit multiplicative noise, mainly due to flickering 

of the illumination source, natural human motion, and respiration.  In our collected data, 

we noticed some flickering at a frequency of ~1 Hz, which corresponds to the intensity 
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fluctuation envelope of CFL bulbs [115].  In some cases this noise significantly impacted 

the BW signals.  However, due to the multiplicative nature of this noise, the phase shift 

between the two BW signals acquired from two distal locations was preserved.  As a result, 

even with the existence of some limited noise, we were able to compute dPTT for each 

subject.  However, the presence of flickering may rise to levels where it may overwhelm 

the measurement of the phase shift, and needs therefore to be taken into account in system 

design. 

Despite various challenges, we were able to show that it is possible to measure 

phase shift between the BW signals acquired from two distal locations (dPTT) that we 

believe to be related to the pulse transit time. We have further shown that the dPTT changes 

with the stimuli and therefore can be used as a potential stress indicator.   In the literature, 

PTT has been correlated with blood pressure [66] [67], which also relates to stress [78], 

[79].  In the past, dPTT has been measured using contact sensors; however, we have for 

the first time measured the dPTT remotely.  We believe this remotely measured dPTT 

metric has a potential as a stress indicator. We believe that a higher confidence in remote 

stress detection can be achieved if used in conjunction with the other stress markers such 

as hear rate variability (HRV) [23]–[26] and sweat gland pore response/Galvanic Skin 

Conductance [27], [28], [54], resulting in a video-based contactless stress detection system.  
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CHAPTER SIX: ROBUSTNESS OF REMOTE STRESS 
DETECTION FROM VISIBLE SPECTRUM VIDEOS 

 
 
 

Introduction  

In Chapter Three, we have shown that it is possible to extract high fidelity timing 

information of the cardiac pulse wave from visible spectrum videos, which can then be 

used as a basis for stress detection (Chapter Four and Chapter Five). In that approach, we 

used both heart rate variability (HRV) metrics and the differential pulse transit time (dPTT) 

as indicators of the presence of stress. One of the main concerns in this analysis is its 

robustness in the presence of noise, as the remotely acquired signal that we call blood wave 

(BW) signal is degraded with respect to the signal acquired using contact sensors.  

Remote HRV and dPTT measurements depend on the heartbeat signals measured 

from video recordings based on the skin color variations (image intensity), which may 

change due to illumination changes.  Illumination levels may change as a result of light 

flickering and slight motion due to respiration.  The image intensity is a multiplication of 

illumination and reflectance [116], and therefore, a change in illumination would introduce 

multiplicative noise.  

In this chapter, we discuss the robustness of our metrics (HB, HRV, and dPTT) in 

the presence of multiplicative noise. Specifically, we study the effects of subtle motion due 
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to respiration and changes in illumination levels due to light flickering on the BW signal, 

the HRV-driven features, and the dPTT. Our sensitivity study involved both Monte Carlo 

simulations and experimental data from human facial videos, and indicates that our metrics 

are robust even under moderate amounts of noise. Generated results will help the remote 

stress detection community with developing requirements for visual spectrum videos based 

stress detection systems. 

Since multiplication changes the frequency contents of a signal, this introduces an 

error in the estimation of signal timing.  This is supported by our observation that the 

fundamental frequency of the remotely acquired heartbeat signals were slightly different 

from the GT, and as a result, there was a non-zero average error in the estimation of the 

peak position when compared to the ground truth (GT) ECG signal.  This type of noise 

cannot be reversed by means of conventional filtering.  

Because HRV can be regarded as changes in the phase of the heart rate (HR) signal, 

we are expecting the effects of multiplicative noise to be limited.  This is based on similar 

results from communications theory, which have shown limited effects of multiplicative 

noise on phase modulated systems [117]. Therefore we expect at least a subset of the 

metrics used in our stress detection system to be unaffected by such noise. The aim of this 

study is to identify metrics related to HRV and dPTT that are robust in the presence of 

multiplicative noise.    

We focus on multiplicative noise introduced by two common factors: respiration 

motion and light flickering.  First, we compare the fundamental frequency and the peak 
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locations of BW signals when the signal is subjected to multiplicative noise of various SNR 

levels.  Second, we test the hypothesis that, because multiplicative noise should affect the 

BW signal in two different distal body locations in a similar manner, effects on the dPTT 

metric should be minimal. Third, because HRV is a metric of phase differences between 

subsequent heart beats, and we expect these phase shifts to be relatively robust to 

multiplicative noise, we hypothesize that some HRV features will be relatively unaffected 

by the presence of such noise. To prove this, we conducted sensitivity studies using both 

Monte Carlo simulations and experimental data from human facial videos and tested for 

accuracy of the BW signal peaks, the dPTT, and the HRV-driven features (significant for 

our stress detection application) under the effects of light flickering and respiration motion.   

Methods and materials 

This chapter’s goal is to conduct sensitivity studies, to show the minimal effects of 

multiplicative noise (light flickering and respiration motion) on the BW signal peak 

locations and the fundamental frequency, the dPTT, and the HRV-driven features 

(significant for our stress detection application).  To show, we simulated BW signals and 

used the facial and palm skin videos from the second experiment of Chapter Five, and 

conducted sensitivity studies following the methods presented in this chapter.      

Remote Blood Wave (BW) Detection 

BW is the remotely measured heartbeat signal.  These signals are constructed from 

the facial and palm skin videos based on the minor intensity fluctuations (Kaur et al. 

2014a).  Following the methods in Chapter Three, BW signals were determined for the 
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experimental data under each physiological state.  The fundamental frequency of a BW 

signal was determined using the Fast Fourier Transform (FFT), and the peaks were 

determined employing the bind deconvolution (BDC) algorithm presented in Chapter 

Three.     

Remote Differential Pulse Transit Time (dPTT) Estimation 

We define the dPTT as the difference in the pulse arrival time between two remote 

areas of the body, such as the forehead and the palm.  Following the methods in Chapter 

Five, we processed experimental data to determine dPTT from each subject under the first 

normal condition.  In Chapter Five, we have demonstrated the potential use of this metric 

for remote stress detection, as well.     

Remote Heart rate variability (HRV) Feature Generation 

Conventionally, the RR-interval is the interval from the R-peak of one QRS 

complex to the R-peak of the next QRS complex (in ECG signal). We use the BW signal 

peaks, as determined by a blind deconvolution algorithm, to estimate the RR-intervals and 

construct an RR-interval signal.  These signals are then used to compute remote HRV-

driven features that were relevant for stress detection (identified in Chapter Four).  These 

features were: HRVTi, SDNNi, pVLF, pLF, pHF, and nHF (definition in Table 1).  In 

Chapter Four, we have demonstrated that the variability in these features can be used for 

discriminating two physiological states (stressed and normal).    
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Simulated Data 

To study the effects of multiplicative noise on the metrics of our interest, we 

simulated 120 BW, noise, and noise modulated signals, of which 40 were simulated at 60±1 

bpm, 40 at 80±1 bpm, and 40 at 100±1 bpm. To generate realistic BW signals, the impulse 

trains constructed at the identified fundamental frequencies were convolved with a 

Gaussian kernel with 𝜎𝜎 = 0.1. The multiplicative noise signals (𝑚𝑚[𝑛𝑛]) were simulated as 

sinusoidal waves superimposed on a DC component, which represents the ambient 

illumination. The model used to simulate such a signal is shown below:  

𝑚𝑚[𝑛𝑛] = 𝐴𝐴 + 𝐵𝐵 𝑌𝑌𝑖𝑖𝑛𝑛[2𝜋𝜋𝑆𝑆𝑚𝑚𝑛𝑛]     (31) 

Where, 𝑆𝑆𝑚𝑚 is the fundamental frequency of the noise signal (0.3 Hz for the 

respiration motion and 1 Hz for the light flickering); A is the DC level, representing the 

average ambient illumination level, at which the noise signal resides; B is the amplitude of 

the noise signal.  

The amplitude (B) of the noise signal was varied to achieve various levels of light 

to noise ratios (LNR) values.  We defined the LNR as a ratio of the DC component over 

the noise amplitude (𝐿𝐿𝑆𝑆𝑆𝑆 = 𝐴𝐴/𝐵𝐵).  Since the signal m[n] can be perceived as the 

illumination pattern measured on a white reference background, we processed white 

reference videos to measure LNR values.  In our experimental data, the lowest LNR 

observed was 8 in the presence of particularly bad light flickering; normal SNR values 

were in the order of 10000.  For our simulations, the LNR ranged from 1 to 36. 
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The simulated BW signals were multiplied with the noise signals to determine noise 

modulated BW signals.  Both the BW signals and the noise modulated signals were then 

used to test the robustness of the HB signals, dPTT, and the HRV-driven features.    

Robustness of the BW Signal  

To test the robustness of a BW signal under the effect of multiplicative noise, we 

used the simulated BW and noise modulated BW signals and computed HR and peak 

locations.  Both HR and the peak locations from the simulated and the noise-modulated 

signals were compared using absolute normal error. Figure 36 shows an example of a 

simulated BW signal (in black), a multiplicative noise signal due to light flickering (in 

green), and the noise-modulated BW signal (in red). The plot shows a clear shift in noise-

modulated signal peaks (red) from their original locations in BW signal (black).    

   

 
Figure 36: An example with the flickering noise (1 Hz): simulated BW (black), 

flickering noise (green), and noise-modulated BW (red) signals.  
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Robustness of the dPTT Metric 

The differential pulse transit time (dPTT) is computed as the difference in arrival 

time of the BW signal at two distal body locations, which can be regarded as a phase 

difference between the two BW signals.  Hence, we conducted a sensitivity analysis to test 

if a phase shift between the two signals changes as a result of the multiplicative noise and 

if it does, then by how much.  

To study the effects of this shift, we added different values of phase shift to each 

simulated BW. The phase shift range was determined based on our dPTT studies [6], in 

experimental data from 12 subjects under the first normal and stress states and measured 

dPTT between 3ms to 30 ms.  To cover the observed dPTT values, we tested phases 

between 1 ms and 40 ms.  The noise signals at various SNR levels were also constructed 

following the method in the Simulated Data section.  Then the noise modulated signals for 

each simulated and phase-shifted BW signal were constructed by multiplying them with 

the noise signals.  A phase shift between the noise modulated BW signals was then 

determined for each pair and compared with the phase shift of the signals without the noise 

by means of the absolute normal error.  A small value of the absolute normal error would 

show the minimal impact of the multiplicative noise on the dPTT metric.   

Robustness of the HRV-driven Features  

To study the robustness of HRV-driven features that are significant for stress 

detection, we used both experimental and simulated data.  The experimental data from the 

first normal and stress states were used to determine the stress significant (relevant) HRV-
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driven features based on a paired t-test between their values from the two states [5] .  The 

HRV-driven features with the p-value <0.05 were identified as the relevant features for 

stress detection.  An absolute difference for each identified relevant feature was 

determined, and a threshold value was identified (at 50% and 25%) to test the robustness 

of the associated features in the presence of multiplicative noise.   

Simulated data were used to test the robustness of the relevant HRV-driven features 

under the effect of respiration motion and light flickering. RR-interval signals were 

generated, using our blind deconvolution algorithm, from each BW and noise-modulated 

signal, and were then used to determine relevant HRV-driven features.  For each relevant 

feature, we computed the absolute difference between the simulated and the noise-

modulated pairs.  The difference from each relevant HRV-drive feature was then plotted 

and compared against the identified threshold values.  Instead of choosing only mid-points 

(at 50%) of the relevant features as the threshold values, we chose another threshold value 

which was below the mid-point (at 25%).  The reason for selecting a second lower threshold 

values was that a stimulus might not be as strong as we used in our experiments (disturbing 

images), which will result in a smaller difference between the HRV-driven features under 

two physiological conditions. The HRV-driven features with their average absolute 

difference below the specified threshold values (at all LNR levels) were identified as the 

robust HRV-driven features in the presence of the tested multiplicative noise. 
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Results 

Applying the method discussed in the Simulated Data section, we constructed 

simulated and noise-modulated BW signals and conducted a sensitivity analysis to study 

the effects of respiration motion and flickering noise on the estimated HR and signal peak 

locations as a function of the simulated signal’s LNR.  In the presence of both the 

respiration and the flickering noise, a maximum absolute normal error for the HR was 

determined to be <0.1%.   In the presence of multiplicative noise (either respiration motion 

or light flickering), the absolute error between the simulated and noise modulated BW 

signals, at the commonly observed SNR values in our BW signals (>>30), was noted to be 

< 1ms.  Figure 37 and Figure 38 show the absolute normal errors (blue dots) between the 

simulated and the noise modulated BW signals at various LNR levels.  The black line in 

the plots is the polynomial fit to the data (blur dots) showing the average trend of the 

absolute normal error over the range of LNR values.  Clearly, at the higher LNR levels, the 

plots show a minimal effect of the respiration motion and the light flickering on the peak 

locations.  The range of the absolute normal error values in peak detection implies that the 

detected BW signal peaks would be slightly off from the ground truth peaks under the 

presence of the flickering and the motion noise. 
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Figure 37: The plots showing the absolute error between the peaks of the BW and 

the noise-modulated BW signals over a range of noise LNR values due to respiration 
motion. 

 

 
Figure 38: The plots showing the absolute error between the peaks of the BW and 

the noise-modulated BW signals over a range of noise LNR values due to light 
flickering. 
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Applying the methods discussed in the dPTT section, we constructed simulated BW 

signal pairs, one with and one without a phase shift.  Then the multiplicative noise was 

applied to both signals and a phase shift between the two noise-modulated signals was 

determined for each set. The absolute normal error between the phase shifts of the original 

and the noise-modulated signals was computed, and as expected, for both respiration 

motion and light flickering noise; even in the worst case scenario (LNR = 1), the error was 

negligible (< 0.0008%).  The simulation results imply that the phase shift between the two 

signals acquired from two distal body locations is not affected in the presence of the tested 

multiplicative noise. In other words, the dPTT metric is robust to the presence of respiration 

motion and light flickering noise.  

Following the method in the HRV analysis section, we studied the effects of 

respiration motion and flickering noise on the stress significant HRV-driven features.  A 

list of stress significant features identified based on the experimental data analysis is shown 

in Table 6.  Figure 39 shows the normalized absolute difference between the average values 

from the first two physiological states (stress and normal), with the mid-point (red star) and 

below mid-point (black star) as the thresholds for that feature.  To discriminate a stress 

state from a normal state with high confidence, a large threshold value is desirable.    
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Table 6: A list of significant HRV-driven features that can be used for stress 
detection. 

  
 

 
Figure 39: Plot showing the normalized absolute difference between the normal and 

stressed states for the identified relevant HRV-driven features, with red stars 
showing mid-point value and black star with below the mid-point value for each 

feature. 
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Following the method suggested in the HRV section, we simulated BW and noise 

modulated BW signals, processed them to generate relevant HRV-driven features, and then 

computed absolute normal error between the HRV-driven features from the signals with 

and without noise.  Figure 40 and Figure 41 show the box and whisker plots with the Monte 

Carlo simulation results for the respiration motion and the light flickering noise 

respectively.  Clearly, both Figure 40 and Figure 41 show that the average difference of 

HRVTi, SDNNi, pVLF, pLF, pHF, and peakHF are below the associated 50% threshold 

value, and pLF and peakHF are below the 25% threshold value, and therefore, these 

features should be robust under the effect of the multiplicative noise introduced by 

respiration motion and light flickering.   
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Figure 40: The box and whisker plots of relevant HRV-driven features with the 

absolute normal difference between the simulated and noise-modulated (respiration 
noise) signals with the thresholds for each (red and black horizontal dotted line). 
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Figure 41: The box and whisker plots of relevant HRV-driven features with the 

absolute normal difference between the simulated and noise-modulated (flickering 
noise) signals with the thresholds for each (red and black horizontal dotted line).  

 

Discussion and Conclusions 

As stated in literature, the frequency content of a signal changes under the effects 

of multiplicative noise. Furthermore, our sensitivity analysis employing the Monte Carlo 

simulations verifies the effect as well.  In the range of LNR values in our experimental 
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data, the simulations showed a minimal effect (< 0.1%) of multiplicative noise on HR and 

minimal effect (< 1 ms) on signal peak locations (when compared with GT peaks).  Overall, 

our simulation results show that a BW signal would be robust under the effects of 

multiplicative noise, especially from respiration motion and light flickering.   

In terms of the dPTT, our results indicate that it is robust to multiplicative noise. 

This is in agreement with literature [117], which indicates that in the presence of 

multiplicative noise, the phase shift between the two signals should not be affected.  For 

both respiration motion and flickering noise, our simulation results show a negligible 

absolute normal error between the phase shifts of the original and the noise-modulated 

signals.   Therefore, we conclude that the dPTT metric is robust to respiration motion and 

flickering noise and thus can be used for stress detection with high confidence. 

HRV analysis posed an interesting challenge. HRV analysis is the study of small 

timing differences in subsequent cardiac cycles, and as such can be approximated as a study 

of phase changes in the signal. In a manner similar to phase modulated signals, we expected 

at least part of this information to be preserved in the presence of multiplicative noise. 

However, since HRV analysis makes use of statistical descriptors whose behavior to 

multiplicative noise is unknown, we opted for studying their robustness using Monte Carlo 

simulations. These simulations covered LNR values much lower than what we saw in our 

experimental conditions, and showed that at least six stress significant features under the 

effects of a strong stimulus and at least two stress significant features under the effects of 

a mild stimulus, are robust under the presence of both respiration motion and flickering 

noise.   
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In this work, we have demonstrated that the BW signal, the dPTT, and a set of stress 

significant HRV-driven features are robust under the effects of respiration motion and 

illumination flickering noise.  We believe that the HRV-driven features such as pLF, and 

peakHF, and the dPTT metric can be reliably used for stress detection applications in a 

remote video-based system. 
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CHAPTER SEVEN: CONCLUSIONS AND FINAL COMMENTS 
 
 
 

Conclusions 

Stress is a major health concern that not only compromises our quality of life, but 

also affects our health and well-being. Despite its importance, our ability to objectively 

detect and quantify stress in a real-time, non-invasive manner is very limited.  Through the 

means of our dissertation research, we contribute to such a capability, by combining remote 

heart beat detection through a visual spectrum camera and heart rate variability analysis in 

order to develop a compact, low-cost and possibly covert system for detecting stress.  

The research in this dissertation builds on two well-studied fields: remote detection 

of the blood wave (BW) signal using skin color variations on visible spectrum video (e.g., 

(Poh, McDuff, and Picard 2010; Poh, McDuff, and Picard 2011; Couderc et al. 2014)), and 

stress detection on the basis of heart rate variability (HRV) and pulse transit time (PTT) 

(e.g., (Chen et al. 2000; Poon and Zhang 2005; Zheng et al. 2013)).  In this work, we have 

demonstrated that it is possible to detect acute stress in a non-contact manner based on 

remote HRV-driven features and differential pulse transit time (dPTT).  The main novelty 

of our research is that, to the best of our knowledge, this is the first study demonstrating 

that the variability analysis of cardiac pulse acquired in the visible spectrum can be used 

for remote stress detection.  In order to do so, it was necessary to develop a pipeline of 
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image and signal processing methods.  Therefore, novel contribution was in the 

development of methods for noise-robust RR-interval extraction, stress detection based on 

remote HRV-driven features, dPTT measurements based on the difference in arrival of a 

BW signal at two distal body locations, and stress detection based on dPTT.   

The HRV-driven features were acquired from the remotely detected BW signals 

based on minor intensity fluctuations in facial skin videos.  The dPTT measurements were 

acquired as a difference in arrival time of a BW signal at two distal body locations 

(forehead and palm) within small ROIs.  Generating reliable HRV-driven features and 

dPTT posed challenges, mainly due to the low SNR of BW signals, different pathways, 

and multiplicative noise.  To overcome these challenges, we designed novel algorithms to 

reliably detect BW signals, HRV-driven features, and dPTT.  In addition, we studied the 

effects of multiplicative noise introduced by respiration motion and light flickering on BW 

signals, HRV-driven features, and dPTT. 

Remote HRV-driven features required accurate cycle timings of BW signals.  

Algorithms targeted to determine BW signals with accurate timing required special 

consideration such as noise removal employing principal component analysis (PCA) and 

peak detection using blind deconvolution (BDC).  We took several steps to accomplish 

this.  First, instead of averaging over a large ROI, we applied PCA to minimize pulse 

broadening due to phase dispersion, and then, instead of applying a bandpass filter, we 

applied ICA to determine a BW signal.  It was challenging to determine accurate peak 

locations from the resultant BW signals that still had multiple peaks in each cycle. We 

solved this challenge by applying BDC algorithm to estimate impulse train as an input to 
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the human body (transfer function) which after passing through resulted in a given BW 

signal (output).    

Our novel algorithms helped with detecting peaks that were in close proximity to 

the ECG R-peak locations, with the average normal error of 3.93% and a standard deviation 

of the normal error of 2.63%.  Our methods not only helped with detecting signal peaks 

with high accuracy, but also helped in estimating subject-specific system responses to their 

heartbeat signals. The individualized system identification (subject-specific system 

response) aspect of the developed method can potentially be further studied to understand 

a human body’s system response for various inputs (e.g., respiration), physical (e.g., cough, 

cold, fever, etc.), and physiological (e.g., happy, sad, etc.) conditions.     

Furthermore, we studied the effects of skin locations, skin colors, and multiplicative 

noise introduced by respiration motion and light flickering on BW signals. Based on our 

studies, we found that the BW signal SNR values were much lower for the skins with high 

melanin contents, and that BW signals acquired from the forehead and the palm skin areas 

have relatively high SNR values as compared to the other visible skin areas.  Moreover, 

our Monte Carlo based sensitivity analysis showed minimal effect of the multiplicative 

noise on a BW signal’s peak locations (< 1ms) and fundamental frequency (<0.1%).  

Further, the BDC algorithm-detected BW signal peaks helped with generating 

cleaner RR-interval signals, which is the first step for HRV analysis [1].  These RR-

intervals generated from the video recordings collected under the two physiological states 

were used to determine remote HRV-driven features. We demonstrated that at least two 
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HRV-driven features that were significantly different under the two physiological states 

were also robust under the effects of multiplicative noise, specifically from respiration 

motion and light flickering.  The identified robust and relevant HRV-driven features were 

pLF and nHF.  Although group analysis is not an optimal solution to the individualized 

stress detection cases, we demonstrated that remote stress detection using a visible 

spectrum based camera is possible.  Using an LR classifier at a sensitivity level of 90% we 

were able to achieve specificity, precision, and accuracy of above 82% for the high stress 

state, and 62% for the mild stress state.  Additionally, a likelihood of being correct for 

stress detection was noted to be above 92% for both high and mild stress levels.  We have, 

for the first time, demonstrated that it is possible to use HRV analysis of remotely detected 

HR information for physiological stress detection.    

A further contribution of this PhD work is the development of a methodology to 

remotely estimate the differential pulse transit time (dPTT). We defined dPTT as the 

difference in time of arrival of the BW between two distal body locations. While simple in 

concept, implementing this measurement was a challenge due to local variations in the time 

of arrival of the BW, especially in the palm that was chosen as one of our target body areas. 

Developing a reliable protocol for this measurement involved developing guidelines for 

choosing small target regions of interest that show sufficient SNR, but also are easy to 

target in a reproducible fashion; and examining the robustness of our results in the presence 

of multiplicative noise, introduced either by respiration motion or light flickering. To the 

best of our knowledge, this is the first time a pulse transit time related metric is measured 
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in a contactless manner. As a proof of principle, we demonstrated that dPTT changes in 

response to stressful stimuli.  

Since the physiological response decreases due to habituation when a stressor is 

introduced multiple times, the HRV-driven features and the dPTT from the two 

physiological states show a significant difference.    We noticed this effect in our HRV and 

dPTT based stress detection studies.  In case of HRV based stress detection, the AUC for 

the mild stress level case (case 2) was noticed to be less than the high stress level case (case 

1).  In the case of dPTT analysis for stress detection, as compared to the second or third 

level of stress cases, the dPTT values from the first  normal state were significantly 

different from the first stress state (p-value <0.05).  

Despite various challenges, we were able to demonstrate that the HRV and dPTT 

based analysis of a video-based determination of BW signals can be used for remote stress 

detection.  While further research is needed to improve both acquisition and data 

processing strategies, we believe that our study shows the potential of a non-contact, 

possibly covert system for acute stress detection for various medical and security 

applications.  

Impact of Dissertation 

Our remote stress detection method will be valuable for many applications for stress 

detection in a quantifiable manner, without a potential of introducing additional stress due 

to contact sensors, such as: in the medical field it would help identify stressors in patients 

with anxiety disorders, supporting diagnosis and treatment; in the security field it could be 
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the basis of fraud detection; in military applications it could be used for evaluating 

performance of soldiers during training.  The proposed remote stress detection based on 

visible spectrum recordings enables a solution through the use of a standard day camera 

which is easy to use, inexpensive, non-invasive, light weight, and accessible. 

In addition, these developed methods for remote BW signal detection and peak 

detection, which are designed for visible spectrum based videos, can potentially be adapted 

for estimating cardiac or respiration signals from thermal videos (e.g., long-wave infrared 

(LWIR), mid-wave infrared (MWIR), short-wave infrared (SWIR)).   

Since our method for stress detection compares the variability features from time-

resolved signals (BW) from two physiological states (normal and stress), the developed 

algorithms can be applicable to a variety of change detection problems such as wounded-

warrior triage, traumatic brain injury (TBI)/ post-traumatic stress disorder (PTSD) 

diagnosis and therapy, remote triage, long-term monitoring, etc. 

Future Research Areas 

In order to advance the field of remote physiological human signatures detection, 

investigation in following research areas would be beneficial: 

1. Adapt these developed methodologies and apply them to detect cardiac pulse 

signals using other sensor modalities (e.g., thermal, LDV, radar). 

2. Apply these developed methodologies to numerous applications such as “live or 

dead” determination on the battlefield or in emergency rescue operations. 
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3. Using videos from a monochrome digital camera with a single band (green filter), 

study the limitation of spatial resolution on the SNR of a BW signal. 

4. Study the effects of human subject motion (e.g., fidgeting, random motions, etc.) 

on BW signals, and explore auto-tracking methods and implementation.  

5. Study the effects of sensor parameters on the SNR of a BW signal (e.g., focal 

length, f-number, pixel size, etc.). 

6. Study the scope of a real-time stress detection system by merging the research 

conducted in the areas of stressor detection in ECG recordings (Rafael, 2015) with 

the remote stress detection in visible spectrum.   

Final Remarks 

We have provided a proof of principle for a non-contact stress detection system 

based on variability in remotely acquired BW signals.  This system includes one visible 

camera and a computer system with image processing algorithms for BW signal detection 

and classification for the stress detection based on variations in BW signals.  This video-

based stress detection system should help with overcoming the additional (potential) stress 

introduced by contact sensors, and therefore, should provide a discrete means of 

monitoring stress in individuals.  In addition to facilitating repeatable and reliable 

measurements for a stimulus response, the developed system provides a potential solution 

for covert measurements under controlled environment and daylight conditions for many 

medical and security applications.    
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