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AN AFFLICATION OF VARIABLE-VALUED LOGIC TO ”
INDUCTIVE LEARNING OF PLANT DISEASE DIAGNOSTIC RULES

B. Chilausky, B. Jacobsen, K. 5. Michalski
Department of Computer Science
Undversity of Illinois at Urbana-Champaign
Urbane, Illinais £1801

Knowledge scquisition and representation in
machines is growing in importance to computer science
research. Most of the work in this direction has used
traditional binary logic as a theoretical framework.
However, a more edequate treatment of these problems
may be achieved by an advance into multiple-valued
logic. In particular, the concepts of warlable-valued
logic (Michalski 72,73,Tka) provide useful and
flexible tools for representation and sutomated
scquisition of knowledge. This paper describes an
application of AQVAL/l, 8 set of programs implementing
the variable-valued logic system 'IfL.L, to determine

disgnogtic rules for soybean diseaszes through an
inductive inference process. The methods of application
and the results of an experiment are briefly described.

1. Introduction

There iz a growing realization that one of the
central issues for future research in computer science
apd related fields ig the improvement of the
acquisition and representation of knowledge in
machines. This means, in part, the implementation
of processes which will enable machines to acquire
knowledge not through direct programming but rather
through inferences from a demonstration of examples,
results of experiments, ill-defined statements, and
observations of cases of relationships for whnich a
general expression is not knmown, ete. Such inferential
processes can be considered & part of what Feigenbaum
called "Knowledge Engimeering’ in & telk at the MNATO
Advanced Study Institute on Machine Representation of
Erowedge ir Santa Cruz {Feigenbaum T5).

M:rrmver, it i= becoming increasingly clear that
new formel methodologies must be developed in order to
treat the problem of machine learning more adeguately.
One promising theoretical base for the development of
such new methodelogies is the concept of mwmltiple-
valued legic. Specifically, this concept may lead %o
the development of a logic-based decision theory az
opposed to statistic-based theory. This was the beliefl
that prompted one of the suthors (Michalski T2) to
formulate the concept of a 'variable-valued logic
gyetem' which iz 8 modification and 2n extension of 2
multiple-valued loglc system and iz specifically
orlented toward spplications such ss sutomatic
induction, machine learning and decision theory.

The belief that logic is &n appropriate theoret-
ical basis for such applications has been supported by
a number of successful developments in the area of
artificial intelligence and pattern reccgnition. The
projects listed below exemplify e<forts in which
logicel concepts (binary or multiple-valued) play a
significant role:

9 The development of a pattern recognition program
ARITEMETIC in which logical concepts play the
major role {Bongard TO, Moximow T4).

@ A set of programs called Heuristic DENDRAL
used to ald in the identification of chemicael

*Supporte:] in part by the Netiocnal Science Foundation
under Grant No. DCRE T4-03514. :
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structures from mass spectrograms {Feigenbaum
68, Buckanen £5&,73).

o A guestion answering informstion system
called QA3, which uges theorem proving
methods (Green 69).

o A system utilizing a logical rule base for
modeling human belief structures (Colby &9).

¢ Development of varfous lengusges for artificial
intelligence research which provide data and
control structures based on logical rules
(Hewitt 69,72, Bobrow T3}.

® A system utilizing a logical rule base for
playing poker (Waterman 7O).

& Development of the concept of a varisble-valued
logle system and implementation of AC['ML,#"l
programs for sutometic induction and pettern
recognition (Michalski 72,73,T4a, Larson T5).

e Develomment of the coneept of Fuzry-logic as
8 proposed means for handling imprecise
information (Zadeh Th).

& Development of a consulting system MICIN,
which employs logical decisipn rules to advise
physicians shout the selection of antimicrebisl
therapy (Shortliffe Th). )
Let us consider the form of the logical rules
which were used successfully as decislon rules to
interpret mags spectrograms in the Heuristic DENDRAL
programs. These rules were of the form

E=A (1)

where P (premise) is = conditional statement in the
form of a conjunction of predicates and A (action) is
8 specified action or decision mede when the premise
is satisfied. The more recent system, MYCIN
{Shortliffe T4), extends the sbove form by adding a
measure of the strength of the implication {called
the certalnty factor), so that its decision rules are
of the form:

P2 (2)
where o, -1 s & 1, is the certainty factor. The
rule (2} means that satisfaction of the premise (F)
implies action (A) with the 'certainty factor' a.”

The introdustion of the certsinty factor in

MYCIN is an indication of thé need for logical rules
which are more general than binary logie rules, and
thus can be interpreted as & move frem binary logic

to multiple-valued loglc. The need for multiple-valued
logic rules for decision msking was clearly recognized
in the development of the verisble-valued logic systems
VL, and VL, (Michalski 72, Tia,Thb).

A varijable-valued logic system extends a mmltiple-
valued logic system in two directions:



Tt assumes that every formula end every variable
in a formula is sssigned its owm domein from
which it draws values {the domain may be & two-
vyalued, & multiple-valued or an infinitely-valued
set with its own structure].

It introduses new logical operators, beside the
comventional binary snd multiple-valued operators,
(e.g. a selector) to increase the power for a
concize expression of complex information.

2)

The form of a 1.’1.1_ based decision rule is

vp -V, (3)

vhere V_ and V_ are, respeckively, the input (premise)
and the output (consequence) VL, formulas (#ichaleki

72}, In order to make this paper self-contained, &
description of a ‘.'Ll formula is given in the appendix.

The formula V_ may be two-valued {false-true), maltiple-

valued (e.g.; false-unlikely-likely-true) or infinitely
yalued (e.g., tekes values from the continuous ‘degree
of truth' interval [0,1]). The formmla V_ can only be

two-valued {false-true). The value of VP is the
minimun ‘degree of confidence' that the formula V, 1s
true.® For example:

.g[xfe;ﬂ[xj;{o]v .']'[39:2,6]\!13.2 ~[decision=k] (4}

is & decision rule which is interpreted:
between 2 and 5 and

of confidence' for decision k is 0.9; if these
conditions are not satisfied and x, is 2 or 6, the

degree of confidence is 0.7. In every other case, it
ig 0.2. Degrees of confidence 0.9, 0.7, or 0.2 may
be interpreted as, e.g., 'sure’, 'possible’, ‘hardly
possible', respectively (the latter reflects the
chance for this decision even though the listed
conditions fail).

ifh‘.Lis

is not equal to 0, the 'degree

Thus, if ¥V_ is a conjunctive statement and Vc
describes a specific decision, then the VI, rule (3)

iz equivalent to the Heuristic DENDRAL rule 1), T
describe the deeision rule (2) of MYCIN (i.e.,

p % &) in terms of the Vi, system, one can use & VIy
decision rule:

e ‘ul'p -+ [degisionsAl, if x>0 (5)

or

a ‘u'p - [decision #A], if @ <O (&)

where vp is 8 two-valued ".I'I..1 formula whose patisfaction
{ndicates decision A with the 'certainty factor' a.

In this paper we will briefly describe the ipitial
results of the application of the '.rlj_ system to the

development of decision rules for the diagnosis of
disease in plans, Specifically, we describe results
obtained by learning the diagnostic decision rules for
soybean diseases from examples of gick plants.

-

Thus, the implication i= interpreted as the 'less
than or equal to' relation between truth values of
'.fp and ¥ ot
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2, Description of the Experiment

2,1 Introductory Remarks

The work on the implementation of automatic
learning of disgrostic rules for plant pathology is
part of a larger effort to develop an inferential
computer consultant for plant pathology and pest
mansgement. The work degeribed here is oriented
toward the implementation of 2n tautomatic knowledge
scquisition’ module for the computer consultant,
{hence forward, CC).

Any individusl plant under sonsideration can be
described in terms of various descriptors. A
descriptor is a function which assigns to & glvenm
plant or its enviromment 8 gpecifie value from & set
called the domain of the dsscriphor. Exemples of &
deseriptor mre Cenker Lesion Color {cLe), Time of
peecurrence |(TO), etc. oDomains of these descriptors
can beé; €.g.:

plc1c) =
n{TO)

{Ten, Brown, Black, Does Not Apply)
{April, May, ..-, October]

The descriptors can be funetions with single or
multiple arguments. {In thls paper, we consider only
one argument deseriptors.) The values of deseriptors
can be interrelated. That is wvalues of zome variables
mey not be 'free' but may have to satisfy certain
equations. For exsmple, if the descriptor, Condition
of Leayes (COL), takes the value ‘normal’ then the
descriptors describing the abnormalities of the leaves
of the plant (e.g., Leafspot Size) are not applicsble,
i.e., they teke value 'does not apply’.

The experiment to be described here used
descriptors listed in Tsble 1. The deseriptors are
hierarchically organized. The number in parentheses
after each desoriptor indicates the mumber of possible
walues that descriptor éan take. A given plant is
deseribed by listing the values of its descriptors.
Deciefon rules determine which diagnosis should be
assoriated with s plant satisfying certaln desaription:
and sre of the form (3], i.e. VP =¥ Jn the

experiment, V_ snd Vc are both disjunctive simple Vl:.]_
formulas {D‘-’I.]L formzlas) with binary output demain

{1.e., they can take only 2 differsnt ralues, though
the varisbles in the formula are multi-valued). For
example, 5

[x1=1:h][x,+¥2,31v[x}=1,3] -+ [decision=k] M

which means if x, ig between 1 and 4 and *, is mot
emqual to 2 or 3, or :c3 is 1 or 3, then decision takes
value k, otherwise decision k is net taken.

The interrelations among descriptors are also

represented as rules of form (3}. An example of such
e rule 1s

[:l=2] - [13=+]Exh+xﬁ+x6=2:6] (8

It mesns: if xy iz equal to 2 then x5 takes the valut
+ (i.e. 'does not apply') end the =um of X, X5 and
xg tokes values between 2 and 6. Otherwise, there is
no restriction on ::), % ¥gr and xg



TABLE 1
Flant descriptors used in the experiment.

1. Environmental Descriptors
1.1 Time of Occurrence (7) (xq)
1.2 Flant Stand (2) (xz)
1.3 Precipitation (3) (%)
1.k Temperature (3) ()
1.5 Occurrence of Hail (2) (xs)
1.6 Cropping History (4) [xg)
1.7 Damaged Area (&) (%)
2. Plant Global Descriptors
2.1 Severity (3) (xg)
.2 Seed Trestment (3) (xg)
2.3 Seed Germination (3) (2 4]
2.k Plant Growth (2) (xyy)
3. Flant local Descriptors
3.1 Condition of Leaves (2) (x12)
3.1.1 Leafspots - Halos (3) (w3}
3.1.2 Leafspots - Margin (3) (x3,)
3,1.% Leafspot Size {3) (x5
5.1.% Leaf Shredding or Shot Holing {2) (118
3.1.5 Leaf Malformation (2) (xy7)
3.1.6 Leaf Mildew Growth (3) (%)
3.2 Condition of Stem (2) [x1g)
3.2.1 Fresence of lLodging {2) {%x20)
3.2.2 Stem Cankers (%) {xa)
3.2.3 Canker Lesion Color {4) '(K223
3.2.4 Presence of Frulting Bodies {2) (x53)
3.2.5 External Decay (3) {2ay,)
3.2.6 Fresence of Mycelium {2) {x25)
B.2.T Internal Discoloration {3) {126}
3.2.8 Sclerotia - Internal or External (2) {xa7)
3.3 Condition of Fruits - Fods (&) {x%ag)
3,3,1 Fruit Spots {5) (xaq)
3L Condition of Seed (2) (%3]
3.4.1 Mold Growth (2) (x31)
3.4.2 Seed Discoloration (2) (x50
3.3 Seed Size (2) {x33
340 Seed Shriveling (2} {xih}
3.5 Condition of Roots (3) (x35)

2.2 Description of the Tnput Data and the Fesults

of the Experiment

Fifteen soybean diseases were selected as
representative of the nature snd scope of the

problems
diseases.

which are faced in the disgnosis of vplant
The fifteen discases and associated disease

numbers were:

15)
The

Diaporthe Stem Canker
Charcoal Rot
Fhizoctonlia Root Fot
Fhytophthora Rot
Brown Stem Rot
Fowdery Mildew

Downy Mildew

Brown Spot

Bacterial Blight
Bacterial Pustule
Purple Seed Stain
Anthracnose
Fhyllesticta Leaf Spot
Alternaria Leaf Spot
Frog Eye Leal Spot

purpose of the experiment wes to determine

the so-called discriminant rules for the fifteen

diseases

based on learning examples for each dlseasze.

235

le diseriminant rules specify the minimum information

necessary to discriminate a given disesse from an
agsumed set of disesses. These rules are used to
quickly and efficiently determine possible disease
candidates after a few initisl pieces of information.
The final selecfion of a disgease disgnosls from these
candidates is based on descriptive rules which specify
all basic characteristics of & diszease, including those
which may not be unique to this dizease {as opposed to
discriminent rules). The discriminent rules for each
disease are inferred from a set of learning events by
means of the inductive progrem AQVAL/1 (A9T) (Michalski
T3, larson 75). The deseriptive rules are derived
through consultailon with an expert in plant pathology.
{It is alsc possible to us: a computer program
AQVALS1-(AQB) (Yuen Tk) for determining such rules
from examples. The adequacy of the rules so derived
is, however, not yet well inmvestigated.) Both types
of rules are expressed as '.l']'_..L decision rules. For

example, the discriminant and descriptive rules for
Disporthe Stem Cenker are
Digeriminant HRule: & -+ [dee=D3C] (o)

!
[precipitation=above normal] A
[stem cankers=above second node] A
[fruit podss=healthy]

where ‘Jdt:



Descriptive Rule: V, = [dec=DBC] (10}

where ‘Jde',

s([time=hug,Sept] A (.3[precipitation-above normall v
T[precipitationsnormal]} A [stem cankers=above
second node] A [fruiting pbodies=present] A [ fruit
pods=healthy] 4

L([ temperature=normal or above normal] A (.9[cropping
history=no rotation 4 or more years] v .B[eropping
kistory=no rotation 3 years] v -T[cropping history=
no rotation 2 years] v .2)A[canker lesion color=
trown]) ’

gymbols § spd L in front of a product of selsctors
(or VL, formulas) are used to denote the type of

evaluation function which should be used in evaluating
gelectors in the product.

gelecters in the product with symbol S
('significant selectors') are evaluated to value 1
if they are satisfied and o value O, otherwise.
Selectors in the product with L {'Less significant
selectors') are evalusted to walue 1, if they are
satisfied and to velue 0.7, otherwise (the constants
1 snd 0.7 in the above are values of adjustable
parameters).

The program AQVAL/L (AQT) used im the experiment
hes been described in detail (Larson T5). The
algorithms implemented in it were describted during
the Fifth Annual Internstional Symposium on Multiple-
Valued logic (Michalskl 75). Therefore, in the paper
we will not discuss the problem of how inductive
inference iz executed but will restrict ourselves to
the description of the format of the imput data and
then discuss the results obtained.

The examples used for the inference of di scriminant
rules by AQVAL/L (4QT) consisted of the sequence of
values of the thirty-five descriptors from Table 1 for
each plant with s known disesse. In most cases, ten
examples were used for each disease though twenty and
forty exampies were used for some diseases [zee
Table 3, Col. ). The following is sn example of such
8 vector deseription for s plant infected with
Iaparthe Stem Carker:

320102101 102200010301 100004 00000010 .

Inddividusl numbers represent consecutive values for the
descriptors in Table 1. These numerically correspond
to certain descriptive values for each descriplor. For
example, the 3 in the first place in tke vector above
corresponds to the descriptive walue July for the
descriptor Time of Occurrence. Hach deseriptor has a
get of descriptive values with the number of wvalues as
1isted in Table L (number in parentheses).

A= wos mentioned before, the decision rules
derived by AQVAL/L {AQ7) sre diseriminant rules, 1.e.
they inelude (ideally) only those deseriptors and
sssociated velues which are necessary to distinguish
& given diseage from all other dizeases as represented
by learning sets of events. Those deseriptors which
are found unnecessary to distinguizh the diseases
ere omitted. All discriminant decision rules found
by AGVAL/L (AGT) are listed in Table 2. They mre in

the form V_ = vc. where ¥ 45 a simple disjunctive

‘.FI.l formula and vc is m selector [dec=k] where each

k represents disease k {1izted at beginning of -
Sec. 2,2). For example, the discriminant diagnostic
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rule for Brown Stem Fot is
[xg=11[xpg=1] = [dee=5] (1)

After translsting the symbolic notation of the
descriptors and their values to Snglish the formula
hecomes:

[eonditien of stemsabaormal][internal dizcoloratisn=
brown] = [dec=Brown Stem Rot] (12}

The symptomatic description of Brown Stem Rot as used
by plant pethologists is-

Dark, reddish-brown discoloration ingide
the lower stém. Lertain fungus strains
Tause leaves to turn brown between the
veins, wither and drop early. Seed size
gnd number is reduced. Plants may lodge
severely. The disease is favored by ool
weather to mid-August.”

The underscored part of the symptomatic degeription
corresponds to the digeriminent VL, decisien rule (12},

Tt can easily be shown that the propertles in this
part of the descriptien are unigue for Srown Stem Rot
among 211 fifteen disesses under consideration. The
remaining properties in the synmptomatic deseription
although usgeful and descriptive for & confirmation
of A disgnosis of the disease are not necessarily
unique to Brown Stem Rot. The shove illustrates well
the distinction between a discriminant VL, rule and &

deseriptive VLL rule (which is & VL, formulation of =
symptomatic description).

A discriminant rule does not heve to be = product
of selectors irvolving properties in the symptomatic
description of a disease. The diseriminant rule may
imvelve a disjunction of terms while the symptomatic
description is usually expressed as a conjunetion of
the pruperties given by the expert. The following is
an exmuple illustrating this case. The diseriminant
diasgnostic rule for Bacterial Fustule is

[x.,=11[x12=1]Exu-l][xﬁ-ol[xlfoﬁxlgvﬂl W
[)LLE=1][)LHL-1.][J|'19=G] ~+ [deec=10] (13

or more concisely

(=10, 0) ({37211 5013y 700 v [0
[dee=10] (1%)

which after translation is

[condition of leaves=abnormalllcondition of stem=
normall A {[damaged ares=low areas]leafspots-halos=
with yellow halos] A [leafspot size=less than 1/8"]
[leaf mildew growth=absent] w [1eafspots-margin=
without water-soaked merginl) = [dec=10]

The symptomatis dzzeription for Bacterial
Pustule is:

Leaf spots are present which are small,
anguiar, yellowish-green with dark,
reddish-brown centers, without water-
zoaked margins. Centers siightly raised
(pruswlei, especially on underleaf surface.
pead tissue mey dry, rupture and tear away.

*nisesge deseription taken from Report on Flant
Msease No. 502, Department of PFlant Patholozy,
University of Illinods.



TABLIE 2

\"Ll disceriminant rules for 15 soybesn diseases

found by AQVAL/L (AQT)

o [x5=1])[%,,=3][x,g=0] = [dec=1]

® [x)=1]{x;,=1] = [dec=2]

™ [ﬁE-G][xlgtl][xgl-l,E‘] = [dec=3]

o [x=1]0x; =11[x,,=21(x,5=3, 4] ~ [dee=h]
o (% 5=1)[x;p=1] = [dee=5]

o [x,=1][x,g=1] = [dea=6]

o [x,=110x,g=2] = [dec=T]

E‘L’O'l]{‘ls‘l*z][HT'O]{“&B'O][’lg'O] W
[11-0,1,2,},4,5](::5-1,2}[:&12-1][::]_5=2][JL15-1,EI{xla-o,l][xlgﬂj[xzi-l] v

s + b

o [x)=0,1,2}{x;=1,2][x¢=1,2, 3]{x,=1, 2, 3] (%) ;=11 [x) y=2][x) c=1, 2][x; ,=0] [, gu0, 1] v
8

[xy=21(x =11 (% y=2 ][ %) 5=1, 2] [ g=0, 1][x; o=1][2,,=0] % =0] ~ [dec=8]
o [x,,=01[x, =01[x, ;=0][x5,=0 ~ [dec=3]
o [x)pm1)0xg=1)(x, =01 v
(1)) g=1]0%; 5=1]1[x, ;=0](x, g=0,1][x, 5=0] ~ [dec=10]
o [x=2,5L, 5,6][xfe][xa=ﬂ}[x}a=1][xﬂ=o] =+ [dee=11]
o [x=2](x) ~1][x,=2][x, =2, 3] v
[x,=1,2,3,4,51(x,=1,2](x,=0, 1, 21[xg=0, 11[x) =1, 2] [ x) =11 =1, 2] v
(%) =010x=2, 31(x, 5=1,21[%, g=11[%,;=0][ %, =2,3][x5=2, 3] ~ [dec=12]
o [x,=2,31[%;=0,1][x, , =01[x, 5=2][x, ;=0] v
{xlgej-j,!l,ﬂ[xjno,1]{xl:’=2][Llszl}[xlg=0] -+ [deg=13]
. [11=5,6][:: =E][x?+=2]£xL2=1]{x1§'1’21E1]_3=03[’L_Lg:O] v
(=3, 41 [xg=2][ %=1, 2, 31 1%, =1, 2 [y 51 ][ %) 521, 2] (2, =01 [x) o=0] v
Ezl=h,5,6][x5n21{x15u1,2][;Llam][xk?:n][xjo,:l] u
[ﬁ-ﬁ,ﬁ][:&azﬁ,l][x]j:l,2][xla=l:l][xl9=0} W
[x, =610 5=110x g=0,11(x, =0 ~ [decn1}]
® (3=, 5,61(xg=2] (3 =11[x) =11, =01(x, =0, 11[x, =11 [ x,5=0] v
Loy =3, 1y @] 201 %) 1102, 3 102y 601 (=0 [y =01 Ly 0] W
[x1=5,=+,5,61{x}=_1,enxm=11[x15=1Hxla.o,l][xlg.l][xze:g,5]{,25,0] ¥
[y =1 [aym1) (=1, 2, 310, =1, 210y =01 [y =01 [, =0] v
(x)=100%),=0, 1%, =1, 2] [ g=11(xy,21,2,3][%,,=2,3] v
[x) =3, 4 (%5=2] (%, =] [x) g=1 (%) £=0][x, ;=01 [x5,=01 v
[xltz"”h}:ﬂEx’rz"’]{xls:l]["m:o]fﬁgﬂ][3‘3,,;;‘01' v
[x)=5)0x,=0, 1)(x;=1,2,3)[x, =11[x, c=0)[ %, g=0, 111, g=0] v
(%)=, 5,610 x,=21(x, =0, 1){xg=000;=1,2,3) (%) =1, 2] %, goC]{x, =0] =+ [dee=15)
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Disease favored by warm, wet windy weather
from late June to August.™™

in this case, none of the other disesses exhibits the
symptems 1) leafspots with yellow hales or 2) leaf-
spots without water-soaked margin. Again AQVAL/1 (AQT)
derives 8 rule which utilizes features which are most
discriminant.

To check the validity of the discriminant rules,
they were tested using 'testing events', i.e.,
descriptions of plants with a known disease (events
Jiich were not used in the process of inferring the
rules from examples). If more than one rule was best
satiafied, i.e., the most highly satisfied rules were
within three percent of each other, the plant disease
wag maltiply classified. In this experiment, no more
than three diseriminant rules were egually satisfied
by any description. The discriminant dizgnostic rules
classified (uniquely or multiply) the testing events
93¢ correctly. .

The results of testing are summarized in Table 3,
The lsbels for the Table are as follows:

The correct decision for disesge
under consideration.

The number of decision rules
gatisfied over the number of
testing descriptions. This ratio
captures the relationship between
the unique classification of a
given event and the multiple
alagsification as mentioned above.
The value 1 for the indecision
ratio indicates the case when each
testing event was assigned only one
digease, i.e., only one rule was
best satisfied by the event (the
walue of the rule satisfied was
three (or more) percent greater
than the value of any other rule}.
The number of descriptions which
satisfied two or more rules.

MAX RULES FER TIE - The maximum number of rules which
were satisfied when ties occurred.
The number of events which were

CORRECT ASSIGN -

INDECISION RATIO -

TTES -

UNSP -

not classified by the present rules.

NR LEARNING EVENTS - The number of learning de scriptions

used for the disease under

consideration.

The number of testing descriptiona

used for the disease under

consideration.

ASSIGHED DECISION - The number of decisions made for
each decision class where CORRECT
ASSIGN is the correct decisica.
Also given as a percentage of the
number of testing descriptiona.

NR TEST EVENTS =

As oapn be seen from the table, despite & smzll
nupber of events used for learning, the diseriminant
rules appear to perform gu te well on the testing
material. In order to improve discriminant rules
which perform poorly, one can use 8 program AQVAL/1
(#211) which uses erroneously classified events as
feedback information end modifies the rules in
question. Such a process mey be continued through a
few iterations until a satisfactory decisien rule is
obtained.

*4riszease description taken from Report on Plant
Disease No. 50k, Department of Flant Pathology,
University of Illinois.
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3. Coneclusion

We have presented a brief deseription of the
methods used for spplying the varisble-valued logic
gystem, 1”‘1’ to the development of diagnostic rules

for soybean diseases. Experimental results indicate
that variable-valued logic concepts weére very
successful for this spplication. The work described
is directed toward implementing 2 knowledge
acquisition module of an inferential computer
congultant for plant disease diagnosis spd pest
management currently being developed at the University
of Illinois.

.REEndix
Description of V‘Ll Formula

FORMULA iz a DUL]_ expression in the form of
digjunction of TERMS, i.e.
V' rem
1 i
TERM is a product of one or more SELECTORS
SELECTOR is either a CONSTANT {a CONSTANT or REIUCED
SEIECTOR) or a form
[LEFTP = RIGHTP)
LEFTF ('left part') is = DESCRIPTOR
RIGHTF ('right pert') is a VLIST or VRANGE
VLIST iz & list of values from the domain of
DESCRIPTOR (VLIST is used when the domain is:
UD - unordered discrete ('cartesian
yariable')
0D - ordered discrete ['interval veriable")
HS - hierarchical strueture (‘'hierarchical
variable')
Exemples: L3 9T
VRANGE is a pair;
A:B
where A snd B are numbers in ascending
order. Example:

(VRANGE is uszed when the domain of
DESCRIPTOR iz O° ('ordered contimuwous') i.e.
an interval of resl values)

The domain iz UD if values of the descriptor are
unrelated names {or pumbers). The domain is OD if
values of the descriptor are linearly ordered names
(or numbers) and the cardinality of the domain is
equal or is smaller than a threshold t. The domain
i OC 4if walues of a descriptor are linearly ordered
and the copdinniity of the domain is grestsr than 1.
The domain i8 HS3 if the values of the descriptor are
nodes of an hierarchy (tree, or, more generally, the
so-called 'generalization structure’).

Exs.mgles:

UD descriptor:
QD deseriptor:
Qf descriptor:
HS descriptor:

blocd type, demain = {0,4,3,AB,ete]
height, domein = {short,sver.,talll
temperazure, domain = [72:108]°F
position or s person im an
institution, domain = administrative
hierarchy




TABLE %

Confusion matrix summarizing results of the experiment.
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Correctly assigned decisions are

Hote:



Exemples of SELECTOR:
EKI:LCIFE’ 3,71 (1)
[12174.3:15'5} {E]

SELECTOR is a function whose output domain (C-O
domain) D is & set of truth-values (or degress of
truth). The domain D is decided by the user. It can
be, e.g.:

D = [false,possible,very possible, true]

or

D= [0,1] {0-1 interval)

or aimply:
I = {false,true]
Tt is assumed that for a given epplication the set D

is fixed for all selectors. Assume here that
D= [0,1].

A SEIECTOR takes wvalue 1 if it is satisfied and
0, otherwise. E.E.,

SELECTOR (1) takes value 1, if variable
%10 takes value 2, 3, or T, otherwise
value Q.

SELECTOR (2) takes value 1, if %, has
value between .8 and 13.5 inclusively,
othervise value 0.
Exemples of TERM:
0%, 522, 5){x, 5=3, 7,81 %, ;=0.8:0.9]

[x-l=1][x5=ﬂ: 3]

TERM (5) takes value 0.9 1f gll its selectors
are satisfied, Froduct of selectors can be
interpreted as minimum multiplicatien, average or
other function of values of the selectors. Assume
here that it is interpreted as minimum.

(3)
(&)

Examples of FORMILA:

92y =0, 3 (%g=-9:10.TIV 0.T[xy =5V 0.3 (5)

FORMULA is & function which mape 8 set of values
of DESCRIPTORS in it into the domain D. Symbol W can
be interpreted as maximum ('OR’ when there are no
CONSTANT SELECTORS ana SELECTORS are either TRUE or
FALSE), or addition {mod 1) or a list-creater {in this
case the value of formula is 8 list of values of its
gelectors). Assume here that v is maximum.
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