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Abstract

TOWARDS BUILDING A SCALABLE AND BELIEVABLE HYBRID HONEYPOT FRAME-
WORK

Songsong Liu, PhD

George Mason University, 2022

Dissertation Director: Dr. Kun Sun

A honeypot is an effective tool to learn new attacking vectors and strategies from attack-

ers or malware, and it has been adopted and deployed in production systems. Meanwhile,

the distributed hybrid honeypot system has emerged as a new trend to achieve better scal-

ability by improving the deployment, management, and security of honeypot systems. In

practice, attackers are always well-motivated to detect whether the victim machine is a hon-

eypot. Lack of real network activities, no believable user activities, and network context

inconsistency during the exploitation are the main indicators of the honeypot to attackers.

As a response to these challenges, this dissertation explores how to construct distributed

hybrid honeypot systems to improve scalability and believability.

In the first work, we develop a hybrid webshell honeypot framework called HoneyBog

to monitor and analyze webshell-based command injection. It intercepts and redirects

malicious injected commands from the front-end honeypot to the high-fidelity back-end

honeypot for execution. HoneyBog can achieve two advantages by using the client-server

honeypot architecture. First, since the webshell-based injected commands are transferred

from the compromised web server to a remote constrained execution environment, we can

prevent the attacker from launching further attacks in the protected network. Second,



it facilitates the centralized management of high-fidelity honeypots for remote honeypot

service providers. Moreover, we increase the system fidelity of HoneyBog by synchronizing

the website files between the front-end and back-end honeypots.

In the second work, we uncover that all existing distributed honeypot systems suffer

from one type of anti-honeypot technique called network context cross-checking (NC3) that

enables attackers to detect network context inconsistencies before and after breaking into

a targeted system. We perform a systematic study of NC3 and identify nine types of net-

work context artifacts that may be leveraged by attackers to identify distributed honeypot

systems. As a countermeasure, we propose HoneyPortal, a stealthy traffic redirection frame-

work to defend against the NC3 attack. The basic idea is to project a remote honeypot into

the protected local network as a believable host machine.

In the third work, we design an emulation-based system called UBER to enhance mal-

ware analysis sandboxes. The core idea is to generate realistic system artifacts based on

automatically derived user profile models. We solve two major challenges. First, we gener-

ate authentic system artifacts continuously to emulate the real-user behaviors. Second, we

integrate the generated artifacts stealthily to hide the trace of the emulation.

In the fourth work, we propose HoneyMustard, a real-time application-level user behav-

ior emulation framework to enhance the fidelity of the honeypot. HoneyMustard leverages

computer vision techniques to emulate GUI-based user activities in the honeypot via a re-

mote desktop connection, achieving both believable and stealthy design goals. The emulated

user activities are generated from the collected user operations from real user activities or

application user manuals, which ensures attackers can observe logical and believable activ-

ities at the application level. Since attackers can only observe a remote desktop connection

during the emulation, HoneyMustard can conceal the emulator as a normal service to achieve

real-time emulation without being detected.



Chapter 1: Introduction

1.1 Context and Motivation

In recent years, we have witnessed an increase in sophisticated cyber threats against busi-

ness and government organizations. In advanced persistent threat (APT), well-resourced

attackers can bypass existing preventive security measures (e.g., intrusion detection sys-

tems or firewalls) by exploiting zero-day vulnerabilities or well-planned social engineering

attacks. Consequently, there has been a surging trend of leveraging deception techniques to

detect and defeat such advanced cyber threats. One popular solution is to deploy a series

of honeypots (or traps) in the target network, which can effectively misdirect the attackers

to camouflage legitimate hosts.

The honeypot technique is introduced by Lance Spitze [1] in 2002. He proposed a system

that can lure attackers by possessing “valuable information”. This scenario is similar to a

bee attracted by the honeypot. Since any movement found in the honeypot is deemed to

be malicious, the honeypot is a low-noise environment to learn new attacking vectors and

strategies from attackers or malware. In the practical environment, the defenders must deal

with two critical issues: scalability and believability.

Scalability

For defenders, the ideal honeypot system should be affordable and easily manageable. How-

ever, maintaining a honeypot system could be an overwhelming burden for small/medium

companies and organizations, since it requires extra investments in hardware, software, and

hiring professional operators. It becomes an obstacle to deploying honeypot systems widely.

The distributed hybrid honeypot system can satisfy the requirement of scalability to provide

the honeypot as a service [2], where customers can rent high-fidelity and customer-tailored

1



honeypots from trusted third-party service providers. It adopts a client-server architecture

to achieve better scalability. Low-interaction honeypots are deployed as clients (i.e., the

front ends) in the protected local network to redirect interesting attack traffic to the re-

mote high-interaction honeypots (i.e., servers as the back end), which are maintained by

honeypot service providers for centralized attack containment and investigation. It allows

the front end to reply to initial simple requests of the attacker and traps the attacker in

the back-end honeypot for more sophisticated requests. It can combine the benefits of the

lightweight low-interaction honeypots and the highly believable high-interaction honeypots

and achieve centralized management and control of the high-interaction honeypots. The

distributed hybrid honeypot systems can be constructed at the network flow level to handle

all types of incoming attacks or at the application level to handle the attack on a specific

application. For now, the study on the latter one is less.

Believability

For attackers, identifying the honeypot is crucial to ensure the stealthiness and effectiveness

of the attack. As the weapon for attackers to identify honeypots, anti-honeypot mecha-

nisms can be divided into network-level fingerprinting and system-level fingerprinting [3].

Network-level honeypot fingerprinting focuses on detecting the discrepancy of network ac-

tivities. System-level honeypot fingerprinting is based on the information collected from

operating systems and applications. These anti-honeypot techniques focus on the single

honeypot by identifying the fingerprinting inside it. The deployment of distributed hybrid

honeypot system could also cause inconsistency in the network context. The network con-

text includes the setup information of the hosts (e.g., host number, IP address, services,

etc.) and the traffic among them in the network. These differences in network context

can be exploited as a new anti-honeypot technique. Any difference in pre-exploitation and

post-exploitation stages will indicate the existence of the honeypot system. All the existing

distributed hybrid honeypot schemes are suffering this attack.

Compared to the real host, the honeypot lacks believable network activities and system

2



activities since there is no real user on it. By using “wear and tear” artifacts, the malware

can identify the honeypot [4]. The sophisticated attackers can go much further. They can

not only check those “wear and tear” artifacts but also real-time and logical user activities

before conducting further attacks. The intuitive solution is to emulate the user activities

and generate “wear and tear” artifacts in the honeypot. However, it is still an open problem

to emulate user activities effectively.

1.2 Research Contribution

In this research, we focus on improving the scalability and believability of the honeypot

systems. The contributions of this research are as follows:

First, we work on the application-level hybrid honeypot system. The application-level

honeypot can help operators focus on specific types of attacks. With the distributed hybrid

honeypot framework, it is easy to integrate the application-level honeypots into existing

networking systems. We propose the first webshell honeypot system called HoneyBog that

is an application-level hybrid honeypot against the webshell-based command injection. To

achieve both high believability and good scalability, HoneyBog applied the application level

distributed hybrid architecture that separates lightweight front-end proxies from believable

back-end servers. It is based on one key observation that no matter what anti-honeypot

approaches the attackers may utilize when we have full control of the malicious processes

on the front-end honeypot, we are able to feedback believable fake information prepared by

the back-end server to the attackers. We implement a prototype of HoneyBog using PHP

and the Apache web server. Our experiments on 260 PHP webshells show that HoneyBog

can effectively intercept and redirect injected commands with low overhead.

Second, we study the network context issue of the distributed hybrid honeypot systems.

We summarized a generic network context-based attack to detect the distributed hybrid

honeypot system, called network consistency cross-checking attack (NC3). It is based on

one key observation that inside attackers may collect the artifacts related to the target

machine and other hosts in both pre-exploitation and post-exploitation stages. Compare

3



to the existed single honeypot detection method searching the features of the honeypot,

NC3 enables the attacker to cross-check the inconsistency of network context during the

exploitation life-cycle to identify the honeypot system. We identify nine types of network

context artifacts. By checking the existing distributed hybrid honeypot schemes, we found

all of them can be detected with NC3. As a countermeasure, we propose HoneyPortal, a

stealthy traffic redirection framework to defend NC3 attack. To maintain the consistency

of network context, HoneyPortal redirects all the traffic from the front end to the back-end

honeypot, while all the outbound traffic (i.e., layer 2 and above) of the honeypot is returned

to the front end. We conduct experiments in a real testbed, and the experimental results

show that HoneyPortal can effectively defeat NC3 attacks with low overhead.

Third, we work on increasing the believability of the sandbox (honeypot) to deceive

malware. Armored malware adopts various anti-sandbox techniques to evade analysis, from

simple environment-specific traits detection to complex real-user operation environment

verification. Particularly, malware may identify sandbox environments by checking several

system artifacts that are impacted by the accumulation of normal user activities, such as

file accesses. To respond to this kind of detection, we propose a new framework called User

Behavior Emulator (UBER) which can automatically generate realistic system artifacts via

user behavior emulation for the sandbox environments. UBER automatically derives the

user profile model from real user activities. Then it emulates the high-level user behavior

in an isolated always-on system and stealthily merges this system into the malware analysis

sandboxes. We implement a prototype of UBER with Python system-event monitor and

automation control modules. Our experimental results demonstrate that UBER is capa-

ble of generating believable system artifacts and effectively mitigates the sandbox evasion

techniques that exploit system fingerprinting.

Fourth, we work on increasing the believability of the honeypot to deceive sophisticated

attackers. Unlike the malware that observes the static artifacts at a time point, the attacker

can keep observing long enough to check whether there is a real user in it. They can

observe the real-time user activities and verify whether these activities are logical. The real
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host is expected to have not only the static usage artifacts but also the dynamic artifacts

(i.e., continual user activity) during the observation period. To solve this problem, we

propose HoneyMustard, a real-time application-level user behavior emulation framework.

HoneyMustard leverages computer vision techniques to emulate GUI-based user activities

in the honeypot via a remote desktop connection (e.g., VNC). We collect user operations

from real user activities or application user manuals, which ensures operation sequences

are logical at the application level. Using the remote desktop connection and GUI-based

emulation ensures the real-time emulation without leaving any traces of the emulator inside

the honeypot. We implement a prototype of HoneyMustard and evaluate its deception

effectiveness and performance overhead. The experimental results show that our solution

can effectively improve the believability of honeypots with low overhead.

1.3 Dissertation Organization

The rest of this dissertation is structured as follows: Chapter 2 presents a hybrid honeypot

framework to defend the webshell-based command injections. Chapter 3 investigates how

the network context can be leveraged by attackers to detect distributed honeypot systems.

We also present a countermeasure to maintain the consistency of distributed honeypot

systems. Chapter 4 presents an emulation-based anti-evasion framework, which can auto-

matically generate realistic system artifacts to deceive malware in the sandbox. Chapter 5

presents a real-time application-level user behavior emulation framework, which can provide

real-time and logical user operations to deceive the attackers in the honeypot. In Chapter 6,

we summarize this dissertation and outline directions for future work.
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Chapter 2: HoneyBog: A Hybrid Webshell Honeypot

Framework against Command Injection

2.1 Introduction

Web servers and web applications are often weak points in an organization’s infrastructure.

After a web server is compromised, it may be used as a stepping stone into an organization’s

internal network, making it an appealing target for attackers. To maintain long-term and

stealthy access to the remotely compromised web server, an attacker may choose to run a

piece of code or a script on the server to create a webshell interface, which can be interacted

with via a web browser on the attacker’s local machine [5].

Command injection [6] allows attackers to inject arbitrary system commands into the

victim operating system in which the attacker does not have direct access privilege. By

executing unexpected and dangerous commands on the operating system, the attacker can

launch additional attacks to compromise other computers in the internal network. The

webshell-based command injection is one of the most prolific command injection methods.

According to IBM Managed Security Services (MSS) data, more than 20% of command

injection attacks are caused by webshell [7].

To defend the webshell-based command injection, the first front-line is the webshell

script detection. Traditional detection methods [8] include network/web traffic anomaly

detection and script signature-based detection. In recent years, several machine learning-

based techniques have been developed to enhance these detection techniques [9–15]; how-

ever, the various webshells may still elude detection by adopting armored encryption and

obfuscation methods [16].

As a complementary solution to the detection-based techniques, the honeypot mecha-

nism can provide another layer of protection by setting up a decoy to lure attackers and
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analyzing unauthorized or illicit use of computer resources [1]. By monitoring and ana-

lyzing suspicious activities in honeypot systems, the administrator has a better chance of

understanding attack techniques and constraining attackers at an early stage. However,

it lacks a honeypot system that is dedicated to the detection of webshell-based command

injections.

We develop HoneyBog, the first webshell honeypot framework that provides an application-

level high-fidelity honeypot environment against the webshell-based command injection at-

tacks. HoneyBog is a hybrid honeypot adopting a client-server architecture. It has two

advantages. First, the webshell-based injected commands are transferred from the compro-

mised host to a remote constrained environment, preventing the attacker from launching

additional attacks on other hosts in the protected network. Second, the hybrid architec-

ture facilitates the centralized management of high-fidelity honeypots by a remote honeypot

service provider.

HoneyBog consists of three major components, namely, the front end, the back end, and

the redirection tunnel. The front end is deployed in the protected network and contains

a web server that may provide an execution environment for the webshell. The front end

intercepts all injected commands and redirects them to the back end via a redirection

channel. The back end is a constrained environment in a remote network to execute the

commands received from the front end and return the results to the front end. A redirection

channel is established to securely connect the front end and the back end.

We resolve two challenges of designing the hybrid webshell honeypot, namely, inter-

cepting all injected commands and improving the fidelity of HoneyBog. First, in order to

intercept all injected commands from the webshell, we need to identify all command exe-

cution related functions and intercept their execution on the local host. The webshell is

written in server-supported script languages, such as PHP, JSP, and Python. The execution

of these interpreted languages relies on a separate program called the interpreter. To hook

all the injected commands, we manually analyze all built-in functions to identify command

execution related functions. Then we place our interceptor into the interpreter to ensure
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that any invocations of these functions can be intercepted. Also, when these functions are

invoked by the webshell, our interceptor prevents them from being executed locally. In-

stead, the interceptor reads their parameters and sends those parameters to the back end

as redirected commands for execution.

Second, we improve the fidelity of HoneyBog to hinder the identification of the hybrid

honeypot by attackers. Since the web server may be used as a file exchanger by the attacker,

we design a bi-directional file synchronization mechanism between the front end and the

back end. Since the attacker may upload malicious files to the front end via a legal upload

channel (e.g., file upload interface) to launch further attacks, when the injected commands

are executed on the back end to interact with the uploaded files, these files should be found

on the back-end honeypot too. Therefore, it requires the uploaded files to be synchronized

from the front end to the back-end honeypot. Meanwhile, if any modifications on the back-

end website files should be visible to the attacker in the front-end web server, those files need

to be synchronized from the back end to the front end. To achieve the bi-directional file

synchronization, we deploy two file synchronizers in the front-end and back-end honeypots,

respectively. Since the injected command cannot be executed in the front end, the attacker

is unaware of the existence of a file synchronizer on the front end. Also, on the back-end

honeypot, we use a normal SSH server with the default configuration to implement the

functions of the command executor and the file synchronizer.

Since PHP is one of the most-used languages for websites and the main choice for

creating the webshell [17], we implement a prototype of HoneyBog over the Apache web

server and PHP to demonstrate the effectiveness of HoneyBog. We place both the front-end

and back-end honeypots into virtual machines and use the SSH port forwarding mechanism

to establish a redirection tunnel between the two virtual machines. Also, we build a testbed

for evaluating the capability and performance of our HoneyBog system. We test 260 PHP

webshells that can inject commands, and the experimental results show that HoneyBog can

successfully intercept and redirect injected commands from the webshells with low overhead.

Under 32 concurrent requests, the interceptor consumes only 23 MB of memory and uses
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less than 1% of CPU.

In summary, we make the following contributions.

• We propose the first webshell honeypot system called HoneyBog that is an application-

level hybrid honeypot against the webshell-based command injection. It provides a

high-fidelity environment for monitoring and analyzing attacks caused by injected

commands from webshell.

• We design an interceptor embedded into the interpreter to control the attack traffic

in the hybrid honeypot framework by intercepting risky functions and redirecting the

injected commands to the remote back-end honeypot for execution.

• We improve the stealthiness of the hybrid honeypot framework by synchronizing the

website files between the front end and the back end honeypots.

• We implement a prototype of HoneyBog on the Apache server and PHP. The ex-

perimental results demonstrate that our system can effectively intercept and redirect

injected commands and increase the whole system’s fidelity with a low system over-

head.

2.2 Background

2.2.1 Command Injection

Command injection (also known as shell injection) is an attack whose goal is the execution

of arbitrary commands on the host operating system via a command shell environment.

This attack is largely possible due to insufficient input validation. The attacker can exploit

this kind of vulnerability to inject unsafe data into a system shell. In this attack, the

attacker-supplied operating system commands are usually executed with the vulnerable

application’s privileges. Often, the attacker can leverage this attack to compromise other

parts of the hosting infrastructure, taking advantage of trust relationships to pivot the

attack to other hosts within the organization. Unlike the code injection, this attack extends
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the application’s default functionality merely via executing system commands. Injecting

code is not necessary.

2.2.2 Webshell

A webshell [5] is a web-based implementation of the shell concept, which is written in

server-supported programming languages such as PHP, JSP, etc. It usually is placed on an

openly accessible web server as a backdoor to allow the attacker to gain persistent access to

the server’s operating system. The attacker can exploit common web page vulnerabilities

such as SQL injection, remote file inclusion (RFI), or even use cross-site scripting (XSS)

as part of a social engineering attack in order to attain file upload capabilities and transfer

the malicious payloads. After successful installation by the attacker, the webshell can be

commonly utilized to exfiltrate sensitive data from the web server, launch further attacks

on hosts inside the network without direct Internet access, deface the website, etc. The

webshell is the second step of an attack (this is also referred to as post-exploitation).

2.2.3 PHP

PHP [18] is an interpreted language developed in the mid-1990s to serve dynamic web

pages. Over years, it remains the most-used language for websites, powering about 80% of

all websites [17]. PHP is composed of two separate pieces. The surface level is the PHP

core. It handles communication with, and bindings to, the SAPI layer (Server Application

Programming Interface). It provides the PHP built-in functions to be invoked in PHP

scripts. As an interpreted language, PHP relies on a separate interpreter - Zend Engine - at

the lowest level. The Zend engine handles parsing a human-readable script into machine-

readable tokens (Zend Opcode), for execution within a process space. To achieve high

feasibility, PHP allows developers to write extensions in C to add functionality to the PHP

language or overwrite function pointers provided by the PHP core. PHP extensions can be

compiled statically into PHP or loaded dynamically at runtime.
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2.3 Threat Model and Assumption

This work focuses on the webshell-based command injection. We assume that the target web

server runs on an uncompromised OS and only uses one full-featured interpreted language.

We focus on PHP. The attacker intends to compromise a web server and penetrate its

internal network to launch additional attacks.

During the pre-exploitation stage, the attacker collects relevant information to discover

exploitable vulnerabilities via classic network reconnaissance. The attacker can only inter-

act with the web server via HTTP/HTTPS connection in this stage. Only open ports of

HTTP/HTTPS are accessible, while other ports and services are invisible to the attacker.

The attacker cannot access or recon the internal local network of the target web server.

During the post-exploitation stage, the attacker can inject or upload the malicious pay-

loads into the vulnerable web server to construct the webshell. Once the webshell is suc-

cessfully constructed, the attacker can use the webshell to issue OS commands remotely

and leverage other exploitation techniques to escalate privileges. These commands include

the ability to add, delete and modify files as well as the ability to run shell commands,

executables, or scripts.

We assume the honeypot operator can terminate the attack by cutting off the connection

or pausing the honeypot, once the attacker obtains the root privilege. At this point, the

honeypot operator has collected all necessary information related to attacks in the honeypot.

The main goal of the honeypot operator, in this case, is to monitor and analyze the attacks

on the honeypot system caused by webshell-based command injection. Lateral movement

after the attacker fully controls the honeypot is beyond the scope of this work.

2.4 System Design

2.4.1 Overview

Figure 2.1 shows the architecture of HoneyBog, which consists of three major components:

the front end, the back end, and the redirection tunnel. The front ends are lightweight
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honeypots that can be deployed in various protected networks (i.e., front-end network),

whereas the back ends are full-featured honeypots that are located in the honeypot service

provider’s controlled network (i.e., back-end network). When the front end suffers webshell-

based command injection, it forwards those commands to the back end for execution via

the redirection tunnel. The back end can provide a practical OS environment, various

applications, and decoy data. The command execution results will return to the front

end along with the redirection tunnel and then be received by the attacker. Within this

real environment, the honeypot operator can better observe and analyze the attacker’s

behavior. This hybrid architecture provides good scalability to deploy the front end in

various networks.
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Figure 2.1: The Architecture of HoneyBog

Front End

To keep it lightweight, each front end only contains a web server and essential system sup-

portive components as a honeypot. The deployment environment could be a virtual machine

or container to facilitate the deployment. It can be deployed in any protected network with

a basic configuration. Its web server uses a full-featured interpreted language library. The

web applications running on it can be customized to meet the requirement of the honeypot
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operator. Its web pages are accessible to the public and don’t contain any sensitive informa-

tion. When the attacker conducts the webshell-based command injection, our interceptor

prevents those commands from executing locally and forwards them to the back end. This

interceptor is responsible for the command redirection and file synchronization. The details

will be explained in Section 2.4.2.

Back End

The back end supports multiple command execution honeypots (i.e., back-end honeypots)

to provide centralized management. For the attacker, the back-end honeypot servers as

a real execution environment. It deploys a full-featured OS inside the virtual machine or

container. To increase the fidelity, decoy user files could also be deployed inside it.

All the OS commands will be executed in this constrained environment. The honey-

pot operator can observe the attacker’s behavior through these executed OS commands.

The honeypot operator terminates the attack after the attacker escalates privilege success-

fully, which can constrain the attacker from attacking the host machine and HoneyBog

itself afterward. To maintain the status for the sophisticated attack, each front end has a

corresponding and fixed back-end honeypot. The traffic distributor allocates the received

command execution requests to the corresponding back-end honeypots. The execution re-

sults are returned to the front end via the same route.

Redirection Tunnel

Because the front end and the back end are deployed in different networks, the data ex-

change requires crossing multiple networks. As a result, a cross-network redirection tunnel

is required. It could be a publicly accessible server or gateway to manage the data exchange

or a series of configurable routing devices. The network routes and devices between the

front-end network and the back-end network consist of the redirection tunnel.
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2.4.2 Data Exchange

The data exchange includes two aspects: command redirection and file synchronization. As

shown in Figure 2.1, after constructing a webshell on the target web server successfully, the

attacker can interact with the webshell via HTTP/HTTPS at stage ➀. Then the attacker

may inject commands at stage ➁. HoneyBog will redirect the injected commands from the

front end to the back end at stage ➂. At stage ➃, the attacker can leverage the injected

command to manipulate files and execute external programs at the back-end honeypot. The

file synchronization is bi-directional. It occurs whenever the attacker uploads files to the

web server in the front end or modifies the files inside the web directory in the back end.

Command Redirection

The interpreted language separates the program code from the low-level details of the

underlying OS. It uses the interpreter to translate the script into executable machine code.

In most cases, the interpreted language provides some system-related built-in functions

to access OS-managed resources. For example, it allows the script to execute external

programs. The interpreter invokes the system APIs for these functions and passes the

inputted commands as arguments. The attacker can invoke the risky built-in functions to

execute arbitrary system commands.

To redirect the injected command, we need an interceptor inside the interpreter of the

front end. It intercepts those built-in functions before the interpreter invokes the local

system APIs to execute their commands. These commands are redirected to the back-end

honeypot. The redirection prevents the attacker from conducting webshell-based command

injection in the front end and attacking other hosts in the front-end network from it.

In the back-end honeypot, the command executor executes these redirected commands

with the same level of privilege as the web server. In this way, the attacker can invoke the

system applications to collect system information and network applications to probe other

hosts in the internal network or construct a new stable system shell. If a new stable system

shell is established, the shell will connect to the attacker directly from the back end rather
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than via the front end. This ensures that the attacker will not return from the back end

to the front end. In addition, the attacker can also access local files and website files to

conduct file manipulation.

File Synchronization

The web directory is the file exchange interface for the attacker. The attacker can utilize

the webshell to upload files that may contain malicious payloads. By default, the upload

files are placed in the web directory. The attacker may manipulate the uploaded files via

the injected commands. Also, the website files allow public access. Once the attacker can

manipulate the local files, it can move or copy them to the web directory as the website

files for downloading.

According to our threat model, the attacker could access the uploaded file in the back-

end honeypot, and download the back-end files from the front end. Therefore, we place

synchronizers in both the front end and the back end to conduct the bidirectional file

synchronization for the website files. The web server in the front end receives requests

continuously and generates the access logs, while the back-end honeypot doesn’t generate

the same log. The synchronizer is also responsible for synchronizing the web server logs

from the front end to the back end. This log synchronization is uni-directional. Both of

these two synchronizations are incremental and in real-time.

2.4.3 Trace Hiding

To improve the fidelity, we need to hide the trace of HoneyBog. The trace hiding is divided

into three dimensions: application, file, and system.

At the application level, we ensure the consistency of web server and interpreter informa-

tion between the front end and back end. On both sides, we need to deploy the same version

web server and interpreted language library. The interceptor has a close relationship - func-

tion hook, with the interpreter. The attacker could use the information disclosure functions

to reveal its existence. Usually, the interpreted language has the information disclosure
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feature. It provides a group of interfaces to observe information about the interpreter itself.

The attacker could use these interfaces to collect information about the web server and

interpreter in the front end, while the attacker could also use system commands to obtain

the same information in the back end. Therefore, it is necessary to shield the interceptor

from the attacker.

At the file level, we ensure the attacker can not notice the difference in the file system.

As mentioned in the previous section, we synchronize the website files and web server

access logs. However, the front-end honeypot is lightweight and only contains essential files.

Those decoy user files are only in the back-end honeypot. The interpreted language has file

manipulation built-in functions. Typically, due to the privilege limitation of the web server,

these functions can only access the website files. In the front end, we strictly constrain the

accessible files of the web server so that the attacker is only aware of the local files in the

back-end honeypot.

At the system level, we ensure the attacker obtains the same system information from

both the front end and back end. The interpreted language also provides the built-in

functions to retrieve system information, such as disk size, hostname, user ID, etc. To

resolve this issue, we need to adjust the system information of the front end. Since the front-

end honeypot is lightweight, its hardware setup would differ from the back-end honeypot.

Our interceptor will also intercept these built-in functions and feedback on the back-end

system information. Meanwhile, programs (including our file synchronizer) in the front-

end honeypot are not visible to the attacker, because the system commands can only be

executed in the back-end honeypot.

2.5 Implementation

Our prototype is built on Apache 2.4.41 and PHP 7.4.3. We choose PHP due to its dom-

inance among web applications. The front and back ends are both running Ubuntu 20.04

LTS with kernel 5.4.0. In this section, we detail the implementation in all three aspects:

command redirection, file synchronization, and trace hiding.
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2.5.1 Command Redirection

As mentioned in Section 2.4, HoneyBog has an interceptor in the front-end honeypot and

a command executor in the back-end honeypot. We use the SSH tunnel to transmit the

redirected commands. The SSH port forwarding technique can achieve cross-network data

transmission. In the back-end hypervisor, we use its SSH server as the traffic distributor to

allocate the redirected commands to the corresponding honeypot. In the back-end honeypot,

we use its inside SSH server as the command executor. We keep using the default setup for

the SSH server, thus it can be treated as a normal service. Hence, we mainly introduce the

implementation of the interceptor in the front-end honeypot.

Command Injection Related Functions

Among these PHP built-in functions [19], there are three types of them that can be used

to assist webshell-based command injection.

Table 2.1: PHP Built-in Program Execution Functions

Function Description

exec() Execute an external program.

system()
Execute an external program and display
the output.

shell exec()
Execute command via shell and return
the complete output as a string.

Backtick Operator(``) Use of the backtick operator is identical
to shell exec().

popen() Open process file pointer.

proc open()
Execute a command and open file pointers
for input/output.

passthru()
Execute an external program and display
raw output.

pcntl exec()*
Execute specified program in current
process space.

* Function pcntl exec() is usually disable in the default PHP con-
figuration file for the web server (e.g., Apache). Sometimes, it may
be enable mistakenly.
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Type I functions are the program execution functions, see Table 2.1. In PHP scripts,

these functions are used to execute commands or trigger external programs. Here the exter-

nal programs could be the existing benign system programs or uploaded malicious payloads.

When executing these functions, Zend engine directly invokes the program execution related

system APIs, including popen(), execl(), execv(), execve(), etc. The attacker’s inputted

commands are passed as parameters into these system APIs. The attacker can invoke these

functions to execute system commands directly.

Type II functions are the code execution functions, such as eval(), preg replace(),

assert(), etc. These functions treat the user inputted parameters as executable PHP codes.

Because the inputted parameters are user-controllable data, the attacker can leverage this

feature to craft self-defined input to modify the code to be executed, or inject arbitrary code

that will be executed. By incorporating the Type I functions into the input, the attacker

can still conduct command injection.

Type III functions are the callback functions, such as array filter(), array map(),

array reduce(), etc. These functions accept a string parameter that can be used to call a

function of the attacker’s choice. In this case, the attacker can choose the Type I functions

as the callback to execute arbitrary commands.

Usually, Type II and III functions can be used as an obfuscation technique against

webshell detection for command injection. The final step of the command execution still

falls into Type I functions. Therefore, we only need to hook the Type I functions to intercept

all the injected commands.

Interceptor

The interceptor for command execution functions should be exhaustively intercepting target

functions and flexible in deployment. To achieve these two goals, we choose to implement

the interceptor as a PHP extension instead of directly modifying the PHP library. PHP

starts up just a little bit after the Apache server and comes to run the startup of its

extensions. We load the interceptor at the beginning of the PHP extension module startup
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(i.e., MINT()) to ensure our extension can handle all incoming requests.
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SAPI

PHP API
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PHP Exetension
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Zend Engine
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Figure 2.2: The Interceptor for Command Redirection

As shown in Figure 2.2, our interceptor consists of two main parts: function hook and

SSH client. The function hook is responsible for intercepting Type I functions, while the

SSH client is to execute the injected command remotely in the back-end honeypot. Our

function hook searches the corresponding function name from the Zend compiler globals

(CG) and redirects the execution flow to the extension before these functions are compiled

into opcodes.

When the command injection request is received, the web server passes it to the SAPI

(Server Application Programming Interface) layer. The SAPI layer connects the web server

and PHP, so it provides the PHP built-in program execution functions to the web server.

In normal mode, the PHP core will handle the invocation and forward it to the Zend

engine. Here the function hook intercepts the invocation. It reads the parameters from

these functions and then passes them to the embedded SSH client. The SSH client will send

these parameters to the back end. The SSH server in the back-end honeypot executes these

parameters as real commands. In this way, the invoked functions will not be executed locally.
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The execution results of different Type I functions are displayed in different formats, while

our back-end command executor doesn’t distinguish the source of redirected commands

and returns the execution results in the same format. To solve this problem, we fill the

returned execution results into the function execution stream to make them revert to the

default format processing. This ensures that each function can display results in the desired

format.

2.5.2 File Synchronization

In the front-end honeypot, we deploy an independent synchronizer. In the back-end hon-

eypot, the synchronizer is the same SSH server of command redirection that receives the

synchronized files, allowing us to avoid introducing extra services and improve the stealth-

iness. As mentioned in the design, we only synchronize the website files and web server

access logs to minimize the burden of transmission.

For the website files, we synchronize the file under the directory /var/www in bi-direction.

To synchronize these files from the front end to the back end, we deploy the rsync 3.1.3 and

inotify 3.14 together on the front-end honeypot. Here rsync is a file synchronization tool,

which supports remote synchronization via SSH access. It minimizes the amount of data

copied by only moving the portions of files that have changed. The inotify is a Linux kernel

subsystem for monitoring file-system events. We use the inotify to monitor the website files

in the front end. Once there is any modification on website files (e.g., the attacker uploads

files), the inotify can notice the rsync to start the incremental synchronization. The rsync

in the front-end honeypot is also responsible for synchronizing files from the back end to the

front end through a periodic query each second via SSH. If the query detects any changes

in its website files, rsync starts the incremental synchronization for the front end.

In some cases, the synchronizations in both two directions may occur at the same time

to cause conflict. To solve this problem, we split the bi-directional synchronization into

two processes. Its pseudo-code is shown in Algorithm 1. We prioritize the process of
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Algorithm 1 Bi-directional File Synchronization

Input: dirf : The front-end file directory
dirb: The back-end file directory
t: The synchronization interval

1: global pidb2f ← 0

2: function main( )
3: Start Process(BackToFront(dirb, dirf , t))

4: Start Process(FrontToBack(dirf , dirb))

5: function BackToFront(dirsrc, dirdst, t)
6: pidb2f ← Get Pid()
7: while True do
8: rsync(dirsrc, dirdst)
9: Sleep(t)

10: function FrontToBack(dirsrc, dirdst)
11: while inotifywait(dirsrc) do
12: Pause Process(pidb2f )

13: rsync(dirsrc, dirdst)
14: Continue Process(pidb2f )

synchronization from the front end to the back end (FrontToBack). When this syn-

chronization starts, it will pause the synchronization from the back end to the front end

(BackToFront) until this round task is completed. In this way, we ensure that only

uni-directional synchronization is active at each time point.

For Apache web server, its synchronized logs locate in the directory /var/log/apache2.

These logs are synchronized from the front end to the back end in uni-direction. Here we still

use the rsync and inotify to conduct the incremental synchronization. The synchronization

is triggered only when the front-end web server generates new logs.

2.5.3 Trace Hiding

In the implementation, we have two specific tasks: hiding the components of HoneyBog

and making the hybrid architecture transparent to the attacker. For HoneyBog, its main
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components are deployed in the front end, while only an SSH server is in the back end

as a normal service module. For the hybrid architecture, our main goal is to eliminate

inconsistencies in the collected information from both two sides.

At the application level, we use the same version of the Apache server and PHP library

on both sides. PHP provides information disclosure functions to reveal the loaded exten-

sion information. The attacker can invoke these functions via code injection. Function

phpinfo(), extension loaded(), and get loaded extension() can list all the loaded ex-

tensions. For these functions, we hook them in our interceptor and modify their execution

flow to skip our extension during PHP hash table enumerating. Then their execution results

exclude our extension. Function get extension funcs() and get defined functions()

can list all the available function for loaded extensions. For these functions, our extension

doesn’t contain any callable function for the PHP script, thus no function that belongs to our

extension will present. Besides, PHP also provides function dl() to load arbitrary exten-

sion at run-time. The attacker could leverage this function to load an extension containing

self-defined functions, which may access the PHP hash table directly. In other words, this

could help the attacker bypass our interceptor and obtain information about our extension.

For this reason, we forbid dynamic loading extension by disabling this function.

At the file level, PHP provides file access functions, which can be invoked by the attacker

via webshell. The web server default user, www-data, can manipulate website files and read

user-level system files. Since the files stored in the front-end and back-end honeypots are

different, it may help the attacker find out components and the hybrid architecture of

HoneyBog. To overcome this problem, we set up the Apache server’s configuration file

to constrain the user’s accessible directory to the web directory /var/www. The attacker

cannot read files outside of the web directory.

At the system level, we deal with the PHP built-in functions that can introspect system

configuration. The functions related to the disk information include disk total space(),

disk free space(), and diskfreespace(). The interceptor hooks these functions and

queries the disk information from the back-end honeypot via SSH. The attacker only obtains
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the disk information from the back-end honeypot. About other static system information

(such as hostname, user ID), we configure them as the same in both the front end and back

end.

2.6 Evaluation

Figure 2.3 shows our testbed for HoneyBog. All physical machines including the interme-

diate server use Ubuntu 20.04 LTS (kernel version 5.4.0) on Dell Precision 7810 desktops

with Intel Xeon(R) E5-2620 CPU @ 2.40GHz and 16 GB memory. For the front-end and

back-end honeypots, we use VMWare 16.1 to create VMs with 2 CPU cores and 2 GB

memory. We use Cisco C921-4P as edge routers A and B to connect the front-end network

and the back-end network to the Internet. The front-end honeypot is a VM connected to

the front-end network under the bridge network model. By configuring NAT port mapping

on router A, the attacker can access the front-end honeypot via port 5000 of router A. We

configure the redirection channel between the front end and back end via the intermediate

server using SSH port forwarding. We also configure the back-end honeypot to use the same

IP address as the front-end honeypot.

2.6.1 Deception Capabilities

Effectiveness

To verify the deception effectiveness of HoneyBog, we test the real webshells on our test-bed.

We collect PHP webshell samples from public Github repositories listed in Table 2.2. From

these datasets, we pick out 939 webshells that are executable for our web server. Among

them, there are 260 webshells directly supporting command injection or code injection.

Other webshells only support file upload or information disclosure.

We only test webshells that can directly support command injection or code injection.

The attacker can also invoke Type I functions via code injection to launch command injec-

tion. By testing all these 260 webshells, we found that HoneyBog can successfully intercept
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Figure 2.3: Testbed for HoneyBog

all the injected commands and redirect them into the back-end honeypot. For the file syn-

chronization, we test the bi-directional synchronization separately. From the front end to

the back end, we upload files via webshell in the front end. After that, we can successfully

view upload files in the back-end honeypot. From the back end to the front end, we copy

local files to the web directory of the back-end honeypot. We can also successfully access

these local files from the front-end web server.

Table 2.2: Webshell Datasets

URL to the Webshell Datasets

https://github.com/BlackArch/webshells

https://github.com/JohnTroony/php-webshells

https://github.com/tennc/webshell

https://github.com/tanjiti/webshellSample

https://github.com/xl7dev/WebShell

https://github.com/ysrc/webshell-sample
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Security Analysis

Because the front end redirects all the injected commands and synchronizes all the uploaded

files to the back end, the attacker always executes system commands and triggers the ma-

licious payloads in the back-end honeypot. For the attacker, the front end itself becomes

an information exchange agent and is immune to command injection. In some cases, the

attacker may exploit other vulnerabilities to construct a system shell in our front end. To

solve this problem, we can use the solution proposed in [20], which redirects the injected

command from the front-end system shell to the back end. The isolated back-end network

ensures that the honeypot outbound network connection initiated by the attacker will not

return to the front-end network. The attacker cannot use the honeypot to continue attack-

ing the protected network. The security of the back-end honeypot relies on the adopted

honeypot productions. In the back-end honeypot, the honeypot operator can terminate the

attack, once the attacker obtains the root privilege. Thus, the attacker cannot manipulate

the SSH server receiving the redirected commands to initiate the attack along with the

redirection tunnel.

2.6.2 Runtime Performance

Redirection Latency

To quantify the redirection latency, we first use ApacheBench [21] to measure all of the

redirected built-in functions related to command injection. To minimize the impact of

result size, we use the simplified webshell, which only contains the tested functions and

basic web page display elements. All these functions execute the command who. For each

function, we send 100 requests in sequence. As shown in Figure 2.4, the average response

time varies from 0.25s to 0.31s for different functions. The average local response time

of them is around 0.03s, thus the increased latency varies from 0.22s to 0.28s. To figure

out the dominant factor of the increased latency, we use the tool ssh-ping to measure the

latency through the SSH tunnel, which is around 0.22s. Therefore, most of the latency is

caused by the redirection procedure, while the latency caused by the interception procedure
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of the PHP extension is less than 0.06s.
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Figure 2.4: Latency for Redirected Built-in Function

Then we measure the response time of different commands for redirection. Here we

test the function system() with five common system commands. The result is shown in

Figure 2.5. The command ps has a higher average latency among these five commands

because it produces more results. The latency also increases with the size of execution

results.

From the measurement above, we can conclude that the response time is mainly affected

by the redirection (distance and data size). According to Jakob Nielsen [22], 10s is the time

that users consider the web page is over slow and decide to leave. We believe the attacker

is deliberate, so it may be more patient than the average user. We still consider the latency

should be under 1 minute; otherwise, a simple task is unable to be completed. Hence, the

honeypot operator should consider these factors in practical deployment to avoid wearing

out the attacker’s patience.

Meanwhile, the honeypot operator should prevent the attacker from obtaining local

command execution response time on the target device (i.e., front-end honeypot). If the
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Figure 2.5: Latency for Redirected Commands (system())

local execution response time is obtainable, the attacker can compare it with the HoneyBog

to detect the hybrid honeypot architecture. One possible method for obtaining the local

execution response time is to construct a system shell on the front-end honeypot via ex-

ploiting other vulnerabilities on the web server. In this case, the honeypot operator needs

to intercept and redirect commands from the system shell to the back end. We discuss the

existing solution in Section 2.7.

Synchronization Latency

In our testbed, the file transmission speed is around 1.5 MB/s. In our experiment webshell

dataset, the largest webshell is more than 200 KB, while most webshells are around 10

KB. For a 10 KB webshell, the synchronization latency is around 0.006s. For a 200 KB

webshell, the synchronization latency is around 0.13s. For these small-size files, the latency

is less than that of command redirection. Therefore, the attacker can always access these

uploaded webshells via injected commands.
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System Overhead

To measure the system overhead, we focus on our interceptor and synchronizer in the front-

end honeypot. We measure the overhead under the 32 concurrent command who injection

requests for function system(). The interceptor costs around 23 MB of memory. Its CPU

usage increases by less than 1%. To synchronize our experiment webshell dataset, the

running synchronizer causes around 7% CPU usage and costs around 11 MB of memory.

The experimental results show that HoneyBog can be readily deployed in the real world

without excessive performance overhead.

2.7 Discussion

Liability

HoneyBog aims to provide a hybrid honeypot framework for the honeypot operator to

monitor and analyze the attack based on webshell-based command injection in the back-

end honeypot. The back-end honeypot can be any honeypot production. Besides, because

the back-end network is completely controlled by honeypot operators, they can tune the

isolation level of the network via configuring the firewall and IPS system. It is optional

to allow the attacker to establish a new system shell from the honeypot. Similarly, if the

attacker attacks other targets on the Internet, the honeypot operator can decide whether

intercept the malicious payloads or terminate this connection according to the practical

requirements.

Database

Besides the command injection, one common usage of webshell is to access the database.

In a practical deployment, the honeypot operator may want to support the database for

the web server. As a hybrid honeypot architecture, the database can be deployed in the

back-end network to facilitate management. The web server in the front end connects the

database remotely. Also, the operator can use the database honeypot [23] to monitor and
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analyze specific attacks on it.

System Shell

Although we only consider webshell-based command injection in our threat model, the

attacker may also exploit the vulnerability (e.g., CVE-2019-0211 [24]) of the web server

itself to launch the remote code injection attack. The attacker can establish an independent

system shell on the web server. Then the attacker can directly execute the OS commands

on the front end of HoneyBog. To defend against this attack, we can embed the solution

proposed in [20] into our system, which can intercept and forward commands of the system

shell (e.g., Bash Shell) to be executed in the back end.

2.8 Related Work

2.8.1 Hybrid Honeypot

In 2004, Jiang et al. [25] propose Collapsar, a hybrid architecture to improve the coverage of

the high-interaction honeypot using a number of redirectors in different production networks

to tunnel attack traffic to the remote high-interaction honeypots. In the same year, Bailey

et al. [26] also propose a hybrid architecture, which deploys the low-interaction honeypot

as the front end to redirect interesting attack traffic to the high-interaction honeypot for

detailed investigation. Potemkin [27] constructs a large-scale hybrid honeypot system by

leveraging the virtual machine, late binding, and aggressive memory sharing techniques. Fan

et al. [28] propose to use SDN to support a transparent TCP connection hand-off mechanism

for the hybrid honeypot system. HoneyDOC [29] designs an SDN-based all-around hybrid

honeypot system. The redirected traffic is not limited to TCP. Sun et al. [20] propose

a hybrid decoy architecture that redirects injected commands of system shell (e.g., Bash

Shell, PowerShell) to be executed in the remote back-end honeypot. Their work cannot

intercept the webshell-based command injection, since those commands are executed by

the interpreted language. Compare to Sun’s work, our work focuses on the webshell-based
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command injection.

2.8.2 PHP Webshell

Due to its ubiquitous presence in server environments, PHP is the typical language of

choice to construct webshell [5]. The mitigation methods on webshell mainly go in two

directions: detection and prevention. To detect PHP webshell, the traditional methods are

using signature-based intrusion detection systems (IDS). With the development of machine

learning, researchers have tried to apply various machine learning techniques to the webshell

detection [9–15]. To prevent webshell, the core idea is to confine the privilege and the

available resources for the webshell script, which requires the administrator to configure

the web server correctly. Bulekov et al. [30] focus on the interpreted language itself. They

propose to create a system-call allowlist for each PHP application to prevent remote code

execution. Their solution does not consider the built-in functions (i.e., system()), which

could execute shell commands.

2.9 Chapter Summary

This chapter demonstrates HoneyBog, a hybrid honeypot framework for constructing a

high-fidelity environment against the webshell-based command injection. By redirecting the

injected commands from the front end to the back end for execution, HoneyBog can deploy

lightweight front-end honeypots containing a web server and basic supporting resources in

any product network flexibly. The back-end honeypots can be centralized in a constrained

environment to facilitate management. In addition, we synchronize the website files in bi-

direction. It improves the fidelity of HoneyBog by allowing the attacker to exchange files

with the back-end honeypot. We implement a prototype of HoneyBog over the Apache

web server and PHP. The experiments show that HoneyBog can effectively intercept and

redirect the injected commands from webshells with low overhead.
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Chapter 3: Consistency is All I Ask: Attacks and

Countermeasures on the Network Context of Distributed

Honeypots

3.1 Introduction

Over the past 20 years, the honeypot technique has demonstrated its unique value in iden-

tifying unauthorized or illicit use of computer resources [1]. By monitoring and analyzing

suspicious activities in honeypot systems, administrators have a better chance to detect and

constrain attacks. To confront massive sophisticated attackers (e.g., APT attackers [31]),

today’s honeypot solutions pursue the scalability in the deployment and the capability to

provide a detailed understanding of the attack. The local honeypot implementations are

limited by their architecture and could achieve only one of the two.

The typical goal of honeypot operators target detecting early reconnaissance and re-

ducing the attacker’s dwell time. The detection is necessary while reducing the attacker’s

dwell time could cause the honeypot operators cannot identify all the tactics, techniques,

and procedures (TTP) used in the sophisticated attack. It is not sufficient to simply elim-

inate APT threats. Therefore, in some cases, the honeypot operators need to increase the

attacker’s dwell time in order to feed fake information to APT attackers and observe the

complete sophisticated attack. The key point of increasing the attacker’s dwell time is to

prevent the attacker from being aware of the honeypot environment.

Based on the distinct characteristics of each standalone honeypot, the attacker can

leverage fingerprinting-based detection techniques [3,32] to identify the honeypots and avoid

them. Besides, although the distributed honeypot systems can provide more flexible deploy-

ment and centralized management, they also introduce extra network context inconsistency

between the front ends and the back ends, which could be exploited by attackers to identify
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the distributed architecture of the deployed honeypot system. For instance, the back-end

network may have different network configurations (e.g., host number, IP address, services)

and network traffic than the front-end network. Moreover, most distributed honeypot sys-

tems [20,25,27,33–35] allow the front end to reply to initial simple requests (e.g., ICMP) of

the attacker and forward more sophisticated requests to the back-end honeypot; however,

this division in the function may be exploited by an attacker, since those requests replied

in the front end will not be logged in the access history of the back-end honeypot.

Since the fingerprinting of the standalone honeypot has been well studied in previous

work [3, 32], we focus on the inconsistent network context caused by the architecture of

the distributed honeypot systems in this work. We perform a systematic study on existing

typical distributed honeypot systems to check if they are robust under a new anti-honeypot

technique called network consistency cross-checking attack (NC3).

This attack consists of two stages, namely, pre-exploitation reconnaissance and post-

exploitation reconnaissance. Before initiating an attack on a target machine, the attacker

collects information (artifacts) related to the target machine during the pre-exploitation

reconnaissance stage. The attacker may transition to the post-exploitation reconnaissance

stage to retrieve a more comprehensive collection of artifacts on the target machine after

successful exploitation efforts. We summarize nine types of network context artifacts that

may be collected in the two aforementioned stages that attackers may leverage to identify

distributed honeypot systems by means of inconsistencies in the data set. We study two

types of attackers based on their locations, including an insider who resides in the same

local subnetwork as the front end, and a semi-insider who is in the same local network

but in a different subnetwork as the front end. Our theoretical analysis and experimental

results show that they can utilize NC3 attacks to successfully identify all popular distributed

honeypot systems.

To protect those distributed honeypots, whose goal is to increase the attacker’s dwell

time, from the NC3 attack, we develop a countermeasure called HoneyPortal to remove the

network context inconsistency between the pre-exploitation and post-exploitation stages.
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Precisely, the overall approach projects the remote back-end honeypot into the front-end

network using a transparent traffic redirection strategy, where the front end redirects all

incoming traffic (i.e., layer 2 and above) to the back end and vice versa. A back-end

controller is responsible for forwarding the packets between the front end and the back end

by using the redirection channel. For instance, when attackers break into the back-end

honeypot and generate network traffic (flows) between the attacker’s host machine and the

back-end honeypot, HoneyPortal redirects all the outbound traffic of the back-end honeypot

back to the front end. The front end then forwards the traffic to the attacker’s host machine

and forwards the attacker’s response traffic to the back-end honeypot. By integrating the

front end and the back end as one logic honeypot, we can eliminate the network context

inconsistency introduced by the distributed honeypot systems.

Since the attacker may compromise the back-end honeypot with the root privilege, it

is critical to ensure that our countermeasure, particularly, the back-end controller, cannot

be detected by the attacker. We propose to use XDP (eXpress Data Path) [36] to isolate

the back-end controller from back-end honeypots as XDP can transparently intercept and

redirect the traffic flow of honeypots without interference. When we implement the back-end

honeypot using a virtual machine, the XDP program runs in its corresponding virtual NIC

in the back-end controller. When we implement the back-end honeypot using a physical

machine, the XDP program runs on its corresponding NIC in the back-end controller.

We implement a prototype of HoneyPortal that supports the running of the front end on

a physical machine and the deployment of the back-end honeypot on the virtual machine.

We build a testbed for evaluating the effectiveness and performance of our HoneyPortal sys-

tem. The experimental results show that HoneyPortal can successfully defeat NC3 attacks

with low overhead. When packet sending rates reach 700 kpps, the front end only costs

less than 1% CPU utilization in our testbed. Our back-end controller costs about 8% CPU

utilization.

In summary, we make the following contributions:

• We perform a systematic study on one anti-honeypot technique called the network
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context cross-checking (NC3) attack that exploits various network context information

to detect distributed honeypots. We summarize nine types of artifacts that attackers

could exploit to defeat all existing distributed honeypot systems.

• We propose a countermeasure to defeat NC3 attacks against the distributed honey-

pots. By projecting the remote back-end honeypot into the local network as a host

machine, our defense can successfully remove the network context inconsistency in-

troduced by the distributed honeypot systems.

• We implement a prototype of HoneyPortal. The experimental results in our testbed

show that HoneyPortal can effectively defeat NC3 attack with low overhead.

3.2 Related Work

3.2.1 Distributed Honeypot

A distributed honeypot [26,37] typically consists of three parts, i.e., a front end, a back end,

and a redirection channel. Its design aims to (1) combine the benefits of the lightweight low-

interaction honeypots and the highly believable high-interaction honeypots and (2) achieve

centralized management and control of the high-interaction honeypots. The front end is

deployed in the protected network and may simulate several services and applications to

directly respond to simple network reconnaissance requests. Meanwhile, more complex and

suspicious network requests are redirected to a remote back-end network via the redirection

channel. A back-end controller controls and logs network traffic between the front-end

honeypot and the back-end honeypot. The back end is capable of generating more believable

responses by running application services on a full-fledged operating system.

Bailey et al. [26] propose a globally distributed architecture, which deploys the low-

interaction honeypot as the front end to redirect interesting attack traffic to the high-

interaction honeypot for detailed attack information investigation. This architecture pro-

vides distributed deployment and centralized management. Jiang et al. [25] propose Col-

lapsar, a distributed architecture to improve the coverage of the high-interaction honeypot
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using a number of redirectors in different production networks to tunnel attack traffic to the

remote high-interaction honeypots. Potemkin [27] follows a similar architecture, exploiting

late binding and aggressive memory sharing to accommodate more VM-based honeypots.

Hyhoneydv6 [34] provides a distributed architecture in the IPv6 address space.

Emerging techniques such as software-defined networking (SDN) and moving target de-

fense (MTD) have been integrated to extend the capability of hybrid honeypots. Fan et

al. [28] propose an SDN-based distributed honeypot to support a transparent TCP connec-

tion hand-off mechanism. Honeyprox [38] enhances the current honeynet design via SDN to

defer the internal propagation of attackers within the honeynet. HoneyDOC [29] leverages

SDN to support all-around honeypot, which provides transparent traffic redirection and

high-quality attack capture. Artail et al. [33] introduce an adaptable distributed honeypot

dynamically changing with the organizational network. Sun et al. [20] propose a distributed

decoy architecture that may dynamically shift the network attack surface. Chovancova et

al. [35] propose an autonomous distributed honeypot that is capable of adapting to envi-

ronmental changes in real-time.

3.2.2 Anti-Honeypot Mechanism

As the weapon for attackers to identify honeypots, anti-honeypot mechanisms can be di-

vided into three categories: network-level fingerprinting, system-level fingerprinting, and

operation-level fingerprinting [3, 32].

Network-level honeypot fingerprinting focuses on detecting the discrepancy in network

activities and network latency. Since honeypot systems may provide only a limited number

of services and/or have constrained interactions with other real hosts and the Internet, at-

tackers may observe fewer network activities of honeypots compared to those of legitimate

hosts [4,39]. When the honeypot system is deployed in a separate network, it may introduce

higher network latency than other hosts in the protected local network, and attackers can

compare the latency differences to detect honeypots [40, 41]. System-level honeypot fin-

gerprinting is based on the information collected from operating systems and applications.
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A honeypot and a real host may have different system artifacts [41–43], such as operating

system flags, running processes, volatile user information, files, and installed programs. By

analyzing this information, attackers can infer if a host is in a honeypot. Operation-level

honeypot fingerprinting is to measure if attackers can use the victim host to communicate

with other hosts [44]. Since most honeypot systems are located in a constrained environ-

ment to prevent compromised honeypots from attacking other real hosts, these operation

limitations may be notable honeypot indicators.

3.3 Threat Model

In this work, we assume that the attacker intends to compromise the legitimate hosts inside

the intranet and maintains long-term access, while the honeypot operator intends to increase

the attacker’s dwell time as long as possible to observe all the TTP used in the attack. The

attacker is able to conduct network reconnaissance to collect network and system artifacts

after fully controlling a computer. Based on the location of the attacker, we classify them

into three types, namely, insider, semi-insider, and external attacker.

The first type of attackers is the insiders located in the front-end network, the same

subnetwork as the front-end honeypot. If there is an internal firewall in the subnetwork, we

assume that the insider and the target host are in the same network segmentation. They are

capable of scanning the hosts in this subnetwork or network segmentation. If the subnetwork

is constructed with a hub, an insider can monitor all the network flows by setting the NIC

into promiscuous mode. In practice, more and more networks are constructed with switches

directly. In this case, the insider needs to conduct an ARP spoofing attack to redirect all

the traffic to its own machine to monitor all the network flows. With the deployment of

static ARP and PC firewall, the insiders may not always conduct the ARP spoofing attack

successfully. Therefore, we assume the insider can only observe the network flows between

itself and the target host.

The second type is the semi-insiders, who are located in the intranet but with different

subnetworks or network segmentations as the front-end honeypot. Due to the security
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policies of the internal firewall, the semi-insiders may only scan partial hosts in the front-

end network. Both insiders and semi-insiders could be disgruntled employees or attackers

who have successfully broken into the intranet via social engineering or unfixed security

vulnerabilities.

The third type is the external attackers who are located outside the intranet. Due to

the strict firewall policy or DMZ configuration, the external attackers can only interact

with the hosts open to the public and usually have quite limited knowledge about the

intranet. They cannot conduct the network context cross-checking, thus we don’t discuss

the external attacker in this work. However, in some specific cases [45], external attackers

may collect partial information about the intranet across the gateway. Here we treat this

kind of external attacker as semi-insiders.

After breaking into the back-end honeypot, we assume that attackers may gain the

root privilege. They can access the logs of network services, monitor the network flow in

the honeypot, and conduct one more round of reconnaissance from the back-end honeypot.

Then they perform a cross-checking with the scanning results before attacking the honeypot.

3.4 Network Context Cross-Checking Attacks

Figure 3.1 shows the entire attack procedure of NC3, which consists of three steps, namely,

pre-exploitation reconnaissance, post-exploitation reconnaissance, and network context cross-

checking. Before attacking the target machine (i.e., the front-end honeypot), the attacker

may collect the artifacts related to the target machine via traditional network reconnais-

sance [46]. We call this stage of attack as Pre-exploitation Reconnaissance. After breaking

into the target machine (or the honeypot), the attacker can reissue network reconnaissance

from the compromised target machine to collect network and system artifacts. We call this

stage of attack as Post-exploitation Reconnaissance. Meanwhile, the attacker can reissue

the network reconnaissance from their host machine once more. Finally, the attacker will

compare the three sets of artifacts collected in two stages and detect potential inconsistency

to check if the target machine is a honeypot.
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Figure 3.1: The Attack Procedure of NC3

3.4.1 Pre-exploitation Reconnaissance

Suppose the attacker resides on a host machine and is interested in attacking the victim

machine. By running network scanning tools (e.g., Nmap1, Nessus2), the insider may first

inquire about the total number of live hosts in the local network. The insider can collect the

victim machine’s network address (IP and MAC addresses), OS information (i.e., OS type

and version), open network ports (i.e., TCP or UDP ports), and service information (i.e.,

application types and versions). Similarly, the insider may collect the artifacts of another

legitimate machine in the same subnetwork. The insider can also use network diagnostic

tools (e.g., Traceroute) to collect the routing information (i.e., the outermost router in the

path) from its host to an external machine on the Internet. All the interactions between the

insider and the victim machine are recorded as the access history (e.g., SSH, HTTP, FTP,

etc.). The insider can obtain the access history manually by using the packet introspect

tools (e.g., Wireshark3, Tcpdump4) to record the timestamp and metadata of each packet.

Also, the insider can measure the link latency between the host and the victim machine

using the ping command.

1https://nmap.org/
2https://www.tenable.com/products/nessus
3https://www.wireshark.org/
4http://www.tcpdump.org/
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Due to the security policies on the internal firewall, the semi-insider may only scan a

small portion of hosts in the target subnetwork thereby retrieving fewer artifacts than an in-

sider. Also, since the semi-insider locates in a different subnetwork, the routing information

is unable considered as a criterion to perform the cross checking.

3.4.2 Post-exploitation Reconnaissance

In this stage, the attacker may collect artifacts from both the victim machine and the

attacker’s host machine respectively. From the victim machine, the insider can collect

the number of hosts in the local network and its own network address, OS information,

open ports, and service information. It can also collect another legitimate host’s network

addresses, OS information, open ports, and service information. Moreover, the insider can

record the routing path to an external server. By filtering the log of network services, the in-

sider may extract the past access history that should have happened in the pre-exploitation

stage. Normally, legitimate hosts log their network activities for troubleshooting. The

insider can expect to obtain these logs from a real host. The insider can measure the

link latency from the victim node to its host machine. The insider can also generate net-

work traffic (e.g., ARP, UDP, TCP, and ICMP flow) between its host machine and the

victim machine and then observe the network flow on the victim machine. From the at-

tacker’s host machine, the insider has the ability to recollect similar artifacts as those in the

pre-exploitation stage. Additionally, the insider can observe the network flow on its host

machine. The insider can observe these packets on both the victim machine and its own

machine with the packet introspect tools (e.g., Wireshark, Tcpdump) in real-time.

Similar to insiders, the semi-insiders can collect the artifacts from the victim machine,

while quantifiable differences limit the collection to only the victim machine and other

visible hosts in the pre-exploitation stage. Also, due to the internal firewalls, the traffic

flow between the semi-insider and the victim may differ when observing from both sides.

From the view of the victim machine, the insider can discover more hosts in the target

subnetwork. However, for NC3 attack, the semi-insider only needs to collect the artifacts
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related to the victim machine and visible hosts in the pre-exploitation stage.

3.4.3 Artifacts Cross-Checking

In this stage, the attacker can cross-check the artifacts collected in the pre-exploitation

stage and post-exploitation stage to check if the target machine is a honeypot. For the

nine types of artifacts collected in three sets (i.e., pre-exploitation artifacts from the host

machine, post-exploitation artifacts from the victim machine, and post-exploitation artifacts

from the host machine), the attacker checks the consistency of artifacts in the same type

of artifacts from different sets. As the insiders and semi-insiders have different capabilities

and confidence in collecting reliable artifacts, they may adopt different decision policies on

identifying potentially distributed honeypots.

Insider

The insider can directly interact with the victim machine, thus it can use all the nine

artifacts to conduct NC3 attacks. Among these artifacts, the insider defines four types of

consistency criteria. First, for the number of hosts, network addresses, open ports, services,

routing information, and access history, consistency means the artifacts should be the same.

Second, for the OS information, since the remotely obtained OS information may not be

as accurate as the one collected on the local host, the consistency means that the artifacts

obtained from the attacker’s host machine should be the subset of the artifacts obtained

from the local host. Third, for the link latency, considering the uncertainty of network

transmission and request handling, the attacker can use T-test to compare them. If the

p-value is greater than a given threshold (e.g., 0.05), the attacker can consider the link

latency is consistent. Fourth, the network flows between the insider host machine and the

victim machine are considered consistent when the network flows observed on the insider’s

host machine match the network flows observed on the victim machine.
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Semi-insider

Due to the existence of internal firewalls, some network traffic may be filtered, and only

partial live hosts are visible from the outside of the victim’s subnetwork. Therefore, the

semi-insider adopts a different decision policy. First, the number of hosts observed from the

attacker machine stage should be less than or equal to the number of hosts observed from the

victim machine. Second, for the network addresses and the access history of visible hosts,

consistency means they should be the same. Third, the judgments for consistency on the link

latency and OS information of visible hosts are the same as the insider’s scenario. Fourth,

some open ports and services are not visible from the attacker’s machine. Therefore, those

artifacts observed from the attacker’s host machine are subsets of the artifacts observed from

the victim machine. Similarly, considering some network traffic may not pass the internal

firewall, the attacker cannot observe all outbound traffic sent from the victim machine.

Moreover, subnetworks may have different access control privileges in the intranet. For

example, the semi-insider may access some external servers, while the hosts in the target

subnetwork cannot do it. Also, the victim machine and the attacker’s host machine may

have different routes to the Internet. It is similar to the isolation mechanism of the honeypot

system. Therefore, when detecting distributed honeypots, the semi-insider relies more on

cross-checking the consistency of network address, OS information, access history, open

ports, services, and link latency.

3.4.4 Attack Effectiveness

Based on our threat model, we examine whether existing distributed honeypot systems can

provide a stateful environment to the attacker under NC3 attack. Among these systems,

we only obtain the source code of Sun et al. [20] to test, while we analyze others based on

their technique details described in the papers. The examination results are summarized in

Table 3.1, which shows the usefulness of each type of artifact by two types of attackers in

identifying each specific distributed honeypot system.
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Table 3.1: The Effectiveness of NC3 Attacks against Distributed Honeypot Systems
Distributed Honeypot

System

Network Context Consistency
Number of Hosts Network Address OS Information Open Ports Services Route Access History Link Latency Network Flow
I II I II I II I II I II I II I II I II I II

Collapsar [25]

Potemkin [27]

Artail et al. [33]

Hyhoneydv6 [34]

Chovancová et al. [35]

Sun et al. [20]

Jafarian et al. [2]

HoneyPortal

1. For each artifact, column I indicates an insider; II indicates a semi-insider.

2. Level of consistency: Consistent; Inconsistent; Uncertain (depending on the network and firewall configuration).

Insider

We first assume that all these distributed systems are deployed inside the subnetwork and

suffered attacks from the insider.

Number of Hosts: Collapsar [25] allows network flow initiated by the back-end hon-

eypot to return to the front-end network. As a result, the insider can continue to interact

with the same network from the back-end honeypot during the post-exploitation stage. Its

number of hosts doesn’t change. Other distributed honeypot systems put the back-end hon-

eypot in an isolated network environment from any legitimate hosts due to the containment

requirements, and they don’t duplicate the same number of decoy hosts in the back-end

network. Thus, the numbers of hosts are different in two separated local networks when

scanning from the attacker’s host machine and the compromised victim machine respec-

tively.

Network Address: Only Hyhoneydv6 [34] and Sun et al. [20] mentioned that they will

use the same network address for both the front-end and back-end honeypot, while others

assign different network addresses.

OS Information: Artail et al. [33], Chovancová et al. [35] and Sun et al. [20] mentioned

that they use the same OS version in both the front-end and back-end honeypot. Others

deploy different OSes in the back-end honeypot.

Open Ports & Services: For those combining the low-interaction honeypot and the

high-interaction honeypot [2, 20, 35], the front-end honeypot may not provide the same
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open ports and services as the back-end honeypot. Particularly, when the attacker is able

to create new open ports or services on the back-end honeypot, the front-end honeypot may

not be well synchronized to conduct the same operations.

Access Route: Potemkin [27], Sun et al. [20] and Jafarian et al. [2] redirect the out-

bound traffic initiated by the back-end honeypot to other places for further analysis. They

could have different routes to the Internet, particularly, with different default gateways.

Others don’t have this functionality so their access routes remain the same to the insider.

Access History: Only Collapsar [25] and Potemkin [27] allow the insider to interact

with the back-end honeypot directly during the pre-exploitation stage. These interactions

can be logged in the back-end honeypot. For others, the insider can detect the absence of

previous interaction history easily.

Link Latency: Similar to the access history, the insider interacts with the back-end

honeypot in Collapsar [25] and Potemkin [27] during the whole exploitation stage. Besides,

Sun et al. [20] and Jafarian et al. [2] only redirect network flows of specific protocols to the

back-end honeypot, while other requests are replied by the front-end honeypot. There is

no latency change for them. Artail et al. [33], Hyhoneydv6 [34] and Chovancová et al. [35]

redirect the attacker’s connections from the front end to the back end after exploitation.

The change of response speed and location can both cause the difference in link delay to

the insider.

Network Flow: The network flows may deviate between the back-end honeypot and

the attacker’s machine. As honeypot systems [25, 33–35] handle specific protocols (e.g.,

ARP, ICMP) in the front-end honeypot to speed up the response, the insider cannot receive

them in the back-end honeypot. Since the containment policy prevents the insider from

sending the packets from the back-end honeypot to other legitimate hosts, that traffic only

exists in the back-end network [20,27].
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Semi-insider

When these distributed honeypot solutions are deployed in isolated subnetworks and pro-

tected by internal firewalls, some outbound network flows of the victim host may be blocked

from the semi-insiders. Therefore, the semi-insider cannot rely too much on the inconsis-

tency in the network flow and routing information. Meanwhile, the compromised victim

machine still can interact with more hosts in the Intranet and scan more open ports and

services other than the attacker’s host machine. As shown in Table 3.1, the semi-insider

can still detect all these distributed honeypot solutions by checking the inconsistency from

network address, OS information, access history, and link latency.

3.5 HoneyPortal: The Countermeasure

Since it is difficult to simply rely on firewall configurations to defeat NC3 attacks, particu-

larly, those conducted by the insiders, we develop a countermeasure called HoneyPortal.

3.5.1 System Design

Figure 3.2 shows the overall architecture of HoneyPortal, which consists of three main

components: a front end residing in the protected local network, a back end in the honeypot

service provider’s local network, and a redirection channel connecting the front end and the

back end. The front end is responsible for redirecting all network traffic to the back end. A

controller on the back end forwards the packets between the front end and the corresponding

back-end honeypot. A redirection channel is established to transparently connect the front

end to the back end.

When the attacker sends a packet to the front end, the packet passes through the redi-

rection channel and reaches the back-end honeypot. All the network interactions between

the back-end honeypot and other hosts (e.g., an external server on the Internet or another

legitimate host in the front end’s local network) are redirected back to the front end, which

conducts the network interactions on behalf of the back end and then sends the results to
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Figure 3.2: The Architecture of HoneyPortal System

the back end.

Front End

The network admins can easily deploy the small-sized front end into the protected local

network as the entrance of the honeypot system. When the front end receives any network

packets from the front-end network, the arbitrator module in the front end forwards all those

packets, including broadcast traffic (e.g., ARP requests), to the encapsulation module, which

adds a new header to the packets and send them to the back-end network via the redirection

channel. In other words, the front end does not directly respond to any network requests

received from the front-end network. When the front end receives a packet from the back

end via the redirection channel, the arbitrator forwards the packet to the decapsulation

module to remove the outer header added by the back-end controller. After that, the front

end sends out the packet into the front-end network.

Back End

The back end includes a back-end controller and a pool of high-interaction honeypots.

When the packets arrive from the front end, the back-end controller processes them in the

decapsulation module to remove the outer packet headers and then forwards them to the

corresponding honeypot. The interceptor module is responsible for capturing the outbound
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traffic of the honeypots and forwarding them to the encapsulation module, which sends the

encapsulated packets to the front end. In this way, the honeypot can only communicate

with the outside via the front end.

To maintain the consistency of network context, the back-end honeypot needs to share

the same IP and MAC addresses with its corresponding front end. The back-end controller

maintains a configuration table inside the allocator module to establish a one-to-one map-

ping between the front end and the back-end honeypot. This table contains the IP and

MAC addresses of the front-end host with the corresponding NIC or vNIC of the back-end

controller. Honeypots can be deployed as virtual or physical machines, but they should be

well isolated from each other.

Redirection Channel

A redirection channel is established to transparently bridge the front end and the back

end. We have two options for HoneyPortal to redirect the traffic, namely, server-based

approach and router-based approach. The server-based approach uses an intermediate server

to forward the network packets between the front-end network and the back-end network,

as shown in Figure 3.3(a). This approach is flexible in deployment. Honeypot operators

can deploy the intermediate server in any place on the Internet, which is accessible to both

the front end and the back end. The trade-off is that link latency will increase since the

packets need to go through an extra device. The router-based approach needs to deploy

or configure one edge router in both the front-end and back-end networks, and the GRE

(Generic Routing Encapsulation) tunnel can be established between the two edge routers,

as shown in Figure 3.3(b). If the operators can control and configure the edge routers,

they can choose the router-based approach. End-to-end packets exchange can decrease the

transmission latency.
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Figure 3.3: Two Options of the Redirection Channel

3.5.2 Implementation of HoneyPortal

We implement a prototype of HoneyPortal using the eXpress Data Path (XDP) [47] tech-

nique. The XDP program can attach a lower-level hook inside the kernel. The hook is

implemented by the NIC driver, inside the ingress traffic processing function (NAPI Poll

method) before an skb is allocated for the current packet. By processing the packets inside

the XDP program, we can reduce the processing delay. Meanwhile, since the XDP program

is not running inside the honeypot, we keep the processing stealthy to the constrained at-

tackers. We implement the front end on a physical machine and the back end on a virtual

machine.

Front End

We implement the front end on top of an XDP-enabled NIC (see Figure 3.4), Intel X550-

T2 network adapter with ixgbe 5.1.0-k driver. Specifically, we bind the XDP program to

the XDP-enabled NIC within Native mode, since the native mode not only reduces the

time of waiting for the memory allocation but also avoids extra packet duplication costs.

By hooking the NAPI Poll method (i.e., ixgbe poll()) of the NIC driver after the DMA

of the buffer descriptor, the intercepted packets can be processed directly before the skb

allocation. After encapsulation/decapsulation in the kernel space, we leverage the XDP TX
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action to send out the processed packets from the same NIC. Since the processed packets

do not enter the network stack, we can accelerate the packet processing.

XDP
Kernel

Encapsulation

Decapsulation
Arbitrator

X
D

P
_
T

X
NAPI Poll()

NIC Driver

Front End

NIC

Figure 3.4: Implementation of the Front End

Back End

We implement two prototypes of the back end on the virtual and physical machines, re-

spectively.

Virtual machine-based back end. We implement the back-end controller in the

host OS and run multiple back-end honeypots in separate VMs, as shown in Figure 3.5.

The setup of the physical machine for the back-end controller is the same as that for the

front end. For the inbound traffic, the back-end controller leverages the AF XDP socket to

process the packets intercepted by XDP in the user space through zero copy. The XDP R

module intercepts packets from the NAPI Poll method of the NIC driver and filters all UDP

packets from the front end in the kernel space. Then, the receiver app decapsulates original

front-end packets and looks up the configuration table to seek the entrance of the target

virtual machine in the user space. Next, we create AF RAW socket Si to inject front-end

packets into vNIC vethi through the network stack. Finally, these packets are sent to the

virtual machine via the veth pair.

For the current version XDP, all the devices must attach an XDP program using its
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Figure 3.5: Implementation of the Virtual Machine-based Back End

default redirector module (xdp do redirect()) to receive packets redirected by other XDP

programs. Though XDP supports XDP REDIRECT action to deliver packets between NICs

and vNICs, it will inevitably leave traces inside the honeypot. Particularly, the attacker

can easily find out the existence of the XDP receiver module inside the honeypot. To solve

this problem, we use the raw socket to inject packets into a veth pair in the user space.

The veth pair virtual NIC (vNIC) is the corresponding entry of the honeypot. The XDP

program running on the veth pair vNIC with the skb model could intercept all packets from

the virtual machine with no performance improvement. We create AF RAW socket Si to

inject front-end packets into vNIC vethi through the network stack. Finally, these packets

are sent to the virtual machine via the veth pair.

For outbound traffic, the XDP sender program Si listens on vethi to intercept all network

packets out of the honeypot before entering the virtual bridge. The XDP program running

on the veth pair vNIC with the skb model can intercept all packets from the virtual machine

with no performance improvement. In this way, each honeypot is well isolated to prevent

the attacker from committing an ARP-spoofing attack in the back end. In practice, the

VM doesn’t calculate the checksum (IP, TCP, and UDP) of the packet. The checksum

computation is done in the physical NIC, which is called Checksum Offloading [48]. Since the
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XDP program intercepts the packets in the vNIC, these packets haven’t obtained the correct

checksum. Hence, we re-implement the checksum computation functions in the XDP sender

program to generate a correct checksum for them. Then, the module encapsulates these

packets with new Ethernet, IP, and UDP headers. Finally, it leverages XDP REDIRECT

action to send these encapsulated UDP packets to the XDP program R, whose redirector

module forwards them to the corresponding front-end hosts.

The VM-based honeypots can be easily extended to support container-based honeypots

for better scalabilities [49]. The main configuration difference is that the veth pair is avail-

able for containers by default, but we need to set up a veth pair to act as the entrance for

the VM-based honeypot.

Physical machine-based back end. We also implement the back end on two bare-

metal physical machines, as shown in Figure 3.6. The back-end controller is deployed on

one physical machine with two XDP-enabled physical NICs, where the NIC1 is responsible

for connecting the front end, and the NIC2 acts as the entrance of the honeypot on another

physical machine. Compared to the VM-based solution, the physical machine-based solu-

tion can provide better isolation, defeat existing anti-virtualization technology, and achieve

a higher fidelity environment. Meanwhile, the VM-based solution can achieve better scala-

bility and support more flexible management. To avoid the potential ARP-spoofing attack

in the back end, the NIC2 only connects one physical machine-based honeypot. Both NIC1

and NIC2 are XDP-enabled. Intel X550T network adapter with ixgbe 5.1.0-k driver. The

physical machine honeypot has an Intel I217-LM network adapter with e1000e 3.2.6-k driver.

The OS is Ubuntu 18.04 LTS with kernel version 5.3.0.

For the inbound traffic, the XDP receiver program R hooked on NIC1 decapsulates the

UDP packets received from the front end and the allocator module forwards them to the

NIC of the corresponding honeypot through XDP REDIRECT action. For the outbound

traffic, the XDP sender program S hooked on NIC2 intercepts all packets received from

the back-end honeypot, encapsulates all packets with new headers, and sends new packets

to corresponding the front end through NIC1. Specifically, we leverage the XDP program
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Figure 3.6: Implementation of the Physical Machine-based Back End

with XDP REDIRECT action to build a high-speed connection between NIC1 and NIC2.

Both the receiver R and sender S programs have a default redirector module to forward

the packets from XDP REDIRECT action. Both the receiver R and sender S programs are

running in the Native mode, since they are binding to the physical NICs.

Redirection Channel

For the server-based approach, we implement the intermediate server on one physical ma-

chine. The intermediate server uses a redirection module based on the NAPT (Network

Address Port Translation) [50] technique to allocate specific ports (4000 and 5000) for the

front end and back end to connect. When the traffic arrives at the pre-configured ports

of the server, the intermediate server redirects it to the corresponding device. Since the

packets from the back-end honeypot are encapsulated with outer headers, we inspect the

internal headers of the packets to build the map between front-end hosts and back-end

honeypots. In the router-based approach, we set up two Cisco C921-4P as edge routers

connecting the front-end and back-end networks in GRE mode. We configure the routing

table of the routers to only allow the font-end hosts to connect the back-end controller,

while other legitimate hosts cannot discover the back end.
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Figure 3.7: Testbed for HoneyPortal

3.6 Evaluation

3.6.1 Experiment Testbed

We built a testbed to evaluate the effectiveness of HoneyPortal using the VM-based back

end, as shown in Figure 3.7. The protected local network consists of two subnetworks to

simulate the scenarios that allow users to remotely connect to the local network. All host

machines, including the intermediate server, use Ubuntu 18.04 LTS (kernel version 5.3.0)

on Dell Precision 7810 desktops with Intel Xeon(R) E5-2620 CPU @ 2.40GHz and 16 GB

memory. Both the front end and the back-end controller are equipped with XDP-enabled

Intel X550-T2 network adapters. In the back end, we use VMWare 15.5 to create VM-based

honeypots with 2 CPU cores and 2 GB memory. We use Cisco C921-4P as edge routers

A, B, and C to connect the front-end network and the back-end network to the Internet.

These routers support the maximal 1 Gigabit Ethernet (GbE) link.
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3.6.2 Defense Effectiveness

In the pre-exploitation stage, the attacker first scans the entire local network (192.168.5.0/

24) to locate the potential victim machine. Via Nmap 7.60, the attacker can scan the

front end to collect the information including network address (IP: 192.168.5.32, MAC:

A0:36:9F:28:64:6E), OS information (Linux), open ports (22, 80, etc.), and services (FTP,

SSH, Apache HTTP, MySQL, etc.), as shown in Figure 3.8(a). Also, the attacker can

obtain the access paths to outside servers (e.g., google.com, bing.com) via traceroute 2.1.0.

Meanwhile, the attacker uses the tcpdump 4.9.3 to record the timestamp and protocol type

of connections to the front end as the access history.

(a) Pre-exploitation Stage

(b) Post-exploitation Stage

Figure 3.8: Network Recon Results
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In the post-exploitation stage, after breaking into the back-end honeypot, the insider

can redo the network reconnaissance from its host machine (192.168.5.37). On the back-end

honeypot, the locally collected network information is shown in Figure 3.8(b). Our experi-

mental results show that HoneyPortal can ensure that the collected information is consistent

with those collected in the pre-exploitation stage. The attacker can also obtain the applica-

tion and network related logs (e.g., /var/log/apache2/access.log, /var/log/auth.log), which

record the interaction between the attacker and victim, to check if the pre-exploitation

recon actions are conducted on the back-end honeypot. Our experiments show that Hon-

eyPortal can ensure the log records matching to the historical network activities in the

pre-exploitation stage.

The front end, back-end controller, and redirection channel are well protected from

attackers. First, since the front end redirects all traffic from the front-end network to the

back end, it is transparent to the attacker. Meanwhile, as a redirector, the front end only

includes a simple XDP application hooked to the NIC driver to process the receiving packets

in the kernel space. The XDP application only uses simple processing logic to parse packet

header instead of payload. Thus, the attack surface of the front end is minimized. Second,

similar to the front end, the back-end controller only uses the XDP technique to process

the packet headers and forward the packets, so it also has a small attack surface. Since

HoneyPortal does not make any modifications to the back-end honeypot, the security of

the back-end honeypot relies on the adopted honeypot productions themselves. Third, for

the server-based redirection channel, the intermediate server could be a public server that

only provides UDP redirection service. Besides applying mature security mechanisms on

the intermediate server, we could enable a white list on its firewall to filter unauthorized

connections. Fourth, traditional anti-honeypot techniques only focus on the fingerprinting

of honeypot production. Thus, these techniques can only be used to identify the honeypot

production itself, not the transparent redirection procedure of HoneyPortal.
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3.6.3 Processing Latency

We measure the network latency on both two types of back-end honeypot platforms. Fig-

ure 3.9 shows that our redirection framework introduces additional latency in all platforms

when the payload sizes increase from 16 bytes to 1024 bytes. Compared to the router-based

approach (GRE), the server-based approach requires the packets to go through an extra

device (a.k.a. the intermediate server), so the link latency of the server-based approach is

a little higher than the router-based approach. Also, the link latency increases with the

payload size.
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Figure 3.9: Link Latency (RTT) under Different Packet Sizes

To explore the main cause of increased delay, we break down the processing latency of

each HoneyPortal component, as shown in Figure 3.10. The packet payload size is set to

64 bytes (default ICMP packet size in Linux system). Since AF XDP requires cooperation

in both kernel space and user space, the AF XDP based back-end controller’s processing

latency is higher than the XDP based back-end controller. We can see the main contributor

to the network delay is the link transmission delay, increasing along with the physical

distance between the front end and the back end.

When deploying HoneyPortal in traditional local area networks that only consist of lo-

cal computers and routers, the armored attacker may detect HoneyPortal by measuring

the network latency differences if it can generate and observe the network flows between
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Figure 3.10: Processing Latency Breakdown of HoneyPortal

the target machine and the host machine. However, the deployment of virtual networks

and the integration of cloud servers make it difficult for attackers to distinguish our hon-

eypot systems from those legitimate remote host machines. First, large companies usually

construct intercontinental virtual networks to connect remote locations with the help of

MPLS [51] or SD-WAN [52], and the link latency varies significantly depending on the ge-

ographic distance. As a rule of thumb, 300 ms of network latency is technically acceptable

to most business digital applications [53]. Second, an increasing number of companies have

integrated public cloud services into their private networks [54]. Amazon has already pro-

vided a mature solution [55]. Therefore, when we deploy our intermediate server and the

back end on the public cloud servers, the attacker cannot easily use the network latency

to distinguish HoneyPortal, since other cloud-based servers may have the same amount of

network latency.

3.6.4 System Overhead

We measure its CPU usage and memory consumption under the 700 kpps packet rates. For

the front end, its loader in the user space costs lower than 0.1% CPU usage and around

2 MB memory. The kernel module of the front end costs around 8 KB memory. For the

back-end controller, it costs around 8% CPU usage and 105 MB memory in the user space,

while it costs less than 1% CPU usage and around 12 KB memory in the kernel space. The
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experiment results show that HoneyPortal can be readily deployed in the real world without

excessive performance overhead.

3.7 Discussion

Liability

HoneyPortal focuses on supporting distributed honeypot systems to defeat NC3 attacks,

which enable insiders to detect the inconsistency of the network context before and after

exploiting a victim machine. Although honeypot operators can deploy various isolation

mechanisms (e.g., firewall, IPS system) in HoneyPortal based on their requirements, those

constraints can be exploited by insiders to distinguish honeypots from real systems. So-

phisticated insiders can always stay in the target network long enough to detect honeypots

prior to launching an attack. In this case, a critical concern for the honeypot operator is

to generate an alert as early as possible; even a compromised honeypot can be exploited to

attack other legitimate hosts in the same local network. Hence, as a trade-off, the honeypot

operator should not add any isolation mechanism between the front end and the back end.

To minimize the impact of an attack on a network, the honeypot operator can configure the

back-end honeypot to mirror network protections to that of other local (legitimate) hosts

with an internal firewall. The internal firewall is responsible for detecting malicious activi-

ties and reduces the potential spread or propagation of a network attack to other networks

in the environment thereby reducing the overall impact and risk of an attack. To defeat

the semi-insider, the operator can deploy an isolation mechanism (e.g., firewall) between

the front end and back end to detect and limit the spread of malicious payloads via the

outbound traffic of the back-end honeypot. Section 3.4 indicated that semi-insiders may

not be able to use the inconsistency in network flow to detect the distributed honeypot

systems.
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Scalability

In the stateless environment, the back-end honeypot only starts when the attack occurs.

The sophisticated attacker (e.g., APT attacker) can easily detect the absence of previously

regular interaction artifacts by continuously accessing the victim device over a long-term

period. We intend to provide a stateful environment in HoneyPortal. Hence, we make a

trade-off to keep the back-end honeypot running simultaneously with the front end.

Our prototype of HoneyPortal uses the XDP-enabled NIC and XDP techniques to reduce

the packet processing overhead on both the front and back-end controller. However, the

design of HoneyPortal framework supports the use of the NIC without XDP support. For

example, the front end could be a software-based packet redirecting program instead of an

XDP program to achieve the same goal. For the back end, the honeypot operators can

deploy multiple honeypots on one physical machine. Therefore, HoneyPortal can smoothly

integrate into existing honeypot solutions. The main performance bottleneck is the network

bandwidth and available resources for the virtual machine in the back end.

3.8 Chapter Summary

In this chapter, we first present a new anti-honeypot technique called network context

cross-checking (NC3) against the distributed honeypot systems. We show that all existing

distributed honeypot systems can be detected by attackers using NC3. As a countermea-

sure, we propose HoneyPortal, a transparent attack redirection framework to eliminate the

inconsistency of network context in distributed honeypot systems while leveraging XDP as

a method to improve network performance. We implement a prototype of HoneyPortal to

demonstrate that HoneyPortal can effectively defeat an NC3 attack with low overhead.
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Chapter 4: Enhancing Malware Analysis Sandboxes with

Emulated User Behavior

4.1 Introduction

Along with the increasing number of sophisticated malware that adopts packing and obfus-

cation techniques [56,57], malware analysis sandbox systems have been widely used to help

malware analysts provide the fine-grained dissection of malicious functionalities via monitor-

ing malware’s run-time behaviors [58–60]. Meanwhile, malware developers began to develop

countermeasures to circumvent sandboxes [61]. For Example, malware can identify sandbox

environments by checking system traits such as usernames, system settings, analysis instru-

mentation files, and installed drivers [62–65]. Moreover, advanced malware may evade sand-

boxes by performing timing attacks [66,67], detecting CPU virtualization [68–70], checking

process introspection indicators [71,72], or even leveraging reverse Turing test [73,74].

Researchers have proposed various mitigation approaches such as hiding environmen-

tal artifacts [75], binary modification [76], path exploration [77], state modification [78],

heterogeneous analysis [79, 80], and bare-metal analysis [81] to minimize or eliminate dis-

crepancies between malware analysis sandboxes and real systems. However, it remains a

challenge to defeat a new anti-sandbox technique that leverages system artifacts (i.e., the

registry entries, the event logs, the browsing histories, and the cached files) accumulated by

normal user operations to distinguish sandbox environments from real systems [4].

To tackle the defect of lacking authentic system artifacts in the existing sandbox designs,

one spontaneous approach is to construct the sandbox environments by directly cloning

real user systems. However, this approach has some limitations [4]. First, the system

artifacts from a real user system may contain the user’s private information that needs to
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be quarantined. It is challenging to thoroughly clean user private information and retain the

most authentic system artifacts. Second, the system artifacts in the cloned system become

outdated quickly without continuous user interactions. It is time-consuming to clone the

latest real user system and then conduct data cleaning for each round of malware analysis.

We propose a new framework called User Behavior Emulator (UBER) that profiles au-

thentic user activities to generate realistic system artifacts via user behavior emulation for

the sandbox environments. Our design is based on one basic observation, namely, most mal-

ware is developed for mass attacks that do not aim at compromising a targeted computer.

Therefore, it is plausible to profile a user behavior model using any normal authentic user

and then simulate user activities according to an abstracted user behavior model. UBER

consists of four components, namely, computer usage collector, user profile generator, ar-

tifacts generator, and update scheduler. The computer usage collector first leverages the

system-event monitor technique to capture long-time computer usage information from real

users. Then, the user profile generator performs statistical analysis on the collected usage

information to construct a user behavior profile. Based on the user behavior profile, the

artifacts generator continuously generates realistic system artifacts by emulating authentic

user behavior via automation control techniques. Finally, the update scheduler periodi-

cally integrates the emulated system artifacts into the malware analysis sandbox to ensure

“up-to-date” artifacts in the sandbox.

Instead of directly modeling the patterns of various low-level system artifacts, we choose

to emulate the high-level user behavior, which is the source of artifact generation. It is

difficult to generate complete and consistent system artifacts; however, we can derive the

user behavior from the collected system artifacts, similar to the user profile in the intrusion

detection field [82]. UBER collects comprehensive computer usage information including

system events and application logs to construct user behavior profiles. To minimize privacy

leakage, UBER only records the statistical characteristics (i.e., application usage times, file

operations, and UI events) of the computer usage information. Moreover, UBER relies
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on the statistical data from public websites (e.g., Alexa1, Google Trends2) to profile web

browser activities, such as accessing top sites, searching common terms.

We adopt a new deployment strategy in UBER to perform user behavior emulation

within an isolated always-on system (continuously running to accumulate the user artifacts)

and then copy this system to the malware analysis sandboxes on demand. This approach

has three advantages over the solution that deploys the emulator directly in the malware

analysis sandboxes. First, it can prevent the emulation processes from being exploited as

an indicator for the evasion malware to identify sandboxes. In other words, it keeps our

design much stealthier. Second, it can avoid enlarging the attack surface of the sandboxes, in

contrast to emulating user behavior directly in sandbox environments. Third, it prevents the

emulation processes from competing for system resources and interfering with the analysis

results. UBER includes an update scheduler to ensure up-to-date artifacts in sandboxes

by performing the copy process regularly or on-demand since the system artifacts copied

into the sandbox environments will become obsolete without persistent user operations.

Given that one malware analysis sandbox is usually rolled back to its initial state after each

malware analysis [74], UBER replaces the initial state with the always-on emulated system

containing the most up-to-date artifacts.

We implement a prototype of UBER based on python system-event monitor and au-

tomation control modules [83–87]. To evaluate the effectiveness of the generated artifacts

of UBER, we deploy the artifacts generator on a virtual machine with a fresh (newly in-

stalled) Windows OS as a sandbox and manually operate the cloned fresh virtual machine

as a “real” system simultaneously for comparison. After running these two systems for one

month, we observe that both systems accumulate overall comparable amounts of system

artifacts. We further explore the daily variation of artifacts generation and find that UBER

is able to simulate the artifacts accumulation processes of real user systems. Finally, we

leverage the state-of-the-art classifier provided by [4] to verify the authenticity of the system

1https://www.alexa.com/topsites
2https://trends.google.com/trends/
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deploying with UBER. The experimental results indicate that UBER can effectively gener-

ate realistic artifacts via the emulation of real user operations to defeat the anti-sandbox

technique that leverages system artifacts. Moreover, UBER can be extended to analyze tar-

geted malware that aims to compromise a specific target machine by automatically profiling

user behavior models representing specific user activities.

In summary, we make the following contributions:

• We design an emulation-based system called the User Behavior Emulators (UBER)

to enhance malware analysis sandboxes by generating realistic system artifacts based

on the automatically derived user profile model.

• We develop a new approach to create high-fidelity sandbox environments by emulat-

ing the high-level user behavior in an isolated always-on system and then stealthily

merging this system to the malware analysis sandboxes.

• We implement a prototype of UBER and our experimental results demonstrate the

effectiveness of UBER in defeating the sandbox evasion technique that exploits various

system fingerprinting.

4.2 Threat Model

In this work, we focus on defeating the malware-used evasion techniques of checking authen-

tic system artifacts generated in normal user activities [4,74]. In a real user system, normal

users perform various actions such as browsing websites, editing office software, and coding

computer programs. All those actions can generate accumulated system artifacts such as

temporary files, DNS records, bookmarks, cookies, log entries, etc. In contrast, the sandbox

environment only runs specific analysis software and lacks abundant system functions and

user activities, thus missing those system artifacts. The lack of authentic system artifacts

could become the fingerprinting of the sandbox. By checking the existence of those system

artifacts, the malware can distinguish sandbox environments from real systems. After that,
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malware may camouflage as a “benign” process and avoid being analyzed by the malware

analysis sandbox mechanisms.

In the practical scenario, the attacker needs to increase the stealthiness of malware to

increase their odds of survival. Minimizing the size and reducing resource consumption

are common methods adopted in malware. In this case, we consider that the capability of

malware in artifacts collection and analysis is limited. The malware can only analyze the

collected artifacts with relatively simple logic and limited computation resource. Thus, we

assume that the malware is unable to conduct an over-complicated analysis. For example,

it can not analyze a large amount of real-time activities to check the meaningfulness of user

behavior in semantics or recover the deleted data from the disk to detect the existence of

the emulator.

Besides, we assume that the sandbox is a transparent malware analysis environment.

The transparency indicates that there are no artifacts related to the sandbox production or

introspection tools. Other sandbox evasion techniques such as checking instrumentation or

introspection artifacts at runtime [61] are out of the scope of this work. Some sandboxes

may allow the outbound connection to the Internet. In this case, the attacker can retrieve

usage artifacts and then conduct an independent examination of the user’s behaviors outside

the sandbox. Here we focus on the malware itself. Defeating the examination conducted

by the real person is not within the scope of this work.

4.3 System Design

In this section, we first present the overview architecture of the UBER system, then we

introduce the design of each component.

4.3.1 System Overview

The goal of UBER is to provide realistic system artifacts for the sandbox systems to counter

malware that leverages system fingerprinting for detecting sandbox environments. The over-

all architecture of UBER is shown in Figure 4.1, which consists of four main components,
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namely, computer usage collector, user profile generator, artifacts generator, and update

scheduler, to emulate the interaction between users and the system according to an ab-

stracted user behavior profile.

Computer Usage 

Collector

User Profile 

Generator

Event Selection

Event Execution

  Artifact Generator
Update

Scheduler

Malware Analysis 

Sandbox 

Figure 4.1: The Architecture of UBER System

The computer usage collector first gathers the raw usage data (e.g., the web access log)

from the system used by real users. In other words, the raw usage data is generated in the

user’s daily activities. Then, the user profile generator performs statistical and correlation

analysis on the raw data to profile user behaviors and then abstracts the user behavior pro-

file as a configuration file to represent typical user activities. Next, the configuration file is

fed into the artifacts generator, which consists of an event selector module and an event ex-

ecutor module to select suitable behavior events and execute these selected behavior events,

respectively. The event selector and the event executor continuously generate realistic sys-

tem artifacts in an execution environment. Finally, based on the practical requirements,

the update scheduler periodically clones the newest emulated execution environment into

the malware analysis framework as the sandbox.

Considering that the system artifacts are the result of continuous normal user opera-

tions, we choose to model user behavior from computer usage raw data and then emulate

user activities based on the profile. It can achieve a better authenticity than directly mod-

eling various complex patterns of system artifacts. Our emulation system is transparent

to malware since it emulates user behavior in a secure environment and then copies the

system artifacts into the malware analysis sandbox. Besides, the copy process is regularly
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performed to keep the latest system artifacts. Before cloning the emulated system to the

malware analysis sandbox, we remove the UBER emulator and clean its related components

from the system, preventing the malware from using the UBER emulator as an indicator

to detect the sandbox.

4.3.2 Computer Usage Collector

The computer usage collector runs on the machine of real users to gather the usage in-

formation and derive the user profile. To characterize user behavior, we collect computer

usage information such as application interaction, file manipulation, network activities, and

system activities. The application interaction indicates how the user interacts with the

application in the system. UBER records the usage time of each application. The file

manipulation indicates how the user manipulates the files in the system. UBER records

the events of file access, creation, deletion, and modification. For the network activities,

UBER collects the metadata of network connections, such as the number of connections,

the interval of each connection. For the system activities, UBER counts their related trace

in the system, such as running processes and system events.

To protect users’ privacy, we only abstract the statistical usage metadata such as usage

time. We do not record detailed sensitive information such as the Uniform Resource Locator

(URL) access history [88] and content of edited documents [89].

4.3.3 User Profile Generator

After successfully collecting the usage information, we use the user profile generator to per-

form a statistical analysis and generate the user profile. The user behavior profile structure

is shown in Figure 4.2. We define the behavior profile with the web and application activities

as well as the file-related operations. The profile represents how a real user performs normal

activities. After observing the computer usage of a real user, this component abstracts the

user behavior profile as a configuration file. The configuration file consists of the duration of

daily usage and the web/application activities with corresponding execution probabilities.
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These probability values indicate the likelihood that a user would perform specific web and

application activities.

Computer Usage

Applications

File Operation

Other Apps NotepadWord

Web

Other Page NewsSearch

Figure 4.2: The Structure of User Behavior Profile

4.3.4 Artifacts Generator

Due to the complexity of the operating system (OS), it is difficult to ensure the consistency

and completeness of the system artifacts in the timeline by simply generating them all

at once. To solve this issue, we design the artifacts generator to continuously generate

user activities and keep the system artifacts up-to-date. The generator consists of two

modules: the event selector and the event executor. The event selector module selects

specific activities based on the configuration files, and then the event executor module

executes the predefined user actions. Hereinafter, we first introduce the identified artifacts

that characterize the usage history of a real system, then present the workflow of the event

selector and event executor module, and finally describe how these two modules generate

the system artifacts.

System Artifacts

Sandboxes usually apply scoring mechanisms to determine if a file is likely malicious, while

malware could also adopt similar mechanisms to determine if it is running in a sandbox
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environment. UBER tries to complement these artifacts via user behavior emulation. We

classify the artifacts generated by UBER into four main categories: system, network, disk,

and browser.

System. It consists of both volatile artifacts and nonvolatile artifacts. The volatile

artifacts require real-time system activities. For instance, the number of running processes

is volatile and influenced by the active applications. Therefore, it could be a direct indicator

of the usage of a system. In contrast, the nonvolatile artifacts represent the accumulated

logs and configurations of the system. The system log contains plenty of information about

the current state and historical usage of the system. It records various types of events,

such as applications, security, setup, and system events of different risk ratings. Intuitively,

the longer the system has been used, the more records that would be accumulated in the

log. Since the system log varies among different systems, we generate usage patterns only

by counting statistical properties such as the number of applications and system events,

the number of event sources, and the time difference between the first and the last event.

Besides the system logs, Windows has a hierarchical database (i.e., registry) that contains

a wealth of information about the computer system and its historical usage. The kernel,

device drivers, services, Security Accounts Manager, and user interfaces all use the registry

to store data.

Disk. Various files including user-generated cached data and auto-generated temporary

files may be created, modified, and deleted during the normal usage of a computer system.

Files directly created by a real user can usually be found in the folder “Documents”, “Desk-

top”, “Pictures”, “Downloads”, etc. When there are limited or even no user-generated

files in those disk directories, malware may use these temporary files as an indicator of the

sandbox environment.

Network. Various network-related artifacts are associated with an authentic system.

The amount, type, and variety of the network information in sandbox systems will be vastly

different from those in real systems where users usually browse websites, execute various

client applications, and install OS/application updates. Moreover, the Address Resolution
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Protocol (ARP) and Domain Name System (DNS) cache entries as well as a few wireless

SSIDs and active TCP connections can be indicators of the sandbox environment. The

list of the previously downloaded Certificate Revocation Lists (CRLs) can also be a clue of

accumulated network activities.

Browser. The web browser is one of the most commonly used applications in computer

systems. Daily websites browsing can accumulate a large number of artifacts as historical

usage. The rich diversity of its accumulated artifacts is worth treating it as a separate

category. Since web browsers typically store webpages to the disk for speeding up future

retrieval, it introduces a number of URL access histories and associated cookies. The

presence of cookies with multiple timestamps usually indicates the regular browser usage

of a real user. Specifically, cookies can be stored in separated files, a single SQLite file,

or a format file. For example, cookies are separate files in Internet Explorer. The other

indicators of browser usage also include artifacts such as the number of installed browsers,

the total amount of visited URLs, the unique domains, and the saved bookmarks.

Event Selector & Event Executor

In UBER, the artifacts generator conducts groups of actions to generate related artifacts

in the system. We define an event as a group of meaningful actions to be completed. The

event selector picks up the event from the profile, and then the event executor executes it.

The workflow of the event selector and event executor is illustrated in Figure 4.3.

Event Selector. This module makes decisions on which events will be performed ac-

cording to the configuration files. Each event may trigger different subsequent events (sub-

activities) to respond to the execution results of the primary event. The Probability &

Randomization function within this module takes the probabilities and additional parame-

ters provided by the configuration file to select the activities and the following sub-activities.

This function mainly determines the event to be executed based on the usage profile that

indicates which and how user actions will be performed.

The workflow of the Probability & Randomization function is presented in Algorithm 2.
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Figure 4.3: The Workflow of Event Selector & Event Executor

It takes the configuration files as inputs and outputs a list of activities that have been

executed. First, it loads a configuration file to obtain the daily operation time, the proba-

bility, and the average duration of each activity type and sub-activity type. Second, it sets

two schedulers that emulate user actions in the morning and the afternoon, respectively.

The emulation times are set according to the statistic of daily computer usage. Third, it

selects the activities and further sub-activities according to their corresponding probabili-

ties. Finally, it selects specific new sub-activities based on the operation results of previous

sub-activities. In the above process, we record the time for each sub-activity and activity

to ensure the execution time does not exceed the limits defined in the configuration file.

Event Executor. This module is responsible for executing the events determined by the

event selector. Each event performs the predefined user actions, where the event selector

module provides all the needed variables to perform the corresponding actions. The outputs

of these actions, such as results returned from a particular web search, are sent to the event

selector module to make a new decision. Once the new decision is made, the event executor

module executes the predefined actions.
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Algorithm 2 Probability & Randomization Function

Input: config: The configuration file of user behavior profile
Output: E: A set of executed activities
1: function main( )
2: Load configuration from config to U
3: Initial E
4: Scheduler Emulator(U.morning, E)
5: Scheduler Emulator(U.afternoon, E)
6: return E

7: function Emulator(U , E)
8: while sys.run < U.sys.time do
9: Select type from U.types

10: while type.run > U.type.time do
11: Select other type′ from U.types

12: while type.run < U.type.time do
13: Select subtype from U.type
14: while subtype.run > U.subtype.time do
15: Select other subtype from U.type

16: while subtype.run < U.subtype.time do
17: Load configuration from Usubtype

18: Perform operation of subtype
19: Get subtype operation results
20: E = E ∪ {subtype, subtype.run}
21: while results contains subtype′ do
22: Load configuration from of Usubtype′

23: Perform operation of subtype′

24: Get subtype′ operation results
25: E = E ∪ {subtype′, subtype′.run}
26: Record operation time in subtype.run

27: Record operation time in type.run

28: Record operation time in sys.run
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Artifacts Generation

In the following, we illustrate how the above two modules collaborate to generate realistic

system artifacts. The event selector module is mainly responsible for selecting a user-

like event based on the configuration file. Besides, this module is important in ensuring

the validity of artifacts. The event executor module performs predefined user actions and

generates system artifacts. The system artifacts generation procedure includes two stages,

namely, pre-emulation and emulation.

In the pre-emulation stage, we manually install popular applications and browsers, which

provide the necessary operation environments for both humans and UBER. For the file sys-

tem, we create copies of non-sensitive files from the publicly accessed source (e.g., Internet)

as decoy user’s files. We need the pre-emulation stage for two reasons. The first reason is

that the above artifacts remain unchanged after the long-term user operations and are thus

not necessary for the daily update. The second reason is that completing these tasks in

advance can lower the complexity of the emulation.

In the emulation stage, UBER starts to emulate user behavior. For the system artifacts,

the event selector module first selects an application from the installed applications based

on the user profile, and then the event executor module controls this application to per-

form pre-defined actions (e.g., mouse clicks, keyboard input). UBER also executes various

background processes accordingly to emulate the realistic running computer. In this way,

UBER could trigger various applications, enrich user actions, generate abundant system

events, and increase log records. For the disk artifacts, the event executor module selects

various types of files to create, modify and delete in the desktop folder according to the

file operation distributions defined in the configuration file. UBER controls the browser to

access various URLs and executes multiple client applications to generate network artifacts.

The event executor module emulates the web activities for the browser artifacts, such as

opening a browser, entering URLs, and browsing web content with user interactions (e.g.,

scrolling, clicking). When performing internet searching activities, the event selection mod-

ule extracts effective terms from Google Trends and then glances at multiple search results
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for emulating the “real” searching operations. When one website is accessed several times in

one day, this website would be saved as a bookmark. In addition, the event executor module

accesses news websites, mail websites, and websites from Alexa to cover a large amount of

URL access for simulating the browser operations of a normal user. The event executor

module randomly downloads specific files (e.g., .pdf, .docx, .xlsx) and script code (e.g., .java

or .py) when performing the internet search to reflect the regular download habits.

4.3.5 Update Scheduler

The update scheduler is responsible for periodically duplicating the sandbox running the

artifacts generator as the malware analysis sandbox. Due to practical requirements, the

malware analyzers can schedule the duplication at a fixed cycle (e.g., every day) or just on

demand. Because we need to emulate the real user usage on the OS, the emulation sandbox

is only running during the work time (e.g., daytime) based on the profile during the artifacts

generation procedure. The update scheduler can duplicate the emulation sandbox as the

analysis sandbox when it is off. Once completed, the duplicated sandbox contains the

up-to-date system artifacts generated by UBER.

The next task is to clean the duplicated sandbox by removing the residue of the artifacts

generator from it. There are two reasons that the artifacts generator should not remain

in the sandbox. First, it may compete for resources with the malware and interfere with

the subsequent analysis. Second, the malware may evade the sandbox environments by

identifying the existence of the artifacts generator.

Since UBER can work in virtual machines (VM), it conforms to the mainstream of

malware dynamic analysis platforms [90]. The malware analyzers can import the cleaned

sandbox copy (i.e., VM) into their desired malware analysis platform. Then they can execute

the malware inside the sandbox and gather run-time information to derive its behaviors with

the tools provided by the analysis platform. The malware analyzers can hinder malware

from identifying the sandbox environment through system fingerprinting by using the up-

to-date sandbox.
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4.4 Prototype Implementation

We implement a prototype of UBER on Windows OS. The main reason is that the most ef-

fective sandbox detection solution [4] of checking the wear-and-tear artifacts was developed

on Windows. Thus, we implement UBER on Windows to show that our sandbox system

can defeat the detection mechanism proposed by [4]. The implementation architecture is

shown in Figure 4.4. UBER first leverages python monitor modules including watchdog [83],

pynput [84], psutil [91] and pywin32 [85] to collect the computer usage of real users. Then,

it performs statistical analysis to summarize the collected information into user behavior

profiles that represent computer usage patterns. Next, based on the profiles, UBER applies

python control modules Selenium [86], pywin32, and pywinauto [87] to implement the au-

tomatic control and execution of browser and other applications in a realistic way. Finally,

the system with realistic artifacts is duplicated and imported into the malware analysis

platform as a sandbox for malware analysis.

Computer Usage Monitor
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pynput pywin32

Data Flow
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Installed 

Application List
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Figure 4.4: Implementation of UBER

We construct the real computer usage profiles based on our own daily operations. We

collect computer application usage patterns and extract generalized user behavior profiles.

We use these profiles as a proof of concept to present a real computer usage pattern for

UBER. Taking the configuration file and the public data from Google Trends and Alexa sites
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as inputs, UBER selects the browser or application activity and further selects sub-activities

to emulate user operations realistically.

4.4.1 Computer Usage Collector

To characterize user behaviors, we implement python scripts based on monitor modules to

collect comprehensive computer usage information. The implementation of this component

is shown in Figure 4.5. We leverage the hook functions provided by python library watch-

dog and pynput to collect the file operations and UI events of user behaviors in real-time.

We further log the UI events for every specific application and summarize the average UI

operation speeds. We also adopt a polling-based method to regularly execute commands to

record the background process and TCP connection information. The foreground window

is obtained via Win32 API win32gui.GetForegroundWindow(). The foreground application

usage is monitored via continuously polling the foreground window. Considering the delay

in human operation, we set the polling interval for the foreground window to 0.1 seconds.

To balance the efficiency and precision, we set the polling interval for background processes

and TCP connections as 10 minutes and 1 minute, respectively. In our experimental plat-

form (Intel Xeon(R) E5-2620 CPU @ 2.40GHz and 16 GB memory), the average memory

consumption of the computer usage collector is 131.4 MB (0.8%), and the CPU utilization

of it is below 0.1%. Therefore, this component can be deployed on a practical user computer

without excessive performance overhead.

To collect the foreground application usage time, we design a polling algorithm, shown in

Algorithm 3. This algorithm implements the application usage recording during the varia-

tion of the focused application. The function get fore window() represents getting currently

focused application and its tab. The function get last event() represents retrieving the last

input information and its intervals. First, the function obtains the current application and

tab. Then, it leverages polling-based methods to detect the variation of the current appli-

cation and tab. Next, it records usage time when the current application or tab changes,

which means the application or tab is switched. Finally, the function stops the recording
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Figure 4.5: Implementation of Computer Usage Collector

of application usage when the system goes idle. The idle represents that the system has

enough available resources after no user interaction for this interval. Typically, we set idle

as 10 minutes.

4.4.2 User Profile Generator

We develop a Python script to generate the user profile from the collected usage metadata.

The configuration file summarizes the overall user usage metadata and linked two JSON files

(backprocess usage.json and application usage probability.json) containing usage metadata

for each process and application.

Figure 4.6 shows an example of the configuration file. The example represents an em-

ployee who regularly starts to work at about 8 am and 1 pm, and spends around 8 hours

handling computer tasks every day. This configuration file indicates that this particular

user spends approximately 34.3% of usage time performing web browsing among the whole

computer usage time. This configuration file also contains the statistical results of file

operations, as well as the quantitative distributions of TCP connections and background

processes. There will be a large variance in the number of TCP connections. Specifi-

cally, the minimum value means that the computer is just booting and the maximum value

means that the user opens a lot of web pages. The file backprocess usage.json contains

all the observed background processes and their corresponding usage probabilities. The
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Algorithm 3 Foreground App Usage Collection

Input: idle: The idle time interval
Output: U : The list of application usage
1: /* Initializing */

2: Initial U
3: apptab, appid = get fore window()
4: curtab, curid = apptab, appid
5: lastinput, intervals = get last event()
6: flagidle = False

7: while True do
8: sleep(0.1)
9: lastinputtmp, intervalstmp = get last event()

10: if lastinputtmp == lastinput then
11: /* System Idle */

12: if intervals tmp > idle then
13: if !flagidle then
14: Record apptab, appid usage time apptime

15: Store {appid, apptime} in U

16: flagidle = True

17: else
18: /* System Reactive */

19: if flagidle then
20: appid, apptab = get fore window()
21: curtab = apptab; curid = appid

22: flagidle = False

23: lastinput = lastinputt
24: appid, apptab = get fore window()
25: if appid == curid then
26: if apptab != curtab then
27: /* Tab Switch */

28: Record apptab usage time apptime

29: curtab = apptab

30: else
31: /* Application Switch */

32: Record apptab, appid usage time tabtime

33: Store {appid, apptime} in U
34: curtab = apptab; curid = appid
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usage probability is the process usage time rate over the whole record period. The file ap-

plication usage probability.json contains the information of the operated applications, the

accessed websites, the search terms, the duration of browsing each site, etc. This file also

defines the likelihood that a user performs sub-activities (e.g., reading news, using webmail,

searching for information via a search engine) during a browsing session. Each sub-activity

has additional configurations including a pre-defined popular website list and the selection

probabilities of specific websites.

computer_usage:07:58:38 

morning:{"min":"07:52:40","average":"08:51:26","max":"10:39:20"} 

afternoon:{"min":"12:30:46","average":"13:23:57","max":"15:07:17"} 

 

BackprocessType:backprocess_usage.json 

BackprocessNum:{"min": 196, "average": 227, "max": 271} 

ForeprocessTypes:Web,34.4|App,65.6 

WebTypes:application_usage_probability.json,Web 

AppTypes:application_usage_probability.json,App 

 

TcpconnectionNum:{"min": 2, "average": 112, "max": 906} 

DesktopOperation:{"Moved file": 45, "Modified file": 127, "Deleted file":  

68, "Created file": 116, "Modified directory": 69, "Created directory": 5,  

"Moved directory": 1} 

Figure 4.6: An Example of Configuration File

As shown in Figure 4.6, the user typically turns on their computer at approximately

8:51, as early as 7:52, and as late as 10:39, in the morning. The startup time distribution

is inputted as the computer’s possible start times on that day. Each possible time value

is then given a probability respective to its distance from the average start time of 8:51.

Assume Tave, Tmin, and Tmax represents the average, minimum, and maximum start time,
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respectively. The probability P (t) of each time value t is calculated by the formula:

P (t) =


Tave−t

Tave−Tmin
, t ≤ Tave

t−Tave
Tmax−Tave

, t > Tave

. (4.1)

Then, UBER would select the time values based on calculated probability P (t) to start the

emulation.

To protect user privacy, we do not collect context-sensitive data of the real user. Hence,

the configuration file does not include the specific URLs or textual documents from the

real user. For web access, we define generic web activities according to the public stats of

popular web activities.3 The pre-defined popular websites are selected from Alexa, while

the searching topics are collected from Google Trends. Alexa contains the most frequently

visited websites, the time spent by a user in browsing these websites, and daily counts of

browsing each site per visitor. We use the top 500 sites in the USA as the target websites

to be accessed. The time spent by a user in browsing these websites is used as a time

limit during the emulation. Google Trends provides daily trending items of what users are

commonly searching on the web. We maintain a file to store hot topics in the USA over

the past seven days. By using pytrends [92], we update the search topic every week. For

textual document manipulation, we use the non-sensitive and publicly accessible documents

collected from the Internet.

4.4.3 Artifacts Generator

The artifacts generator locates inside the virtual machine to emulate the user’s behaviors.

In Table 4.1, we list all the artifacts that are checked in paper [4] and note how they can be

generated by UBER. The Windows registry is a part of the system category and we list the

registry as a separate category. UBER completes these tasks at the pre-emulation stage for

3https://www.infoplease.com/science-health/internet-statistics-and-resources/most-popular-internet-
activities
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artifacts generated by setting values, installing software, and copying files.

For files in the Desktop and the Recycle Bin, UBER automatically copies various types

of non-sensitive files from the Internet. UBER also copies the bookmarks and download files

and removes personal information among these items. For artifacts including ARP entries,

wireless SSIDs, auto-run programs, firewall rules, and connected USB devices, we develop

python scripts to set these values directly.

Table 4.1: System Artifacts and Corresponding Emulation Strategies

Category Artifacts Description
Generation Strategy

Pre-emulation Emulation

System

totalProcesses # running processes / run various processes
winupdt # installed Windows updates pre-install regularly install updates
sysevt # system events / run various applications
appevt # application events / run various applications
syssrc # sources of system events / run various applications
appsrc # sources of application events / run various applications
sysdiffdays # days since the first system event / run various applications
appdiffdays # days since the first application event / run various applications

Disk

recycleBinSize # bytes of the recycle bin pre-copy regularly delete directories & files
recycleBinCount # recycle bin files pre-copy regularly delete directories & files
tempFilesSize # bytes of temporary system files / access various urls
tempFilesCount # temporary system files / access various urls
miniDumpSize # bytes of process crash minidump files / run various applications
miniDumpCount # process crash minidump files / run various applications
ThumbsFloderSize # bytes of thumbnails / run various applications
desktopFileCount # desktop files pre-copy regularly construct directories & files

Network

ARPCacheEntries # ARP cache entries pre-set /
dnscacheEntries # DNS cache entries / access various urls
certUtilEntries # URLs of downloaded CRLs / access various urls
wirelessnetCount # cached wireless SSIDs pre-set /
tcpConnections # active TCP connections / access various urls

Registry

(System)

regSize # bytes of the registry pre-install run various applications
uninstallCount # registered software uninstallers pre-install /
autoRunCount # autorun programs when startup pre-set /
totalSharedDlls # reference count pre-copy /
totalAppPaths # registered application paths pre-install /
totalActiveSetup # active setup application entries pre-install /
orphanedCount # leftover registry entries pre-set /
totalMissingDlls # registered missing DLLs pre-copy /
usrassistCount # UserAssist cache entries / run various applications
shimCacheCount # shim cache entries / run various applications
MUICacheEntries # MUI cache entries / run various applications
FireruleCount # Windows Firewall rules pre-set /
deviceClsCount # connected USB devices pre-set /
USBStorCount # connected USB storage devices pre-set /

Browser

browserNum # installed browsers pre-install /
uniqueURLs # unique vistied URLs / access multiple urls
totalTypeURLs # typed URLs / access multiple urls
totalCookies # HTTP cookies / access multiple urls
uniqueCookieDomains # unique HTTP cookie domains / access multiple urls
totalBookmarks # bookmarks pre-copy regularly save bookmarks
totalDownloadedFiles # download files pre-copy regularly download files
urlDiffDays # days since the oldest to newest visited URL / access various urls
cookieDiffDays # days since the oldest to newest HTTP cookie / access various urls
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Other artifacts can be accumulated from the user behavior emulation. UBER con-

trols the execution of the browser and applications to generate artifacts. To simulate au-

thentic user activities, UBER performs all user interactions including scrolling, mouse-

clicking, and keyboard inputting, at the user’s average operation speed. In addition,

UBER emulates user behaviors based on the user profiles to ensure the execution of web

and application activities in human-like habits and ways. We manually parse the com-

monly accessed websites, such as Google, Bing, CNN, BBC, etc., to help UBER extract

meaningful URLs from the searching results and news pages. As an example, UBER se-

lects the Internet Explorer browser to perform a Google search. It employs the method

find elements by xpath(“//*[@id=‘rso’]/div/div//*/div[@class=‘rc’]/div[1]/a”) provided by

Selenium to extract effective Google searching results. Then, UBER selects one or multiple

pages from results to glance. When it comes to conducting a Bing search, UBER lever-

ages the method find elements by xpath(“//*[@id=‘b results’]/li[@class=‘b algo’]/h2/a —

//*[@id=‘b results’]/li[@class=‘b algo’]/div/div/h2/a”) to extract available search results.

When one website is accessed multiple times, UBER is able to save bookmarks in the browser

automatically. We also manually parse the GUI elements from popular applications such

as Notepad and PDF reader to help UBER perform realistic operations. UBER extracts

meaningful paragraphs from the pre-chosen websites and then performs text editing using

applications such as Office Word and Notepad. For the file operations, UBER regularly

creates, moves, modifies, or deletes files and directories according to the user profiles, and

downloads various files from the pre-set websites. UBER looks up the installed applica-

tion list and then selects one of them according to the usage patterns to determine which

applications to be executed.

4.4.4 Update Scheduler

The update scheduler runs on the hypervisor to manipulate the VM via the VirtualBox

python API. The VM duplication can be conducted during the system downtime. When

there is a request to update the sandbox, it first ensures the VM is paused or turned off.
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Then it duplicates the snapshot of the VM with the up-to-date artifacts. Considering that

the new VM still contains the artifacts generator, we develop a system cleaning script based

on PowerShell, which uninstalls those python modules for emulations and then destroys

itself. Besides, to remove the related traces from Windows event logs, we also delete all the

event records4 (e.g., access, delete) related to UBER scripts before sandbox deployment.

According to our threat model, the malware cannot recover the deleted files from the disk

by itself. Hence, the malware cannot discover the existence of UBER scripts. The original

VM is preserved to accumulate artifacts continuously.

In our implementation, we use a full-featured Windows VM. Its size is about 90 GB

(including 80 GB virtual disk and 10 GB snapshot). The duplication procedure costs about

35 minutes. The time of the clean procedure is less than 5 minutes. For the daily update,

the total 40 minutes effort is acceptable. The time cost is mainly influenced by the size of

the VM image and disk read/write speed. If the analyzer uses some simplified VM with a

smaller size, the time cost can be further reduced. We test our VM on the Cuckoo5 analysis

platform. After configuring the network and installing a Cuckoo agent, we successfully

configured our VM as a Cuckoo sandbox. The whole procedure is less than 10 minutes.

4.5 Effectiveness Evaluation

We evaluate the defense effectiveness of UBER against user behavior artifacts detection. To

the best of our knowledge, there is no publicly released malware that detects the sandbox

with the technique introduced by paper [4]. Therefore, it is difficult to evaluate our solution

using real malware. To overcome this challenge, we present the defense effectiveness of

UBER in three aspects. First, we compare the long-term accumulated artifacts generated

by the real user and UBER. Second, we compare their daily change of artifacts measured

over a month. Third, we examine the authenticity of the generated artifacts with the

verification tool provided by the authors of [4].

4https://github.com/3gstudent/Eventlogedit-evtx–Evolution
5https://cuckoosandbox.org/
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4.5.1 Experiment Setup

We set up our testbed on a Dell Precision 7810 desktop with Intel Xeon(R) E5-2620 CPU

@ 2.40GHz and 16 GB memory. The OS of the hypervisor is Ubuntu 18.04 LTS (kernel

version 5.3.0). We use VirtualBox 6.0 to create the VMs (i.e., sandbox). The Windows 10

VMs are configured with 4 vCPUs and 4 GB memory.

To collect the real computer usage artifacts, we use an independent desktop and leverage

it to deal with daily work every day (from Monday to Friday). The work time is about

8 hours each day. Since we have about one hour of lunchtime, we record two start times-

tamps for each day: one for the morning and one for the afternoon. Usually, the morning

start time is around 8:00 am. The collection procedure for our experiment lasts one and a

half months. For the volatile artifacts (e.g., running processes, active GUI interfaces, and

network connections), the computer usage collector conducts the polling-based query in the

background as described in Section 4.4.1. Its polling interval is 0.1 seconds. For other arti-

facts (e.g., downloaded files, browser bookmarks), which are relatively stable, our computer

usage collector only queries once at the end of each day (work time). A summary of user

artifacts will be produced every day. With these computer usage artifacts, we generate the

user profile for the emulator. We also use them to compare with the artifacts generated by

UBER. Since all the real computer usage data is from authors, IRB approval is not required

in our experiments.

4.5.2 Accumulated Artifacts

We first want to demonstrate that the artifacts generated by UBER are indistinguishable

from those in real systems. We deploy UBER on the VM with fresh (installed) OS, serving

as the sandbox system. As for comparison, we manually operate another cloned VM that

represents the real system with normal user operation. According to Table 4.1, we manually

set the necessary operation environment before emulation. We install popular applications,

copy common files, and set real firewall rules on the fresh OS. Then, we continuously run

these machines for one month and measure all the accumulated artifacts mentioned in
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Section 4.3.4 using an automatic artifacts collector based on PowerShell 5.0.

Table 4.2 shows the average values of each artifact for the three categories of sys-

tems. The “Baseline” column represents the artifact values of the fresh OS. The “Base-

line+Real User” column represents the artifact values of the system operated by the real

user manually. The “Baseline+UBER” column represents the artifact values of the system

deployed with UBER. The “Ratio” column represents the ratio of the “Baseline+UBER”

column to the “Baseline+Real User” column.

Table 4.2 shows a clear distinction in these artifacts between the fresh OS and the

used system. The difference demonstrates that the identified artifacts can serve as strong

indicators of OS without user activities. As mentioned in paper [4], the malware could

exploit these artifacts to differentiate a sandbox system from the real system. Besides, we

can see that the system with UBER has a comparable amount of system artifacts accu-

mulated as used systems that we manually operate. On average, the system with UBER

is able to generate 94.25% of the artifacts of real systems. Although there is a variation

in the artifact values between these two systems, they both own realistic system artifacts.

In particular, the values of “sysdiffdays”, “appdiffdays”, “urlDiffDays”, “cookieDiffDays”,

and “ARPCacheEntries” in both systems are the same since they are created on the same

day and in the same LAN network. The values of “wirelessnetCount”, “unistallCount” and

“FireruleCount”, etc. are same for pre-emulation strategies. In addition, these artifacts

are infrequently changed during daily activities. The values of “sysevt”, “appevt”, “us-

rassistCount”, “MUICacheEntries”, “uniqueCookieDomains” and “dnscacheEntries” may

be quite different among these two systems. The difference is mainly caused by the fact

that UBER performs different application activities and accesses different URLs from real

users. However, the malware is unable to identify the sandbox environment only based

on the different URL-access patterns because the access pattern varies significantly among

different users. Therefore, UBER is effective in generating realistic artifacts in sandbox

environments in terms of statistical characteristics.
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Table 4.2: System Artifacts Comparison between Baseline, Baseline+Real User, and Base-
line+UBER

Artifacts Baseline Baseline+Real User Baseline+UBER Ratio

totalProcesses 47 97 105 108.25%

winupdt 0 68 68 100%

sysevt 106 3.7k 3.6k 97.30%

appevt 123 9.8K 10K 102.41%

syssrc 34 56 52 82.96%

appsrc 12 34 36 105.88%

sysdiffdays 0 30 30 100%

appdiffdays 0 30 30 100%

recycleBinSize 0 102 MB 114.6MB 112.35%

recycleBinCount 0 163 153 93.86%

tempFilesSize 1.9M 41.2MB 39.7 MB 96.36%

tempFilesCount 21 79 62 78.48%

miniDumpSize 0 1.6MB 0.7MB 43.75%

miniDumpCount 0 10 6 60%

ThumbsFloderSize 3.5MB 54MB 46MB 95.19%

desktopFileCount 3 1690 1488 88.05%

ARPCacheEntries 7 14 14 100%

dnscacheEntries 0 149 141 94.63%

certUtilEntries 2 375 328 87.47%

wirelessnetCount 0 8 8 100%

tcpConnections 15 49 42 85.71%

regSize 30.2MB 58.2MB 57.8MB 99.31%

uninstallCount 13 81 81 100%

autoRunCount 3 11 11 100%

totalSharedDlls 24 76 76 100%

totalAppPaths 9 35 35 100%

totalActiveSetup 9 14 14 100%

orphanedCount 0 3 3 100%

totalMissingDlls 12 18 18 100%

usrassistCount 26 187 134 71.66%

shimCacheCount 3.2K 73k 71k 97.26%

MUICacheEntries 14 53 57 107.54%

FireruleCount 381 446 446 100%

deviceClsCount 3 24 24 100%

USBStorCount 0 5 5 100%

browserNum 1 3 3 100%

uniqueURLs 1 221 193 87.33%

totalTypeURLs 1 1.1K 975 88.64%

totalCookies 0 775 687 88.64%

uniqueCookieDomains 0 164 146 89.02%

totalBookmarks 0 363 379 104.41%

totalDownloadedFiles 0 21 17 80.95%

urlDiffDays 0 30 30 100%

cookieDiffDays 0 30 30 100%

Average — — — 94.25%
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4.5.3 Variation of Artifacts Generation

We conduct a second experiment to compare the average daily variation of sandbox with

UBER and real systems over one month. We select the following artifacts including “sy-

sevt”, “appevt”, “tempFileSize”, “regSize”, “MUICacheCount”, “usrassistCount”, “shim-

CacheCount”, “uniqueURLs” and “uniqueCookieDomains” from Table 4.1. These artifacts

can represent the accumulation of user activities in the system. They are steadily accumu-

lated each day and do not randomly change as artifacts “miniDumpSize”, “tcpConnections”,

and “ThumbsFloderSize”, etc. Therefore, we measure the variation of the selected artifacts

to show the progress of UBER in daily artifacts generation. The variation curve is shown

in Figure 4.7, where the x-axis represents the observed days, and the y-axis represents the

value of a specific artifact.
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Figure 4.7: The Daily Variation of Artifacts Generation

We can observe that UBER could accumulate artifacts every day, which is similar to

real user operations. The initial values of selected artifacts are from manually setting

85



the necessary operation environment. Artifacts “sysevt”, “tempFileSize”, “regSize” and

“shimCacheCount” record the quantity information of general user usage. Their variation

curves of UBER are almost the same as the real user since these two systems have the

same operating environment and perform similar application activities. Artifacts “appevt”,

“usrassistCount”, “MUICacheCount”, “uniqueURLs” and “uniqueCookieDomains” are also

influenced by the application revoking sequence and the uniqueness of URL access. The

variation curves of UBER are different from the real user since our UBER emulator revokes

applications in a different sequence and accesses different URLs from the real user.

From the similarity in the variation curves, we can conclude that the artifact accumu-

lation progress of UBER enabled sandbox is close to the real system. When the malware

selects seven days as the time length of usage, UBER can emulate the same seven days of

usage and generate a close quantity of artifacts as what the real user can do. Hence, the

malware cannot choose a specific time length of usage to distinguish our emulation-based

sandbox from the real system.

4.5.4 Artifacts Validation in Third-Party Tool

To further prove the validation of generated artifacts, we examine if UBER can pass the

checking proposed in [4]. Its authors provide us with a well-trained decision tree classifier

to evaluate generated artifacts of UBER. This classifier is trained with the baselines and

real users used in [4]. It receives the artifacts listed in Table 4.1 and outputs the prediction:

“Base” or “User”. The “Base” indicates the fresh OS (i.e., sandbox), while the “User”

indicates the real system.

To explore the effectiveness of UBER under the detection of the third-party tool, we

test the artifacts in the span of 30 days. The UBER emulator starts to work from a fresh

OS. The test results are shown in Figure 4.8. We can observe that the classifier identifies

our sandbox as “User” with 50% prediction confidence after the first day. Two days later,

the confidence reached 90%. After running UBER for one week, the classifier identifies our

sandbox as a real system with 100% prediction confidence. In other words, the classifier
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considers real user activities generate these artifacts. In practice, the malware may only

check a subset of these artifacts generated by UBER due to its small size. Even if any

malware adopts a full-featured classifier from paper [4] to check all the mentioned artifacts,

one-week emulation of UBER can effectively deceive it.
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Figure 4.8: The Predictions of Sandbox Deployed with UBER

From the above three experiments, we can conclude that UBER can successfully emulate

authentic user operations and generate realistic artifacts in sandbox systems to make them

indistinguishable from real systems.

4.6 Discussions

More Fine-grained Profiling

UBER generates the most commonly identified user artifacts by emulating the relevant

activities. This approach does not apply to generating artifacts associated with proprietary,

customized, or otherwise less popular software. This type of software usually generates its

own unique artifacts. If one attacker aims at a target utilizing this specific software, this

approach will become less effective. To defeat the sandbox evasion technique that utilizes

these software-specific artifacts, we could extend UBER to emulate the specific software
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used to generate those unique artifacts.

For those sandboxes allowing outbound connection to the Internet, the attacker may re-

peatedly upload small benign samples to collect artifacts and then conduct the independent

examination with more computation resources. In this way, the attacker will try to dig out

the unique features of UBER sandboxes (e.g., a specific file related to the emulator or a

similar behavior pattern among these sandboxes. To defend against this kind of attack, we

would like to introduce more random factors to our UBER emulator in the future. Those

random factors intend to minimize the similarity among UBER sandboxes at both file and

behavior levels and increase the difficulty of detecting unique features.

It is usually sufficient to create realistic user behavior profiles with generic operations

from normal real users and public available web access data. If malware targets one specific

individual or organization, generic profiles may become invalid. However, this type of

targeted malware can be handled by collecting computer usage information from specific

targets and then deriving specialized user profiles.

Since the attack surface of system artifacts is huge, with the evolution of evasion tech-

niques, malware may identify the sandbox environment by leveraging a variety of artifacts

not included in Table 4.1. Therefore, we plan to derive a more precise user profile including

CPU usage, I/O usage, network usage, system calls, and GUI events to perform a more

accurate emulation of user behavior and integrate methods like FORGE [93] into UBER to

generate validated artifacts for confusing advanced malware in the future.

Our prototype of UBER runs in a Windows virtual machine and focuses on creating

believable artifacts in Windows OS. However, the architecture of UBER could be extended

to work in the analysis sandbox based on other operating systems (e.g., Linux, Android,

Mac). In other words, the framework proposed by UBER could be applied to complement

artifacts related to application usage, the file system, and the various network caches,

regardless of the exact operating system. Therefore, we leave the generation of system

artifacts on the sandbox system from other platforms, such as Android, as our future work.
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Alternative Solutions

There are other solutions to generate user artifacts against sandbox evasion techniques;

however, after studying their limitations, we choose to derive a user behavior model from

real user systems and then use the model to guide user behavior and generate system

artifacts.

User Behavior Replay. It involves capturing usage activities from an actual user and

replaying these activities on a sandbox system. However, it remains a challenge to fully

capture user activities and replay to the sandbox system, especially due to the inconsistent

semantic gaps between real and replay activities [94]. Another problem with this solution

is the privacy issue. When it comes to real user activities, personal information, such

as emails, passwords, and other sensitive data, requires a sanity mechanism to protect the

user’s privacy. However, the screening of privacy information may easily crash the replaying

process.

Clone Real User System. By directly cloning real user systems to sandbox environments,

we could ensure sandbox systems own realistic artifacts. However, this solution also faces

privacy issues, such as sanitizing sensitive information, including certificates, documents,

and pictures stored in systems. Besides privacy issues, the cloned realistic artifacts become

expired after a period of time.

Directly User Behavior Simulation. This solution directly simulates user behaviors,

including mouse clicking and keyboard inputting in sandbox environments. However, it

is still difficult to authentically mimic the user activities in various application scenarios

without disturbing the run-time resource and analysis results of malware.

Practical Usage

The sandbox deployment strategy decides the image size and response time. In our imple-

mentation, we allocate 80 GB to our VM virtual disk to satisfy the essential daily usage for

our artifacts generation. In the practical scenario, the size of the VM varies. For example,

89



the default virtual disk size of FireEye’s FLARE VM6 is 60 GB, while the size of Any.Run7

is 255 GB. Their virtual disk size can be increased easily. Similarly, the virtual disk size of

UBER can be increased for practical usage.

Compared to current sandbox solutions, our VM needs to keep renewing the artifacts,

thus the update has a higher frequency. The current solutions only update the VM when

it is necessary. According to the practical requirements of analyzers, the periodic time of

UBER could be one day or longer (e.g., one week) to avoid over-high time cost. In the

USA, the length of the paid holiday varies on the contract between the employer and the

employee. Thus, the maximal update interval should vary with the practical scenario. For

example, a company provides around 10 days of paid holiday each year and the continuous

holiday is no longer than 5 workdays. In this case, we suggest that the maximal update

interval could be one week (a 2-day weekend and 5 workdays) to emulate it. The maximal

update interval would also vary based on the local paid holiday policy for other countries.

To keep pace with the real user, we suggest that the emulation VM (sandbox) run 8 hours

per day from Monday to Friday, which is common for general employees. After each day’s

emulation, the update scheduler can duplicate the emulation VM as an analysis sandbox.

The emulation VM could accumulate artifacts and produce the newest duplication as the

analysis sandbox day by day. If the analysis sandbox is running 24/7, the operator could

switch the user access entrance to the newest analysis sandbox when an update has been

completed. After that, the updated analysis sandbox accepts the newly arrived tasks. For

each malware analyzed in one update cycle, the analyzer can still return to the previous

snapshot in a short time. This procedure is as same as the current sandbox solutions. The

analyzer will not be influenced during work time.

6https://github.com/mandiant/flare-vm
7https://any.run/
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4.7 Related Work

4.7.1 Artifacts Identification-based Sandbox Evasion Techniques

Many researchers have studied sandbox evasion techniques and corresponding mitigation

strategies. Afianian et al. [61] present a detailed survey on existing sandbox evasion tech-

niques and summarize possible countermeasures towards that evasion malware. Alexei et

al. [95] systematically review evasion techniques against automated dynamic malware anal-

ysis on PC, mobile, and web. Dilshan [65] provides an overview of commonly used evasion

techniques and corresponding mitigation countering these evasions.

The identification of typical artifacts on analysis sandboxes has been recognized as

effective evasion techniques [4,72,74,96]. By checking the distinguishable characteristics of

one given sandbox, malware could alter its behavior to evade detection. Vashisht et al. [96]

point out that malware usually checks the interaction activities generated by a real user on

the run-time environment. Malware will not exhibit any malicious behavior until human

interactions, such as moving the mouse at a realistic speed or mouse buttons clicking, are

performed. Blackthorne et al. present AVLeak [72] to extract characteristics from emulators

running inside commercial antivirus (AV) software. AVLeak treats these emulators as black

boxes and leverages the side channel to extract typical artifacts from AV. Yokoyama et al.

developed SandPrint [74] to exfiltrate characteristics of malware analysis sandboxes and

further prove that these characteristics extracted from sandbox systems could be used by

malware to perform evasion analysis. Spotless Sandboxes [4] further points out that the

type of activities conducted in a sandbox environment varies greatly from a typical real

system. Therefore, this method identifies an indicative set of common, easily accessible,

and historical system artifacts that are generated by normal user activities. Malware could

easily derive sandbox environments based on those typical artifacts. UBER follows this

idea and tries to complement these defects by generating realistic historical artifacts via

user activities emulation based on derived usage patterns.
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4.7.2 Countering Sandbox Evasion

There are two major technical routes to defeat the artifacts identification-based sandbox

evasion techniques: detecting evasion techniques and producing realistic artifacts. Detecting

evasion techniques adopted by malware is a typical way to prevent sandbox evasion tech-

niques. Lindorfer et al. [62] propose to detect environment-sensitive malware that usually

alters its behavior when running on different analysis environments. This method could be

used to combat previously unknown sandbox evasion techniques. Barecloud [97] is similar

to Disarm, while it uses four different platforms. Kang et al. [78] adopt instruction-level

traces from multiple analysis platforms to detect evasion behaviors. MalGene [98] is pro-

posed as an automatic method to extract evasion behavior signatures based on system call

sequences. MORRIGU [99] is developed to leverage dynamic sandbox reconfiguration tech-

niques to detect anti-evasion malware triggers. These evasion detection methods could be

the first line of defense for defeating artifact identification-based sandbox evasion.

Deploying realistic system artifacts intends to deceive the malware that the running

environment is not a malware analysis sandbox but a real user’s device. Emulation is an

effective method to continuously generate system artifacts. It typically regards hardware

emulation for testing the stability of applications on different platforms, or software exe-

cution emulation to identify implementation bugs and verify the effectiveness of functions.

The user emulation intends to perform user-similar operations on the software and generate

corresponding results. In the security area, emulation tools are used to provide an even

more realistic application interaction and network environment (e.g., cyber range). LAR-

IAT [100] and K0ALA [101] were designed by MIT Lincoln Laboratory model and generate

network traffic directly. Megyesi et al. [102, 103] present a traffic generation framework

based on automatic user behavior emulation. These frameworks generate realistic traffic

based on user behavior scenario extraction and the recording of user interactions on specific

applications. The effectiveness of generated traffic is verified via experiments. Dutta et

al. [104] design the user bots which leverage the recorded user behaviors to generate similar

user network traffic. DASH [105] is an agent platform for building agents that simulate
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human behavior (such as responding to phishing emails, downloading and using security

software). By using different structural modeling decisions and sequence models, D2U [106]

explores the emulation solutions for the application usage sequence. All these emulated

application interactions could generate system artifacts and network activities more or less.

Meanwhile, as a countermeasure, the malware could adopt a variety of emulation iden-

tification techniques. Kruegel [107] presents some sandbox evasion techniques via hardware

emulation identification. In UBER, we use continuous user behavior emulation to generate

realistic system artifacts for the sandbox to deceive the malware.

4.8 Chapter Summary

With the wide application of malware analysis sandboxes, malware authors have also devel-

oped sophisticated evasion techniques to evade sandbox environments. Among them, one

particular technique is to fingerprint various artifacts generated during the normal usage

of the real system, which cannot be countered via state-of-the-art mitigation strategies.

Given existing malware analysis sandboxes deployed on pristine operating system images,

we investigate the typical system artifacts and propose a generic anti-evasion system UBER,

which can effectively generate realistic system artifacts based on the automatically derived

user profile. We implement a prototype of UBER and our experimental results indicate

that UBER is able to faithfully emulate user behaviors and generate realistic artifacts in

sandbox systems. UBER is flexible in constructing user behavior profiles of specific indi-

viduals, organizations, or activities, which could further improve its capability to mitigate

increasingly sophisticated and targeted sandbox evasion techniques.
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Chapter 5: HoneyMustard: Towards Enhancing the Fidelity

of Honeypot with Real-Time User Behavior Emulation

5.1 Introduction

Since Lance Spitzer [1] introduced the term “honeypot” in 2002, the honeypot technique has

been widely adopted in security systems. Over the past 20 years, honeypot has evolved from

merely a toolkit into a real system equipped with “real” data [108]. It can capture, analyze,

and derive the motivation behind an attack or serve as an early warning to intrusion.

Attackers are well-motivated to develop various anti-honeypot techniques that leverage

the differences between honeypots and real systems as indicators to detect the existence of

honeypots. Particularly, due to the lack of real user operations on the honeypot, attackers

can check “wear and tear” artifacts [4] or user activities [96] to detect if the system is in

use and thus identify the honeypot. In general, to defeat the anti-honeypot methods, the

countermeasures are to remove the major differences between the honeypots and the real

systems [3]. Recently, UBER [109] emulates the user activities to generate static artifacts,

defeating the “wear and tear” artifacts checking from malware. However, it cannot be

directly deployed on the honeypot, since its artifact emulator is visible in the system and

can be easily detected by attackers. To emulate real user activities, D2U [106] designs a

mechanism to generate an application usage sequence; however, it cannot generate believable

and logical user operations at the application level.

In this work, we propose an application-level real-time user behavior emulation frame-

work called HoneyMustard to enhance the fidelity of the honeypot system. HoneyMustard

can emulate logical application-level user operations in real-time and maintain the stealth-

iness of the emulator. The workflow of HoneyMustard consists of two major stages: user

operation collection and computer vision-based emulation. In the user operation collection
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stage, it collects the user operations on applications from both real user activities and user

manuals to construct an action dataset. The collected user operations share the same logic

as the real users, which ensures that attackers cannot easily distinguish them from real user

activities. In the emulation stage, it leverages computer vision techniques to manipulate

the GUI interface of the honeypot via a remote desktop connection (e.g., VNC). This design

choice can achieve a high stealthiness of honeypot. When HoneyMustard is emulating user

activities, attackers can only observe a remote desktop connection on the target machine, so

we can protect our emulation system on a remote server that is inaccessible to the attacker.

Considering that more companies and organizations allow employees to work remotely in

the past several years due to COVID, it is normal for attackers to discover a remote desktop

connection in the victim’s device.

We implement a prototype of HoneyMustard to demonstrate the effectiveness of our

solution in attacker deception. We record the emulated user activities and real user activities

into videos for five common tasks separately, then we conduct a user study with an online

survey with 100 participants to identify the emulated videos from them. The average

success rate of deception is 71.8%. The experimental results show that HoneyMustard can

effectively deceive attackers with real-time emulated user activities.

In summary, we make the following contributions:

• We propose a real-time application-level user behavior emulation framework, Honey-

Mustard, to enhance the fidelity of the honeypot system. It emulates the GUI-based

user activities based on the logic of real users and user manuals to deceive the sophis-

ticated attackers.

• Our design leverages computer vision techniques to emulate GUI-based user behav-

iors, which can support various applications and platforms via the remote desktop

connection in real-time. The remote desktop connection also ensures that we can hide

the emulation procedure as a normal activity.

• We implement a prototype of HoneyMustard and evaluate it from both user study and

95



performance measurement. The experimental results demonstrate that our solution

can effectively improve the fidelity of honeypots via real-time GUI-based user behavior

emulation.

5.2 Related Work

5.2.1 Honeypot Detection

Sophisticated attackers are well-motivated to detect honeypots to maintain the stealthiness

of attack. The honeypot detection techniques can be integrated into the malware or con-

ducted by the attacker directly. In general, honeypot detection techniques focus on the

artifacts in two major categories [3, 32]: network-related fingerprinting and system-related

fingerprinting.

Network-related fingerprinting is to detect the discrepancy in network activities and

network latency. Usually, honeypot systems may provide only a limited number of services

and/or have constrained interactions with other real hosts and the Internet. If attackers

observe fewer network activities in the compromised host compared to legitimate hosts,

they may consider it a honeypot [39]. Some honeypots are deployed in separate locations,

which may introduce extra network latency. Attackers can detect those honeypots with

higher network latency [40].

System-related fingerprinting is related to the setup of operating systems and appli-

cations. Compared with real hosts, honeypot systems may use a different configuration

to monitor and constrain the malware and attackers. Attackers can detect these unique

system artifacts [42,61,95], such as operating system flags, running processes, volatile user

information, files, installed programs, etc. Also, honeypots may lack usage from real users.

Spotless Sandboxes [4] proposed to check the “wear and tear” artifacts inside the compro-

mised system to detect the honeypot. Those artifacts are inevitably generated by real users

during daily usage. Similar to network activities, some attackers also leverage real-time

user activities to detect honeypots. For example, malware may wait for more than two
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mouse clicks before executing [96]. As a person, the sophisticated attacker can enhance the

user behavior-related detection by staying in the compromised system long enough to check

various user operations before conducting further attacks.

5.2.2 User Emulation

Among the countermeasures for honeypot detection, user emulation is an effective method

to generate user activities and “wear and tear” artifacts. LARIAT [100] and K0ALA [101]

were designed for cyber range to emulate network traffic. Megyesi et al. [102, 103] pro-

posed a framework to generate real traffic from the recorded user interactions on specific

applications. Similarly, Dutta et al. [104] leverage the recorded user behaviors to generate

network traffic. Besides generating network traffic, UBER [109] generates the usage artifacts

for the honeypot by continuously emulating user behaviors. D2U [106] explores emulating

the application usage sequence using generative models based on actual user data. Both

UBER and D2U didn’t propose a real-time application-level emulation solution. For at-

tackers, illogical user operations could be an obvious indicator of the honeypot. Compared

with previous work, our framework focuses on supporting the finer-grained emulation, i.e.,

generating the logical user operations for the specific applications, which can enhance the

fidelity of the honeypot system.

5.3 Threat Model and Assumption

In this work, we focus on defeating the honeypot detection technique of checking GUI-based

user behaviors. In the practical scenario, real users usually interact with their computers

via the GUI interface. Hence, the attackers could expect to observe the GUI-based user

behaviors in real user devices. If not, the compromised system could be a honeypot. The

lack of GUI-based user behaviors could become one of fingerprinting for honeypot detection.

In our threat model, we consider the sophisticated attackers (e.g., APT), who can obtain

the root privilege after breaking in and are able to dwell in the compromised system as
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long as possible to collect sensitive information or modify (system and user) files. Since

they intend to maintain their long-term foothold in the compromised system, the attackers

have enough time to detect the honeypot based on the user behaviors. We assume that

the attackers can monitor the GUI desktop and user’s operations on the GUI interface

via periodically taking screenshots or direct remote desktop connection (e.g., RDP, VNC).

By observing and analyzing the operations on the GUI interface, the attackers can decide

whether there are real user activities in the compromised system. If there are no user

activities, the attackers may consider that the compromised system is a low-value object

or has a high probability of being a honeypot. If the observed user activities are illogical

or completely random, the attackers can consider them committed by an emulator. The

compromised system also could be a honeypot. This decision procedure is similar to the

Turing test [110] to some degree. Unlike the full-featured Turing test, the attackers would

avoid interacting with the user or interfering with the user’s operations to maintain their

stealthiness because any abnormal interaction could raise an alert. Besides observing the

user activities, the attackers would detect the existence of an emulator in the compromised

system to check whether these user activities are emulated.

5.4 System Design

5.4.1 Overview of HoneyMustard

We propose the HoneyMustard framework to enhance the fidelity of honeypot. Its design

principle includes:

• Stealthiness - The trace of the emulator is invisible in the honeypot.

• Logicalness - The emulated user activities are as logical as the real user did.

• Real Time - The attackers can observe emulated user activities in real-time.

As shown in Figure 5.1, HoneyMustard consists of two core components: collected user

operations and emulator. Both of them are deployed in an independent device from the
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Figure 5.1: The Overview of HoneyMustard

honeypot. The emulator connects to the honeypot via the remote desktop connection.

It leverages computer vision techniques to redo the collected user operations on the GUI

interface (i.e., desktop) of the honeypot. Because the remote desktop connection allows a

computer’s desktop to be run remotely on one system while being displayed on a separate

device, the attackers can only notice the existence of the remote desktop connection in the

compromised system other than the emulator. With the popularization of cloud services in

the industry, more and more companies and organizations deploy their working platforms in

the cloud and let employees access them via a remote desktop connection. Attackers cannot

simply take the remote desktop connection as the indicator of the emulator. Therefore, the

remote desktop connection ensures the stealthiness of HoneyMustard. We collected the

GUI-related user operations from real users to ensure the logicalness of HoneyMustard. To

achieve real time, HoneyMustard would emulate user activities periodically, which means

attackers can monitor the emulated user activities.

5.4.2 User Behavior Emulation

Figure 5.2 shows the workflow of HoneyMustard to emulate user activities on the GUI

interface. According to the two core components of HoneyMustard, we divide it into two

stages: user operation collection and computer vision-based emulation. In the user operation

collection stage, we construct the dataset of user operations. In the computer vision-based

emulation stage, HoneyMustard starts to emulate user activities in the honeypot.
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Figure 5.2: The Workflow of HoneyMustard

User Operations Collection

Intuitively, because of the large number of users, it is most convenient to collect user op-

erations from the daily activities of real users. Under the practical circumstance, daily

activities inevitably contain private information, which requires us to identify and elimi-

nate it to protect the user’s privacy. To overcome this problem, we use two types of data

sources to construct the dataset of user operations. One type is the real user activities.

Another one is the user manuals. For the first solution, we invite real users to complete as-

signed specific tasks without using their personal information. Instead, they may use decoy

information. In this way, the collected user operations don’t contain private information.

For the second solution, we extract the user operations from the user manuals. The user

manuals consist of logical user operations to complete tasks for specific applications. Since

the manual creators (e.g., software vendors) have sanitized the content, there is usually no

private information in the user manuals.

To collect user operations from user activities, we invite users to complete some basic
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tasks on the common applications. Each task contains several essential operations. Mean-

while, we leverage a GUI recorder to record each step conducted by users over the GUI

interface. For each task, we convert the user operations to a manipulation log, which con-

tains the actions (e.g., mouse click, input, etc.) and GUI elements (e.g., button, check box,

label button, etc.).

To collect user operations from user manuals, we leverage a user manual normalizer

to convert various user manual formats to a similar but common format. We choose the

Markdown format as the normalized format. The Markdown format [111] is well-structured,

which can facilitate our parser to analyze the manual content. Similar to manipulation logs,

the Markdown-formatted user manuals preserve the actions and GUI elements.

After obtaining manipulation logs and Markdown-formatted user manuals, the action

extractor extracts the actions from descriptive text to generate action lists. For each task,

we generate an action list to preserve the operation logic. For the text-only manual, we can

obtain the action keywords (e.g., Click, Select, Type, etc.) and the target objects (e.g., GUI

elements, text, etc.). For the hybrid manual, we also obtain the images of the GUI element

as one part of the target objects. We define a uniform action record format to represent

the information of each action:

<Action Keyword>, [Target Type], [Target Object], [Target Path]

Here the Action Keyword indicates the operation. The common keywords include click,

right-click, select, type, input, and so on. The Target Type indicates the type of the

object. We use it to distinguish the GUI elements (e.g., button, check box, label button,

etc.) and text. The Target Object shows the name of the GUI elements or content of

the text. For the hybrid manual, we could obtain the images of some GUI elements. The

Target Path stores the location of the image. For each action record, it must contain an

action keyword at the head, while other elements are optional.

When processing manipulation logs, we don’t extract the timestamp of each operation.

The timestamps may contain the pattern of real user behaviors and belong to the user’s

privacy. The aggregation of multiple action lists is the dataset for user activity emulation.
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Computer Vision-based Emulation

When conducting the user activity emulation, HoneyMustard picks up the desired task (i.e.,

action list) from the dataset and emulates actions over the honeypot. To emulate a logical

application usage sequence, we follow the solution proposed in D2U [106]. When emulating

the usage sequence, D2U has considered the work hours and break times.

For each task, HoneyMustard converts it to the enriched action code via an action code

converter. The enriched action code makes these actions executable for the emulator. It

also introduces more helper action details for emulation, which are not provided by the user

manuals. To enrich the action code, the converter completes the following tasks:

1) Converting the action keywords to the corresponding operations of input peripherals

(e.g., mouse, keyboard). In the descriptive instructions, multiple action keywords represent

one operation of input peripherals. For example, the action keywords Click, Select and

Check could be conducted by the mouse click operation to the desired GUI elements. By

conducting this task, we can reduce the complexity of the action types and simplify the

code.

2) Adding waiting time slots. In the practical scenario, there is a processing time between

two continuous actions. After the processing, the software can switch the status or interface

to receive the following action. Besides, real users always pause for a while between two

consecutive actions. They may think for a while before conducting the next move, or they

may be disturbed by other things during the operation procedure. For these reasons, we

add the waiting time slot after each action. The waiting time length is pre-defined. It is

decided by the emulation environment performance and the software response speed.

3) Adding pre-collected GUI element image path. As HoneyMustard leverages the com-

puter vision technique to emulate the user action, it needs to identify the GUI elements

from the screen. Some software interfaces leverage icons as shortcuts. For the text-only

manual, the extractor can only extract the type and name of GUI elements. In this case,

the emulator may not locate it successfully via its name. To solve this problem, we collected

these GUI elements as the pre-knowledge data and link them to the object names. When
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actions related to icon-based GUI elements or specific action records appear, the converter

can read the corresponding pre-collected GUI element images and add their paths into the

code. For example, the “Close” button does not contain any text indicator in some software

interfaces. The converter translates the action “Close” to click the “Close” button in the

code. The target path of the “Close” button is from the pre-knowledge data.

4) Converting partial actions into pre-defined action sequences. Sometimes, an extracted

action could be not detailed enough. This usually appears in the system configuration

manuals. The author of the user manual considers these actions to be relatively fixed

and well-known, thus the audience can conduct them easily. For example, a manual could

start with “Open settings”. In its context, this action includes searching keyword settings,

locating the settings item, and clicking the setting icon. To convert this kind of action

to specific operations, we also need to pre-define some short operation routines for them.

When the converter encounters them, it revokes the pre-defined operation routines into

code.

5) Adding pre-defined action parameters. Some action requires users to fill in custom

information, such as installation path, IP address, etc. In most cases, we may use the default

value provided by the software/system. For those who do not provide a default value or

cannot use the default value, we introduce the pre-defined values fitting for the setup of the

emulation environment. In this way, we can keep the continuity of the emulation.

With the enriched action code, HoneyMustard can emulate the operation of input pe-

ripherals on the software/system interfaces. As mentioned above, the code has two major

types of target objects: image and text. The action emulator leverages the computer vision

technique to locate the target objects shown on the screen. For the image, the emulator

conducts the template matching to search for the corresponding GUI elements. For the

text, the emulator searches the matching text from the screen by using optical character

recognition (OCR). After knowing the actions and the target objects, the emulator can

execute the actions sequentially on the honeypot via a remote desktop connection. From

the attacker’s perspective, a remote user is using the system.
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5.5 Implementation

Our prototype of HoneyMustard is built on a Linux host installed Ubuntu 20.04 (kernel

version 5.4.0). We use a Windows 10 host as the honeypot. We configure a UltraVNC server

1.3.2a on the honeypot, so the emulator connects to the honeypot via a VNC connection.

5.5.1 User Operations Collection

GUI recorder

Since our prototype focuses on emulating user behavior on the Windows-based host, we

use the WinAppDriver [112] for the GUI recorder. The recorder tracks both keyboard and

mouse interactions against an application interface – representing a GUI action. When

recording is active, it generates the log including GUI actions and information of selected

GUI elements.

User Manual Normalizer

We use the pandoc 2.5 [113] as the normalizer to convert the user manual in various formats

to the Markdown format. Its supported formats include HTML, DOCX, and EPUB. For

the user manuals in other formats, HoneyMustard can use corresponding Markdown format

converters as the normalizer.

Action Extractor

We develop the action extractor in Python 3.8.10. It processes the descriptive instructions

from manipulation logs and Markdown-formatted manuals to obtain the action list. For the

text-only content, the extractor processes the descriptive instructions to obtain the action

list. For the hybrid content, besides processing the instructions, the extractor extracts the

GUI elements from the manual images and links them to the corresponding actions.

Instruction Processing:

1) Text Tagging: The extractor leverages a pre-defined action keyword list to identify
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the actions from instructions. Its basic idea is to search these pre-defined keywords in

the instructions, while not every matched word represents an action. A matched word

indicates an action keyword only when it is a verb. For example, the keyword “Input”

could appear as a noun in a descriptive phrase, while it should be a verb to indicate an

action for users. Hence, we use the lexical category analysis to distinguish the action words

from the descriptive text. The extractor uses the NLTK [114] package to do this work.

The extractor conducts the word tokenization to split the instructions into words. Then, it

attaches a part of the speech tag to each word.

2) Tag Revise: In the practical scenario, the tagging can not reach 100% accuracy. The

main reason is that user manuals have various writing styles and prefer to use terms from

the computer area, while the NLTK is trained with the common corpses. Sometimes the

action keywords in the imperative sentences will not be tagged as verbs. Another reason

is that we keep the symbols among text in the Markdown format. These symbols are the

typographical emphasis in the text and can be the indicator target objects, while they could

mislead the tagging results. Sometimes, the action keyword before these symbols would be

wrongly tagged as nouns. To eliminate error tags, the extractor would automatically recheck

the tags of the found keywords and then revise them.

3) Target Object Identification: After identifying the action keywords, the extractor

searches the corresponding target object. The target object follows the action keyword.

Usually, it should be a noun or a short phrase. The extractor can conduct a forward search

for the nouns from the identified action keyword to the next action keyword or the end

of the current sentence. In some Markdown-formatted user manuals, the identified action

keywords may not have target objects. Besides, the target object could locate among the

symbols, such as quotation marks, asterisks, etc. Sometimes, this kind of target object

could be a descriptive sentence, which is common in system configuration manuals. These

situations are also processed by our action extractor.

Image Processing:

In the hybrid content, there are images that follow the corresponding instructions to
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provide extra information about GUI elements. Hence, the extractor can request image

processing after each identified action if an image follows the instruction. There are two

types of images. One is the precisely cropped GUI elements, such as button, check box,

Label button, etc. The audience can learn the exact look of the GUI elements mentioned in

the instruction. The emulator can directly use them to search the matched GUI elements

on the screen. Another is the interface of software or system, which contains the target GUI

element. It intends to give the audience an overview of the current status after completing

an action. In this case, the extractor needs to extract the GUI elements from the images.

We leverage the OpenCV [115] and Tesseract-OCR [116] to extract the specific GUI

elements from the images. From the instruction processing, we obtain the type and name of

the target object. According to the target type, the extractor conducts the Canny boundary

detection on the image. For example, the button is rectangular. To detect a specific button,

the extractor needs to detect all the possible rectangular bounding boxes in the image. In

some cases, boundary detection could provide lots of results. The main reason is that the

boundary of GUI elements could be obscure, which is caused by low resolution. A GUI

element could be detected multiple times, which produces multiple overlapped detected

bounding boxes. Hence, we use Non-Maximum Suppression (NMS) [117] to eliminate the

redundant bounding boxes. Then the extractor detects the name or content from the

remaining bounding boxes via OCR. Compared with the target name, the extractor can

find out the correct bounding box for the GUI element. Similarly, the detected text from

low-resolution images would be inaccurate. We calculate the Character Error Rate (CER)

of the identified text with the target name. As we know, the target GUI element is in the

processed image. Therefore, the bounding box, which has the highest CER score, contains

the target GUI elements. With the correct bounding box, the extractor can corp the image

of the GUI element and fill its path in the action record.

There are some icon-based GUI elements without description text showing aside on

the screen. The OCR technique cannot detect them from the provided images, thus the

extractor doesn’t extract them. For them, we currently rely on the pre-knowledge data to
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fill this gap in the action converter.

5.5.2 Computer Vision-based Emulation

Action Code Converter

Similar to the extractor, our action converter is also developed in Python. It converts the

action list into the Robot Framework code. The Robot Framework code has easy-to-use

tabular test data syntax and it utilizes the keyword-driven testing approach, which ensures

our converter is simple and effective. The converter translates the action records into the

test cases in sequence with the provided action keywords as the code keywords and the

target object information as the parameters. As mentioned in Section 5.4, we introduce

the pre-knowledge data to enrich the generated code. The pre-knowledge data includes the

scale of waiting time slots, images of icon-based GUI elements, and action parameters.

Action Emulator

As shown in Figure 5.3, the action emulator consists of the Robot Framework 4.1 [118]

and Sikuli 2.0.5 [119]. Robot Framework is a Python-based, extensible keyword-driven

automation framework. It can be used for test automation and robotic process automation.

The framework has a rich ecosystem around it consisting of various generic libraries and

supports custom libraries. We use the Sikuli library of Robot Framework to manipulate

the GUI elements on the screen. It uses image recognition powered by OpenCV to identify

GUI elements and OCR to identify text.

Robot 

Framework Sikuli

Emulation
EnvironmentCode and Images

Invariant-Scale Matching

Figure 5.3: Implement of Action Emulator
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One known restriction of Sikuli is that the image to be searched for must be the same in

width and height (pixels) as the image to search in. It is difficult to ensure the images from

manuals share the same resolutions with the screen, which could cause failure in image

matching easily. To solve this problem, we develop an invariant-scale matching module

for Robot Framework working with the Sikuli module. The core idea of invariant-scale

matching is to loop over the input image at multiple scales to find a matching one.

As shown in Algorithm 4, the Robot Framework receives the code and related images.

If the input image has the same resolution as the screen, the Robot Framework forwards

it to the Sikuli module. The Sikuli module would emulate the corresponding action on the

identified area of the screen (Line 5). If the resolution of the input image is different from

the screen, the Robot Framework drives the Sikuli module to capture a screenshot from the

emulation environment. Then it delivers the screenshot and input image to the invariant-

scale matching module (Line 6). The invariant-scale matching module searches the matching

area from the screenshot under various scales (Line 16) and returns the corresponding

coordinate to the Sikuli module via Robot Framework. With the coordinate, the Sikuli

module can continually emulate the action on the correct GUI element (Line 10).

5.6 Evaluation

In our experiment, HoneyMustard is running on a Ubuntu 20.04 (kernel version 5.4.0) device

with Intel Xeon E5-2620 CPU @ 2.40GHz and 16 GB memory. The honeypot is a Windows

10 device with Intel Core i7-6500U CPU @ 25.0GHz and 8 GB memory.

5.6.1 Deception Effectiveness

Study design

To evaluate the deception effectiveness of HoneyMustard, we conduct a user study to check

whether the emulated user activities can be considered as the real user activities by the

real person. Since we cannot recruit real attackers, we invite normal users to this study.
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Algorithm 4 Action Emulation with Input Image

Input: A: Action to be executed on the GUI element
I: Input image for searching the corresponding GUI

element
1: function Robot Emulator(A, I)
2: S = Sikuli.screenshot()
3: if I.resolution() == S.resolution() then
4: /* Same Resolution */

5: Sikuli.execute(A, I)
6: else
7: /* Different Resolutions */

8: C = Invariant Scale Match(I, S)
9: if C is not None then

10: Sikuli.execute(A, C);

11: function Invariant Scale Match(I, S)
12: found = None

13: similarity = None

14: coordinate = None

15: /* Loop Over the Scales */

16: for scale in range(Min, Max, Step) do
17: /* Resize the Input Image */

18: Ir = resize(I, scale)
19: /* Conduct the Template Matching */

20: (similarity, coordinate) = matchTemplate(Ir, S)
21: /* Update the Matched Area */

22: if found is None or similarity > found[0] then
23: found = (similarity, coordinate)

24: return coordinate
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To simulate the real-time environment, we present the user activities in the video. By

watching these videos, the users need to decide whether these activities are conducted by

real users. Considering the real attackers may be more sensitive than the normal users, we

also provide videos of real user activities as a baseline, which can assist the normal users to

notice the difference between these two types of activities. We collect users’ subjective and

direct feelings about these videos through an online survey via the crowdsourcing platform

- Amazon Mechanical Turk.1 After posting our survey, we received 100 unique responses

from anonymous users. We check the response patterns manually to confirm there is no

malicious filling on the questionnaire.

Materials. We select five common tasks for the user study. These tasks include Open-

VPN installation (T1), LibreOffice Marco editing (T2), Adobe Reader trust configuration

(T3), setting windows system environment (T4), and windows network discovery config-

uration (T5). These tasks are from their corresponding official user manuals. There are

an average of 10 steps for each task. Each task has two related videos. One records the

emulated user activities, while another one records the real user activities. To create the

videos of emulated user activities, HoneyMustard converts these user manuals to emulated

user operations on the honeypot. We record these operations on the honeypot as videos. To

create the videos of real user activities, we manually conduct the same tasks by ourselves

and make the videos. Since all the collected data is from authors and public user manuals,

IRB approval is not required in our experiments.

Procedure. In this experiment, each participant needs to watch ten videos (i.e., five

tasks) and answer five questions. For each task, video A contains the real user activities,

while video B contains the emulated user activities. After watching two videos for one task,

each participant will answer a question to indicate which one may contain the emulated

user activities. The question provides three choices: video A, video B, and uncertain. We

set the maximum completion time of the questionnaire as 30 minutes.

1https://www.mturk.com/
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Results

As shown in Figure 5.4, participants from normal users cannot identify the emulated user

activities easily. Only the video B for each task presents the emulated user activities, so

the average identification accuracy of these five tasks is 29.2%. Average 32.2% participants

consider the video A as the emulated user activities, and average 39.6% participants cannot

make the decision. Therefore, the success rate of deception reaches 71.8%, which indicates

that emulated user activities of HoneyMustard can effectively deceive the attackers.
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Figure 5.4: Results of Emulated Activities Identification Survey

The success rate of deception varies among different tasks. It is higher in the software

manipulation-related activities (77% for T1, 76% for T2, 70% for T3) than the system

configuration-related activities (65% for T4, 66% for T5). Among these five tasks, software

manipulation-related activities are relatively more complicated and contain more mouse

and keyboard operations, which increases the success rate of deception. According to the

comments from participants, they don’t find out any logical issues in these videos and

mainly observe the cursor movement. They tend to choose the video with more mechanical

and faster cursor movement as the emulated one. These criteria also lead some of them to

choose the video A as the emulated one.

In the practical scenario, the VNC connection can introduce the network delay. Because
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the action emulator manipulates the GUI interface projected to the local, the network

delay only influences the response time. Real users confront the same issue with using a

remote VNC connection thus the attackers cannot leverage the network delay to identify

the emulated user activities.

5.6.2 System Overhead

Here we focus on the performance of the components without using third-party tools, i.e., the

action extractor and action code converter. We measure the average memory consumption

and CPU usage under processing the user manual of these five tasks. The action extractor

costs about 190 MB memory and 12% CPU usage. The action code converter costs about 35

MB memory and less than 1% CPU usage. Since we don’t modify third-party tools used in

other components, their system overhead can be found in corresponding official documents.

The experiment results show that HoneyMustard can be readily deployed in the real world

without excessive performance overhead.

5.7 Discussion

Enhancing User Emulation

Our current solution inserts a random waiting time slot between operations to emulate the

real user. A real user usually has a specific operation pattern in the waiting time slot. This

pattern is decided by the content of the activity, personal character, job type, and so on.

From a long-term observation, sophisticated attackers usually can extract an access pattern

of waiting slots from real users, while the randomly generated waiting time slot cannot

provide a fixed pattern. In this case, attackers may detect the emulated user activities. In

future work, we plan to create various user profiles to increase the success rate of deception.

Based on the various profiles, HoneyMustard can insert specific patterned waiting time slots

to personate different types of real users. Besides, the cursor movement speed should also

adapt to different user profiles.
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Automatic Parser Selection

There are some pre-trained parsing models [120–123] that can parse the natural language

instructions into executable actions. Their design goal is to parse several specific types of

user manuals. To support various types of software/system-related user manuals, the action

extractor needs to leverage different text parsers to process instructions and extract actions.

Currently, we can manually select the appropriate parsing models or create parsing rules for

user manuals from different sources. We plan to make HoneyMustard recognize the styles

of input user manuals and select the appropriate parsers automatically in the future.

5.8 Chapter Summary

This chapter presents HoneyMustard, an application-level real-time user behavior emula-

tion framework to enhance the fidelity of the honeypot system. HoneyMustard collects

logical user operation sequences of various applications from the real user activities and

user manuals to construct an action dataset. After obtaining this collected action dataset,

it can leverage computer vision techniques to emulate user activities in the honeypot. With

the commonly used VNC connection, HoneyMustard manipulates the GUI interface of the

honeypot remotely without deploying any extra suspicious agent in the honeypot. Besides,

HoneyMustard periodically emulates user activities, which allows the attackers to observe

these activities in real-time. We implement a prototype of HoneyMustard and evaluate it

from both an online survey with 100 participants and its performance overhead. According

to the experimental results, our framework can effectively deceive attackers with real-time

emulated user activities.
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Chapter 6: Conclusions

6.1 Summary

In this research, we investigate novel solutions to several challenges in constructing dis-

tributed hybrid honeypot systems. Our research aims at constructing scalable and believ-

able distributed hybrid honeypot frameworks to provide the honeypots as a service. It

could benefit the security research community and industry to use high-fidelity, hard-to-

detect, and customer-tailored honeypots in deterring sophisticated cyber threats, without

needing to purchase expensive hardware and software and hiring professionals for honeypot

configuration, analysis, and maintenance.

In the following, we summarize the results from this research:

• We develop an application-level distributed hybrid honeypot framework called Hon-

eyBog to monitor and analyze webshell-based command injection. It intercepts and

redirects malicious injected commands from the front-end honeypot to the high-fidelity

back-end honeypot for execution. HoneyBog can prevent the attacker from launching

further attacks in the protected network because the webshell-based injected com-

mands are transferred into a remote constrained execution environment. The hybrid

structure facilitates the centralized management of high-fidelity honeypots for remote

honeypot service providers. Our experiments on 260 PHP webshells show that Hon-

eyBog can effectively intercept and redirect injected commands with low overhead.

• We uncover that the distributed honeypot systems may suffer from one type of anti-

honeypot technique called network context cross-checking (NC3) that enables attack-

ers to detect network context inconsistencies before and after breaking into a targeted
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system. We perform a systematic study of NC3 and summarize nine types of net-

work context artifacts that may be collected during the exploitation that attackers

may leverage to identify distributed honeypot systems by means of inconsistencies in

the data set. Our theoretical analysis and experimental results show that they can

utilize NC3 attacks to successfully identify all popular distributed honeypot systems.

• To protect distributed honeypots from the NC3 attack, we develop a countermeasure

called HoneyPortal to remove the network context inconsistency between the pre-

exploitation and post-exploitation stages. Precisely, the overall approach projects

the remote back-end honeypot into the front-end network using a transparent traffic

redirection strategy, where the front end redirects all incoming traffic (i.e., layer 2

and above) to the back end and vice versa. To improve its performance, we use the

XDP technique in network traffic processing. The experimental results show that

HoneyPortal can successfully defeat NC3 attacks with low overhead.

• We propose an emulation-based system called User Behavior Emulator (UBER) to

deceive malware with the auto-generated usage artifacts in the sandbox. UBER auto-

matically profiles user models from real user activities. Then it emulates the high-level

user behavior in an isolated always-on system and stealthily merges this system into

the malware analysis sandboxes. We explore the daily variation of artifacts genera-

tion and find that UBER is able to simulate the artifacts accumulation processes of

real user systems. We also leverage the state-of-the-art classifier provided by [4] to

verify the authenticity of the system deploying with UBER. The experimental results

indicate that UBER can effectively generate realistic artifacts.

• We propose a real-time application-level user behavior emulation framework called

HoneyMustard to enhance the fidelity of the honeypot. HoneyMustard leverages

computer vision techniques to emulate GUI-based user activities in the honeypot via

a remote desktop connection, achieving both believable and stealthy design goals.

Using the remote desktop connection and GUI-based emulation ensures the real-time
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emulation without leaving any traces of the emulator inside the honeypot. To eval-

uate its deception effectiveness, we conduct a user study with 100 participants. The

experimental results show that our solution can effectively deceive the participants

with emulated user operations and improve the believability of honeypots.

6.2 Future Work

In this dissertation, we demonstrate how our work can enhance the scalability and be-

lievability of the honeypot system. We believe much more can be done in this area. We

summarize and propose an additional set of enhancements that can extend the capabilities

of our work as follows:

• HoneyBog focuses on capturing the webshell-based command injections. The web

server can also suffer other exploitation, and the attackers can construct an indepen-

dent system shell on it. As a complete solution, we intend to integrate HoneyBog with

our previous hybrid honeypot framework on system-based command injection [20].

• For the NC3 attack, we currently identify nine types of artifacts, while there could

be more artifacts that can be used by attackers. In the future, we will keep exploring

new artifacts to enrich the NC3.

• HoneyPortal provide an effective defense mechanism to NC3. In future work, we

would like to explore how to integrate it into the practical network environment with

an appropriate isolation configuration, which can effectively maintain consistency and

delay the spreading of attacks in the protected network.

• UBER can automatically generate emulated usage artifacts, while HoneyMustard can

emulate application-level user activities in real-time. We aim at combining these two

systems together to construct a full-featured system to deceive malware and attackers

with both static usage artifacts and real-time emulated activities.
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J. Ahn, “Honeyproxy: Design and implementation of next-generation honeynet via
sdn,” in 2017 IEEE Conference on Communications and Network Security (CNS).
IEEE, 2017, pp. 1–9.

119



[39] J. Rrushi, “Honeypot evader: Activity-guided propagation versus counter-evasion
via decoy os activity,” in Proceedings of the 14th IEEE International Conference on
Malicious and Unwanted Software, 2019.

[40] X. Fu, W. Yu, D. Cheng, X. Tan, K. Streff, and S. Graham, “On recognizing virtual
honeypots and countermeasures,” in 2006 2nd IEEE International Symposium on
Dependable, Autonomic and Secure Computing. IEEE, 2006, pp. 211–218.

[41] S. Mukkamala, K. Yendrapalli, R. Basnet, M. Shankarapani, and A. Sung, “Detec-
tion of virtual environments and low interaction honeypots,” in 2007 IEEE SMC
Information Assurance and Security Workshop. IEEE, 2007, pp. 92–98.

[42] T. Holz and F. Raynal, “Detecting honeypots and other suspicious environments,”
in Proceedings from the Sixth Annual IEEE SMC Information Assurance Workshop.
IEEE, 2005, pp. 29–36.

[43] M. Dornseif, T. Holz, and C. N. Klein, “Nosebreak-attacking honeynets,” in Pro-
ceedings from the Fifth Annual IEEE SMC Information Assurance Workshop, 2004.
IEEE, 2004, pp. 123–129.

[44] C. C. Zou and R. Cunningham, “Honeypot-aware advanced botnet construction and
maintenance,” in International Conference on Dependable Systems and Networks
(DSN’06). IEEE, 2006, pp. 199–208.

[45] T. Rytilahti and T. Holz, “On using application-layer middlebox protocols for peeking
behind nat gateways.” in NDSS, 2020.

[46] S. A. Shaikh, H. Chivers, P. Nobles, J. A. Clark, and H. Chen, “Network reconnais-
sance,” Network Security, vol. 2008, no. 11, pp. 12–16, 2008.

[47] XDP-project, “The express data path (xdp) inside the linux kernel,” https://github
.com/xdp-project, 2020, accessed May, 2020.

[48] F. Mantog, “System and method for checksum offloading,” Feb. 20 2007, US Patent
7,181,675.

[49] N. Memari, S. J. B. Hashim, and K. B. Samsudin, “Towards virtual honeynet based
on lxc virtualization,” in 2014 IEEE REGION 10 SYMPOSIUM. IEEE, 2014, pp.
496–501.

[50] P. Srisuresh and K. Egevang, “Traditional ip network address translator (traditional
nat),” RFC 3022, January, Tech. Rep., 2001.

[51] X. Xiao, A. Hannan, B. Bailey, and L. M. Ni, “Traffic engineering with mpls in the
internet,” IEEE network, vol. 14, no. 2, pp. 28–33, 2000.

[52] Z. Yang, Y. Cui, B. Li, Y. Liu, and Y. Xu, “Software-defined wide area network (sd-
wan): Architecture, advances and opportunities,” in 2019 28th International Confer-
ence on Computer Communication and Networks (ICCCN). IEEE, 2019, pp. 1–9.

[53] D. W. Wang, Software Defined-WAN for the Digital Age: A Bold Transition to Next
Generation Networking. CRC Press, 2018.

120



[54] M. Attaran and J. Woods, “Cloud computing technology: improving small busi-
ness performance using the internet,” Journal of Small Business & Entrepreneurship,
vol. 31, no. 6, pp. 495–519, 2019.

[55] S. Larbi, “Options for extending layer 2 on-premises networks to vmware cloud on
aws,” 2020. [Online]. Available: https://aws.amazon.com/blogs/apn/options-for-e
xtending-layer-2-on-premises-networks-to-vmware-cloud-on-aws/

[56] M. Sharif, V. Yegneswaran, H. Saidi, P. Porras, andW. Lee, “Eureka: A framework for
enabling static malware analysis,” in European Symposium on Research in Computer
Security. Springer, 2008, pp. 481–500.

[57] B. Cheng, J. Ming, J. Fu, G. Peng, T. Chen, X. Zhang, and J.-Y. Marion, “Towards
paving the way for large-scale windows malware analysis: Generic binary unpack-
ing with orders-of-magnitude performance boost,” in Proceedings of the 2018 ACM
SIGSAC Conference on Computer and Communications Security, 2018, pp. 395–411.

[58] McAfee, “Mcafee advanced threat defense - advanced detection for stealthy, zero-day
malware,” https://www.mcafee.com/enterprise/en-us/products/advanced-threat-d
efense.html, accessed in May. 2021.

[59] B. Inc, “Symantec content analysis - dynamic sandboxing,” https://docs.broadcom.
com/doc/malware-analysis-s400-s500-en, accessed in May. 2021.

[60] F. M. Analysis, “Safely execute and analyze malware in a secure environment,” https:
//www.fireeye.com/solutions/malware-analysis.html, accessed in May. 2021.

[61] A. Afianian, S. Niksefat, B. Sadeghiyan, and D. Baptiste, “Malware dynamic analysis
evasion techniques: A survey,” ACM Computing Surveys (CSUR), vol. 52, no. 6, pp.
1–28, 2019.

[62] M. Lindorfer, C. Kolbitsch, and P. M. Comparetti, “Detecting environment-sensitive
malware,” in International Workshop on Recent Advances in Intrusion Detection.
Springer, 2011, pp. 338–357.

[63] X. Chen, J. Andersen, Z. M. Mao, M. Bailey, and J. Nazario, “Towards an under-
standing of anti-virtualization and anti-debugging behavior in modern malware,” in
2008 IEEE international conference on dependable systems and networks with FTCS
and DCC (DSN). IEEE, 2008, pp. 177–186.

[64] A. Kapravelos, M. Cova, C. Kruegel, and G. Vigna, “Escape from monkey island:
Evading high-interaction honeyclients,” in International Conference on Detection of
Intrusions and Malware, and Vulnerability Assessment. Springer, 2011, pp. 124–143.

[65] D. Keragala, “Detecting malware and sandbox evasion techniques,” SANS Institute
InfoSec Reading Room, vol. 16, 2016.
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