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Abstract

MULTIPLE TRANSMITTER LOCALIZATION USING RECEIVED SIGNAL STRENGTH
MEASUREMENTS

Jaime E. Almodovar, Ph.D.

George Mason University, 2012

Dissertation Director: Dr. Jill Nelson

Cognitive radio (CR) is often described as a context-aware intelligent radio capable of

autonomous reconfiguration by learning from and adjusting to the radio environment. A

critical source of information for a CR network is the locations of emitters operating in a

particular frequency band, also known as primary transmitters. The use of this information

has been shown to improve aspects of communication such as power efficiency, probability

of interference, and data throughput. CR networks often estimate the location of primary

transmitters based on uncoordinated measurements that contain co-channel interference.

These measurements have different statistical properties than those without interference,

and thus conventional localization techniques intended for clean measurements cannot be

applied.

The work in this thesis explores the problem of using received signal strength (RSS)

measurements taken by a network of CR nodes to estimate the locations of multiple pri-

mary transmitters that operate simultaneously in a given geographical area. A probabilistic

model of the problem is developed, and algorithms to address location estimation chal-

lenges are proposed. Two approaches are proposed to solve the localization problem. The

first approach is based upon approximating the maximum likelihood (ML) estimate of the



transmitter locations when no interference is present, and is computed via non-linear mini-

mization at a centralized location. The second approach is based on the implementation of

a proximity-based, closed-form, linear estimator computed in a distributed fashion across

the network. The proposed algorithms provide a mechanism for CR users to obtain and/or

update their information about nearby primary systems and offer a trade-off between com-

putational complexity, fault tolerance, energy utilization and localization accuracy. Com-

parative analysis is performed in which all the trade off parameters are compared. This

analysis enables the study of system level trades related to the implementation of multiple

transmitter localization (MTL) algorithms. As a final extension of our work, the effects

of sensor mobility on the statistical properties of RSS observations and its implications

on ML-based MTL are studied. As part of this work, the proposed ML-based algorithm

is extended to take advantage of additional measurements enabled by sensor mobility. In

addition, we demonstrate that additional measurements can be used to iteratively reduce

overall measurement uncertainty and thus improve localization performance.



Chapter 1: Introduction

1.1 Background

The emergence of new wireless technologies centered around wireless multimedia services has

imposed new requirements on system capacity. These requirements come as a consequence

of the need to deliver increased data rates to users. The advances in information theory of

the last decades have made it possible to achieve channel information rates near Shannon’s

capacity limit by employing source and channel coding [1, 2]. This has allowed systems

to increase capacity without increases in bandwidth. However, we have reached a point

where the gap between Shannon’s capacity and the capacity achieved by current coding

techniques has significantly narrowed. Consequently, system designers have resorted to

utilizing more bandwidth as the method for supporting the data rate increases required by

the increasing demand. This need for more bandwidth has translated into growing demand

for electromagnetic spectrum, a resource perceived as scarse given the current spectrum

allocation scheme. Figure (1.1) shows the National Telecommunications and Information

Administration (NTIA) frequency allocation chart. This chart shows a fixed overcrowded

spectrum with little room for future growth. Faced with this problem, regulatory agencies

have been forced to provide new ways to utilize the spectrum. In the efforts to further

investigate the problem, several measurement campaigns have been undertaken. These

measurements reveal that there are regions of the electromagnetic spectrum that are heavily

underutilized [3]. Such findings put in question the suitability of the current spectrum

allocation scheme for supporting current and future usage patterns. In addition, the studies

discard the spectrum scarcity notion and suggest that it is more a spectrum management

problem.

These developments have sparked major research activity from industry, academia, and

1
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government. Efforts in the areas of engineering, economics and regulation have focused on

ways of solving this spectrum efficiency problem. As studies have suggested, the problem

lies in the fixed or static nature of the current spectrum allocation scheme. Therefore, in an

attempt to solve the problem, the research community has focused on alternative schemes

to the current static schemes. These alternatives are referred to as dynamic spectrum allo-

cation schemes. As presented in [4], dynamic spectrum access strategies can be categorized

under three broad models: 1) dynamic exclusive use, 2) open sharing, and 3) hierarchical

access. These schemes vary in the degree to which they would alter the current allocation

policy.

In the dynamic exclusive use model the current spectrum allocation policy is main-

tained, and added flexibility for the licensees is proposed in order to use the spectrum more

efficiently. Under such schemes, the licensees would be given the right to sell and trade

unused spectrum. An example of such a scheme would be a cell phone carrier selling or

leasing the right to use some of their spectrum during night time when traffic is low and

most of the spectrum lies idle. The main drawback of this type of scheme is that it does

not assure a solution to the problem since sharing is not mandated by regulations [5].

In an open sharing model, open sharing is allowed among peer users as the basis for

managing a spectral region. Under this model, different systems, each with its own set of

objectives, co-exist in a spectral region as peers. This model draws support from the success

of the industrial, scientific, and medical (ISM) frequency band in which wireless services can

operate in an unlicensed fashion as long as they conform to the FCC operating rules for that

band [6]. The challenge with this type of sharing model is designing operating rules that

are efficient, fair and that do not incentivize selfish behavior [7]. As the success of the ISM

band shows, schemes like these can work well (e.g. WiFi, ZigBee, and Bluetooth). However,

since open sharing models are based on a flat hierarchy, their widespread implementation

could encounter heavy opposition from licensed users with large operating infrastructures

that would have to be modified as a consequence of such a policy move.
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Figure 1.1: NTIA’s frequency allocation chart for the United States.

In the third category, the hierarchical access model, the concept of primary and sec-

ondary users is introduced. In this scheme, current licensees keep their rights to the spec-

trum and are considered the primary users. Primary users operate as usual without any

modification to their infrastructure, while secondary users are permitted to access unused

parts of the spectrum as long as they do not interfere with the primary users. Two main

approaches have been considered for this scheme: spectrum underlay and spectrum overlay.

In spectrum underlay, the secondary users utilize the spectrum by transmitting low spec-

tral density waveforms over the transmissions of current primary users (e.g. direct sequence

spread spectrum (DSSS) and ultra wideband (UWB) transmissions) [8,9]. This scheme im-

poses severe restrictions on the transmitted power of the secondary users because, in order

to avoid interfering, secondary users’ transmissions must be below the noise floor of primary

users’ receivers. In addition, this scheme does not directly target unused spectrum, as trans-

missions are spread equally over both used and unused frequencies. In contrast, spectrum

overlay, also known as opportunistic spectrum access (OSA), attempts to target unused
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spectrum directly in both time and space by having secondary users identify and exploit

these spectral opportunities [10]. In this case, transmission constraints are determined on

a case by case basis by the secondary users themselves, rather than by externally-imposed

fixed global constraints. Because of its seeming advantages in addressing the spectrum ef-

ficiency problem directly and with minimal impact to the current infrastructure, spectrum

overlay has received a great deal of attention from the research community, and significant

advances have been made.

Alternative spectrum access and allocation strategies are frequently considered within

the realm of Cognitive Radio. Cognitive radio (CR) was first proposed by Mitola [10] and

was built upon the software-defined radio (SDR) paradigm. In his work, Mitola describes

CR as a context-aware intelligent radio capable of autonomous reconfiguration by learning

from and adjusting to the radio environment. The term cognitive radio is often used inaccu-

rately when referring to dynamic spectrum access systems. However, the CR concept spans

more than just spectral efficiency as it covers a much broader paradigm in which many

aspects of a communication system can be improved by the use of cognition [11]. Power

efficiency, probability of interception, and interference mitigation are examples of potential

system characteristics that could be improved by the use of cognition. For example, if

a wireless communication system knows the geographical locations and frequencies of its

peers and of potential interferers, it could adapt using this information to avoid interfering

or being interfered with by, for example, transmitting on a different frequency and/or using

a directional antenna to transmit in the direction of its peer and away from the interfering

radio.

In the work presented in this thesis, we consider CR in the context of spectral efficiency,

more specifically CR networks that employ the spectrum overlay scheme of the hierarchical

access model of dynamic spectrum access strategies. These types of systems are referred

to as opportunistic spectrum access cognitive radio networks (OSACRNs). In OSACRNs,

secondary users, also called CR nodes, sense the spectrum across relevant frequencies to

determine when and with how much power they can transmit without causing harmful
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interference to any primary (licensed) communication systems operating in the same area.

This sensing process is referred to as spectral hole identification. Simple energy detection

approaches have been proposed for spectrum hole identification. In such approaches, each

node senses the electromagnetic energy in a particular frequency band and transmits only

if the sensed power falls below a certain threshold [12]. Recent work has argued that these

approaches fail to provide enough protection to the primary users against intolerable levels

of interference [13]. It has also been argued that spectrum sensing can be significantly

improved by incorporating knowledge about the primary system into the sensing process

[14, 15]. Moreover, recent field tests have revealed that knowledge of the primary users’

location and interference tolerance can dramatically improve spectrum sensing performance,

and therefore reduce interference to the primary system [16].

One proposed method for smarter spectrum sensing is to maintain a database with

information about the primary system; secondary users can then access the database to

assist them in making their channel usage decisions [17]. This database can be populated

by accessing FCC records or by storing estimates produced by the secondary network. We

consider the problem of using received signal strength measurements taken by the secondary

users to estimate the locations of multiple primary transmitters that operate simultaneously

in adjacent coverage areas. We develop a probabilistic model of the problem and propose

algorithms to address location estimation challenges. The proposed algorithms provide a

mechanism for secondary users to obtain and/or update their information about nearby

primary systems by processing distributed measurements. The efficiency of the algorithms

is also of interest, and hence we explore complexity-performance tradeoffs as well as the

distribution of computations over the network.

1.2 RSS-based Localization

Localization of an emitter based on measurements taken by a network of sensors is a problem

that has been studied extensively in the area of wireless sensor networks (WSNs) [18–20].
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Patwari et al. present a survey of work in this area [21]. In WSNs, measurements are taken

in a collaborative (or coordinated) fashion in which the emitter to be located either transmits

while the rest of the network listens, or it listens while a set of nodes transmits. On the

contrary, in OSACRNs, the secondary users must take measurements in an uncoordinated

fashion since the primary system and the secondary systems operate independently and do

not exchange information. As a consequence of this lack of coordination, measurements

taken by the secondary users often include energy from multiple emitters. This undesired

energy distorts the measurements, which are expected to contain energy from a single source,

and therefore reduce the accuracy of localization algorithms [22].

Patwari [21] describes the three main measurement types that have been considered

for transmitter localization: time-of-arrival (TOA), angle-of-arrival (AOA) and received-

signal-strength (RSS). We focus our work on RSS-based localization because of its relative

simplicity compared to the alternative methods. RSS measurement systems do not require

the precise synchronization or additional radio frequency (RF) hardware that TOA and

AOA systems respectively require. In addition, computing average power is a byproduct

of most spectrum sensing techniques, making the measurement readily available for other

algorithms to use. These are highly desirable characteristics to CR systems as CR nodes

are likely to be battery operated devices with limited power and computational resources.

When RSS measurements are used for multiple transmitter localization (MTL), each

observation is comprised of the sum of the received powers from all of the active transmitters

in the frequency band of interest. Each of these transmitted signals experiences random

variations due to blockages, reflections, and scattering. Two types of models are often used

for this type of impairment: 1) empirical, and 2) statistical. Empirical models are based

on measurements taken over a particular range of distances in a given frequency range

for a specific propagation environment [23, 24]. These measurements are then fitted into

formulas to capture average path loss as a function of distance and frequency. Statistical

models model the unknown characteristics of the propagation environment by defining path

loss as a random variable [25]. This form of modeling allows for more fidelity, as it allows
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the use of higher order statistics (e.g. variance) to define the propagation environment. In

addition, statistical models enable the use of probabilistic estimation techniques, such as

maximum likelihood, for parameter estimation.

In our work we assume a statistical model called lognormal shadowing to model the

random path loss variations experienced by each transmitted signal [25, 26]. Lognormal

shadowing is commonly used for this purpose and has been empirically confirmed in both

indoor and outdoor propagation environments [27, 28]. Under this model, received power

is assumed to be a random variable with a lognormal distribution. The lognormal model

also assumes that the received signal is time-averaged for a long enough period, so that the

small scale variations due to multi-path fading are removed.

MTL is a special case of the multiple source parameter estimation problem. This prob-

lem has been studied in the fields of underwater acoustics and array processing, but most

of the work has focused on Gaussian noise models [14, 29–32]. In the case of RSS-based

MTL, the observations are comprised of a sum of lognormal random variables. This sum

of lognormal random variables does not yield a Gaussian distribution; hence conventional

probabilistic approaches to the problem cannot be applied. Moreover, no closed-form prob-

ability density function exists to model this phenomenon, adding to the complexity of the

problem.

1.3 Related Work

A modest amount of work has been done in the area of RSS-based localization in OS-

ACRNs. Most of the work in this area has concentrated on localization when only a single

transmitter is present in the sensor measurements. Mark and Nasif have studied the single

transmitter localization problem in the context of spectral sensing and estimated the maxi-

mum interference-free transmit power (MIFTP) [15]. In their work, they demonstrate how

knowledge of the primary transmitter’s location can be utilized to maximize transmission

power while remaining below an allowed interference level. Dogandzic and Amran [33] have

derived an EM solution to the single transmitter localization problem under a composite
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gamma-lognormal channel model [34], but even in that case the solution is highly complex,

requiring multivariate numerical integration. The use of the composite gamma-lognormal

channel model in [33] attempts to combine the effects of both fading and shadowing on the

observations of received power. Kim et al. employ a linear approximation to the relation

between RSS measurements and transmitter location to frame a constrained optimization

problem to estimate the transmitted power and location of a single transmitter under lognor-

mal shadowing [35]. Their proposed approach involves a weighted least squares technique in

which a weighting vector is derived to account for differences in shadowing seen by different

sensors. Although Kim’s approach offers a simple closed-form solution to the problem, it

relies on a measurement model in which the shadowing is time-averaged at every sensor,

rendering its use impractical in real world environments where shadowing noise is random

in the spatial domain and cannot be averaged out over time. Nasif and Mark extended

their work presented in [15] to develop an estimate of the MIFTP when multiple primary

transmitters are present [22]. As part of this work, Mark and Nasif develop an approxi-

mated maximum likelihood estimate of transmitter locations under lognormal shadowing.

Their approach estimates the location of a transmitter by maximizing an approximated

likelihood function given knowledge about the interferer locations. Although the technique

is shown to yield accurate results, the algorithm relies on obtaining estimates of the inter-

ferer locations from an external entity. In [36], Nelson et al. studied the MTL problem and

derived a quasi EM approach to estimate locations under lognormal shadowing. The quasi

EM technique is an iterative algorithm that estimates the location of multiple transmitters

by, at each iteration, assigning a percentage of the received power to each transmitter and

computing their location estimates independently. In their work, Nelson et al. show that

given an adequate number of algorithm iterations and starting points, the algorithm can

achieve a 3 dB accuracy gain over particle swarm optimization [37], a commonly used global

optimization technique. In addition, the quasi EM algorithm requires no prior estimates of

the interferer locations.
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1.4 Summary of Contributions

As one of our contributions to the area of RSS-based localization in OSACRNs, we propose

an estimation approach called Interference Subtraction (IS). The IS approach segments

the MTL problem into independent single transmitter localization tasks. The algorithm

approximates the maximum likelihood (ML) location estimate of a single transmitter by

estimating the expected interference and removing it from the observations at each receiver.

One of the primary objectives of the algorithm is to reduce computational complexity be-

yond that of existing algorithms [14,33,38], thus we employ the IS methodology to develop

a low-complexity IS algorithm. The proposed algorithm outperforms competing algorithms

by as much as 3 dB when computational complexity is constrained, thus offering the cogni-

tive radio system designer a tradeoff between performance and computational complexity.

The concept of IS can be applied to other estimation techniques. To demonstrate that,

we propose the application of the IS method to develop an IS-based EM algorithm that

iteratively estimates transmitter locations by estimating and subtracting the expected in-

terference level at each receiver. The IS-based EM differs from the quasi EM of [36] in that

the expectation step is performed based on subtraction of the interference from the obser-

vations, while the quasi EM performs it based on apportioning the total received power

to each transmitter. The IS-based EM algorithm allows us to derive an approximation to

the EM algorithm for solving the MTL problem, to which the conventional EM algorithm

cannot be applied.

As part the IS framework, we have developed a novel interference analysis in which a

closed-form approximation to the density function of the interference is derived. This model

is crucial to the application of IS and could be useful in problems such as radio coverage,

where co-channel interference is an issue.

To further our contribution, we have extended and applied prior work on information

dissemination and linear single transmitter localization to develop a linear distributed MTL

algorithm, namely the MTWARL algorithm. The algorithm utilizes a linear, closed-form,

proximity-based location estimator, the weighted average receiver location, to iteratively
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cluster and estimate transmitter locations. The algorithm employs a randomized pair-wise

gossip algorithm to perform computations in a distributed fashion. The MTWARL algo-

rithm provides an alternative localization algorithm that avoids the computational chal-

lenges inherent to ML approaches in which nonlinear minimizations are required to be

solved. In addition, it offers the capability of performing computations distributedly, a fea-

ture that adds fault tolerance by eliminating single points of failure. We have shown that

for large number of sensor nodes, the MTWARL algorithm can achieve greater localization

accuracy than that of the IS-based centralized algorithms, while using as little as half of

the energy in heavily obstructed communication environments. As part of this work, the

convergence properties of the randomized pair-wise gossip algorithm are studied and the

configuration that minimizes the lower bound on convergence time is derived. This result is

critical to reducing the energy utilization of the MTWARL algorithm. Concluding our con-

tribution to this topic, comparative analysis is performed in which the localization accuracy,

energy utilization and computational complexity of the proposed distributed algorithm are

compared to those of the competing centralized algorithms. This analysis enables the study

of system level trades related to the implementation of MTL algorithms.

As a final contribution to RSS-based localization in OSACRN’s, we have studied the ef-

fects of sensor mobility on the statistical properties of RSS observations and the implications

that such behavior has on ML-based MTL. Our studies of these topics have revealed that

the correlation of lognormal shadowing is the principal effect of this behavior on our system

model. We have also found that the effects of correlated shadowing on MTL are minimal

and that the gains obtained by additional processing to account for it are too small to jus-

tify large increases in computational complexity. As part of this work, the LCIS algorithm

has been extended to take advantage of the additional measurements enabled by sensor

mobility. We have demonstrated that additional measurements can be used to iteratively

reduce overall measurement uncertainty and thus improve localization performance.
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1.5 Thesis Outline

The remainder of the thesis is organized as follows. In Chapter 2, we delve in detail

into the MTL problem and present a framework that leads to a proposed approach to

address the problem. We begin by defining a system model. An interference analysis

follows in which a statistical model is developed for the measurement interference. We

then present the proposed localization algorithms, both of which are based on a novel

technique called interference subtraction (IS). Following that, we extend one of the proposed

algorithms to jointly estimate location and transmitted power. We continue the chapter

with a performance analysis of the IS technique in which we demonstrate the mechanisms by

which it reduces the effects of the interference, thus improving location estimation accuracy.

We conclude the chapter with simulation results of the algorithms presented. In Chapter 3,

the work of Chapter 2 is extended and a linear distributed approach to MTL is explored.

We begin the chapter with background information on the topic. In the subsequent section,

the proposed distributed algorithm, the MTWARL, is presented in detail. Following that,

we analyze the convergence of the gossip algorithm employed by the MTWARL algorithm

and derive the gossip configuration that minimizes the lower bound on convergence time.

We conclude the chapter with a comparative analysis in which the localization accuracy,

energy utilization and computational complexity of the proposed distributed algorithm are

compared to those of the competing centralized algorithms. In Chapter 4, we explore

the effects of sensor mobility to MTL. We start the chapter presenting how the system

model is extended to reflect this behavior. We continue the chapter with an analysis of

the implications that those system model changes have on ML-based MTL. Following that,

we present a treatment of the effects of correlated shadowing to localization accuracy. The

chapter is concluded with a discussion on exploiting sensor mobility to increase localization

accuracy. Chapter 5 finalizes the thesis with discussions on conclusions and future work.



Chapter 2: Interference Subtraction for Estimating the

Locations of Multiple Transmitters

In this chapter, we delve in detail into the multiple transmitter localization problem and

propose two algorithms to address it, both of which are based on a novel technique called

interference subtraction (IS). We start the chapter by defining a system model and per-

forming an analysis of the measurement interference, which is defined as the portion of the

received power coming from transmitters other than the one of interest. We then present the

proposed algorithms, which are followed by a performance analysis and simulation results.

2.1 System Model

Consider M primary transmitters and N cognitive radio nodes (also referred to as sensors

or receivers) located within a square region of arbitrary area. We assume that the locations

of the primary transmitters are unknown and are denoted by θ = [θ1 θ2 . . . θM ]T ,

where θi denotes the two-dimensional location of the ith transmitter. The locations of

the N sensors are assumed to be known but arbitrary. The cognitive radio nodes may be

affixed, for example, to vehicles or to individuals, and hence their locations will be defined

by the activities of the “carriers” rather than by the best geometry for obtaining reliable

transmitter location estimates.

We assume a log-distance path loss model [39] such that the noise-free received power

at the jth receiver from the ith transmitter is given by

Pij = P Ti ρ

(
d0
dij

)γ
, (2.1)

12
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where P Ti is the power transmitted by the ith transmitter, ρ is a constant set by the

frequency of operation and antenna properties, d0 is a reference close-in distance from

the ith primary transmitter, dij is the two-dimensional Euclidean distance from the ith

transmitter to the jth receiver, and γ is the path loss exponent. The log-distance model is

a simplified linear (in the log domain) piecewise model, with two segments, where free-space

propagation is assumed up to distance d0 and non-free-space propagation is assumed for

distances greater than d0. Typical values for the close-in distance are 1-10 meters for indoor

environments and 10-100 meters for outdoor environments. The path loss exponent γ sets

the rate at which the signal attenuates with distance; its value depends on the propagation

environment. Typical values of γ range between 2, for free-space propagation, and 6, for

heavily cluttered urban environments [25].

Let r(dB) = [r1(dB) r2(dB) . . . rN(dB)]
T , where rj(dB) denotes the observed power at the

jth cognitive radio node measured in dB. Each received power observation rj(dB) represents

an aggregate of the energy emanating from all primary transmitters in the cognitive ra-

dio node’s vicinity. The contribution of each primary transmitter to rj(dB) is affected by

obstructions and clutter according to a lognormal shadowing model. This relation can be

expressed as

rj(dB) = 10 log10

(
M∑
i=1

rij

)

= 10 log10

(
M∑
i=1

Pijκij

)
,

(2.2)

where rij is power received at the jth node from the ith primary transmitter measured in lin-

ear units, and κij = 10
Xij
10 is the lognormal shadowing noise affecting each transmitter-node

link. Each Xij is assumed to have a Gaussian distribution with mean 0 and variance σ2ij . We

assume independent and homogeneous lognormal shadowing across all nodes, thus σ2ij = σ2.

The independence assumption is valid as long as there is sufficient separation between nodes
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to ensure that the signals observed at each node undergo independent obstruction effects

[40]. In addition, all transmitters are assumed to transmit with equal known powers, thus

P Ti = P T is a known constant. This assumption is carried throughout the first sections

of this chapter for the purpose of narrowing the scope of the work. In practice however,

estimation of transmitted power would be required. This point is addressed in Section 2.4,

where this assumption is removed and estimation of transmitted power is incorporated into

the localization problem.

When considering the problem of estimating transmitter locations in an environment

where multiple transmitters are concurrently active, it is helpful to express the measure-

ments in terms of desired and interfering quantities. With that in mind, we can designate

one of the transmitters as the desired transmitter and rearrange equation (2.2) as follows:

rj(dB) = 10 log10(rmj) + 10 log10

1 +
M∑

i=1,i 6=d

rij
rmj


= rmj(dB) + εmj , (2.3)

where rmj(dB) = 10 log10(rmj), m ∈ [1, 2, ...,M ] is the received power at the jth node

from the desired or main primary transmitter, and εmj = 10 log10(1 +
∑M

i=1,i 6=d
rij
rmj

) is the

undesired or interference term affecting the measurement of received power from mth trans-

mitter. As equation (2.3) shows, the interference term εmj is additive, a desired property

in the development of our localization techniques. This interference term will be referred

to as the interference noise throughout this dissertation.

2.2 Interference Analysis

In this section, we perform statistical analysis of the interference noise with the objective

of gaining insight into its behavior and its effect on the transmitter localization problem.

For simplicity, we start our analysis with the two primary transmitter case (M = 2). The
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analysis is then extended to a general case where more than two primary transmitters are

present.

2.2.1 Two Transmitter Analysis

To understand the effects of the interference on the estimation process, we study the statis-

tics of the interference noise εmj . We first consider its probability density function (pdf).

As defined in (2.3), when two transmitters are present, the interference noise affecting the

received power contribution from transmitter 1 (m = 1) measured at the jth receiver is

given by

ε1j = 10 log10

(
1 +

r2j
r1j

)

= 10 log10

(
1 +

(
d1j
d2j

)γ
10

(X2j−X1j)

10

)
. (2.4)

The interference affecting the measurement from primary transmitter 2, ε2j , can be com-

puted in similar manner. Since ε1j is the log of the random variable 1 +
r2j
r1j

and the

distribution of 1 +
r2j
r1j

can be determined, the distribution of ε1j can be straightforwardly

obtained by applying geometric reconstruction [41]. To determine the distribution of the

term 1 +
r2j
r1j

, we note that
r2j
r1j

is a lognormal random variable with parameters given by

µint = 10γ log10

(
d1j
d2j

)
σint =

√
2σ, (2.5)

where µint and σint are the mean and variance, respectively, of the Gaussian distribution

characterizing the term 10 log10(
r2j
r1j

). Thus, the distribution of 1 +
r2j
r1j

is a shifted version

of the lognormal distribution that characterizes
r2j
r1j

, in which the mean is augmented by 1

as shown in Figure 2.1.
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Figure 2.1: Probability density function of
r2j
r1j

and 1 +
r2j
r1j

for σ = 6, γ = 3 and
d1j
d2j

= 2.

Given the above information, we can apply geometric reconstruction to obtain the pdf

of ε1j as

fε(ε) =
10ε/10

σint
√

2π(10ε/10 − 1)
exp

−(10 log10(10ε/10 − 1)− 10γ log10(
d1j
d2j

))2

2σ2int

 . (2.6)

Note that for clarity we dropped the subscripts and use ε to denote the interference noise

random variable. Equation (2.6) shows that with equal transmitted powers, the pdf of

ε1j has three parameters:
d1j
d2j

, σ2int, and γ. It also shows that, unlike the statistics of

shadowing noise in a homogeneous environment, the statistics of the interference noise at
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each cognitive radio node vary depending on the CR node location relative to the desired

and interfering transmitter locations. This information suggests that one could reduce the

effects of interference by configuring sensors in a way that minimizes interference noise.

Figure 2.2 shows a set of pdfs corresponding to the interference noise ε for different distance

ratios
d1j
d2j

, σ2int = 16 and γ = 3. The figure illustrates that in contrast to shadowing noise,

Figure 2.2: Probability density function of the interference noise ε

the interference noise term is always positive. This is expected, since the interference is

undesired signal power from other receivers. Figure 2.2 also shows that the distribution of

the interference noise is highly dependent on the distance ratio
d1j
d2j

. This quantifies what

one would expect, that when the main transmitter is much closer to a receiver than the

interferer (a smaller distance ratio), the interference noise density concentrates near zero

and has a small spread. On the other hand, when the interferer is much closer to a receiver

than the main transmitter (a larger distance ratio) the interference noise pdf flattens as its



18

variance increases.

Now that we have an expression for fε(ε), we can derive expressions for the interference

noise statistics. In our analysis we are interested in the expected value and variance, as they

provide valuable insight into the behavior of the interference noise. Since the expression for

the density function (2.6) is not integrable, we compute these statistics by numerical integra-

tion, using Gauss-Laguerre (GL) quadrature [42] to approximate the expectation integrals.

The expression for the GL quadrature approximation of the mean of the interference noise

is given by

E [ε] =

∫ ∞
0

εfε(ε)dε

=

∫ ∞
0

exp(−ε) [exp(ε)εfε(ε)] dε

=

N∑
n=1

wn exp(an)anfε(an) +RN , (2.7)

where an are the abscissas or nodes, wn are the weights or coefficients, and N is the in-

tegration order. GL quadrature is an extension of the Guassian quadrature method for

integrals of the form
∫∞
0 exp(−x)f(x)dx where the roots of Laguerre polynomials are used

as abscissas [42]. The abscissas and weights for GL quadrature formulas can be found in

[43]. Substituting equation (2.6) into (2.7), and removing the remainder RN , we define an

estimate of the mean of ε, Ê [ε], as follows

Ê [ε] =

N∑
n=1

wn exp(an)an10an/10

σint
√

2π(10an/10 − 1)
exp

−(10 log10(10an/10 − 1)− 10γ log10(
d1j
d2j

))2

2σ2int

 . (2.8)

Figure 2.3 shows the impact of N on the accuracy of Ê [ε]. This is accomplished by comparing

Ê [ε] to the results obtained from a Monte Carlo simulation of the interference noise ε. As
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the figure shows, E [ε] can be approximated with negligible approximation error by Ê [ε] with

N = 20.

Figure 2.3: Ê [ε] as a function of
d1j
d2j

for different Gauss-Laguerre integration orders, N

(σint = 2
√

2 and γ = 3)

Similarly for the variance of ε, we can express its GL quadrature approximation and

estimate as follows

V [ε] =

∫ ∞
0

(ε− E [ε])2fε(ε)dε

=

N∑
n=1

wn exp(an)(an − E [ε])2fε(an) +RN , (2.9)

V̂ [ε] =

N∑
n=1

wn exp(an)(an − Ê [ε])210an/10

σint
√

2π(10an/10 − 1)
exp

−(10 log10(10an/10 − 1)− 10γ log10(
d1j
d2j

))2

2σ2int

 .

(2.10)
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Figure 2.4 shows the impact of N on the accuracy of V̂ [ε], which is also accomplished by

comparing V̂ [ε] to the results obtained from a Monte Carlo simulation of the interference

noise ε. As the figure shows, V [ε] can also be approximated with negligible approximation

error by V̂ [ε] with N = 20.

Figure 2.4: V̂ [ε] as a function of
d1j
d2j

for different Gauss-Laguerre integration orders, N

(σint = 2
√

2 and γ = 3)

Figure 2.5 shows the computed statistics of the interference noise term ε versus distance

ratio for different values of σint and γ. Each row of plots corresponds to a value of γ, and

the columns correspond to the expected value and the standard deviation of ε, respectively.

The range of values plotted allows us to study the behavior of the interference in a variety

of propagation environments. The low values of γ and σint correspond to rural areas with

little propagation obstructions, whereas high values of these parameters represent urban

areas with significant propagation obstructions [39]. Concurrent low values of γ and high

values of σint and vice versa are unlikely in practice but are presented for completeness. The
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plots also confirm what the pdf in Figure 2.2 suggests: as
d1j
d2j

increases, both the expected

value and standard deviation of the interference noise increase. Another relation evident in

the plots is that the expected value and standard deviation of the interference noise increase

with larger σint. This is also expected as the more uncertainty the channel introduces, the

more uncertainty the interference will have. Finally, it is noted that the path loss exponent

γ affects the values of the interference noise statistics. This is evident at low distance

ratios where both the mean and standard deviation of the interference noise decrease with

larger γ. However, this effect dissipates as the distance ratio reaches one. This gradual

decrease in the effect of γ on the statistics of ε is due to the power decay of electromagnetic

waves as they propagate through the wireless channel, which is proportional to d−γ . For

larger values of γ, the transmitted signals undergo much more attenuation before arriving

at the receiver, and therefore the expected interference and interference shadowing effects

are smaller. When
d1j
d2j

= 1, signal power from both the main and interfering transmitters

experience the same path loss and therefore γ has no effect on the interference statistics.

2.2.2 General Case Analysis (M > 2)

The analysis for M > 2 proceeds similarly to that for M = 2. The main difference between

the two is that the pdf of the interference noise fε(ε) is estimated rather than derived in

closed-form. Once fε(ε) is estimated, the same numerical procedure is used to estimate the

mean and variance of ε.

As defined in equation (2.3), the interference noise affecting the received power mea-

surements from the mth transmitter taken by the jth receiver when M transmitters are

present is given by

εmj = 10 log10

1 +

M∑
i=1,i 6=m

rij
rmj

 , (2.11)

where m is the subscript that identifies the main or desired primary transmitter to the
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Figure 2.5: Expected value and standard deviation of interference noise vs. distance ratio
d1j
d2j

for γ = 2 (top), γ = 3 (middle), and γ = 4 (bottom).
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receivers estimating its location. Equation (2.11) shows that inside the logarithm is a

summation of (M − 1) lognormal random variables. Since no analytic distribution exists

for the sum of lognormals, we use the Fenton-Wilkinson method [44] to approximate the

sum of lognormal random variables by a single lognormal random variable z with different

mean and variance that are determined by the parameters of the individual lognormals in

the sum. Using this approach, the pdf of εj can be approximated in the form of equation

(2.6), which allows the computation of the expectation integral to obtain Ê [ε] and V̂ [ε] as

in equations (2.8) and (2.10), respectively.

The resulting approximated interference noise ε̂mj is given by

ε̂mj = 10 log10 (1 + z) . (2.12)

The parameters µz and σz of the resulting lognormal random variable z are given by

σz =
1

λ

ln

(exp(σ2int)− 1)
∑M−1

k=1 exp(2µk)(∑M−1
k=1 exp(µk)

)2 + 1




1
2

(2.13)

and

µz =
1

λ

(
σ2int − σ2zλ2

2
+ ln

(
M−1∑
k=1

exp(µk)

))
, (2.14)

where λ = 10/ ln(10) is a constant, and µk = 10γ log10(
dmj
dkj

) and σint =
√

2σ are the

parameters of the individual lognormals. Incorporating the values of µz and σz into equation

(2.6), the resulting estimated pdf is given by

fε̂(ε̂) =
10ε̂/10

σz
√

2π(10ε̂/10 − 1)
exp

(
−(10 log10(10ε̂/10 − 1)− µz)2

2σ2z

)
. (2.15)
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Again, the subscript in ε̂mj has been dropped for clarity. With an expression for fε̂(ε̂), we

can now compute the expected interference noise Ê [ε̂] and variance V̂ [ε̂] akin to (2.8) and

(2.10) as

Ê [ε̂] =
N∑
n=1

wn exp(an)an10an/10

σz
√

2π(10an/10 − 1)
exp

(
−(10 log10(10an/10 − 1)− µz)2

2σ2z

)
(2.16)

and

V̂ [ε̂] =
N∑
n=1

wn exp(an)(an − Ê [ε̂])210an/10

σz
√

2π(10an/10 − 1)
exp

(
−(10 log10(10an/10 − 1)− µz)2

2σ2z

)
. (2.17)

In contrast with (2.8) and (2.10), which are a function of the distance ratio
d1j
d2j

, equations

(2.16) and (2.17) are a function of the set of M−1 distance ratios
dmj
dij

, i ∈ [1, 2, · · · ,M ], i 6=

m. These distance ratios are introduced in the computation of the equivalent lognormal

parameter µz. Since µz is an increasing function of a sum of exponentials of the log-distance-

ratios, (2.16) and (2.17) are also increasing functions of the distance ratios (as (2.8) and

(2.10) are). This generalizes the behavior observed in the two transmitter case with respect

to the distance ratios.

Figure 2.6 shows a comparison of the expressions (2.16) with the result of a Monte Carlo

simulation of the interference noise for M = 3. As the figure shows, (2.16) approximates the

actual expected value of the interference noise within a small error. The figure also shows

an increase in absolute error with distance ratio and a maximum error of approximately

0.115 dB. For clarity of presentation, the distance ratios for all interfering transmitters were

assumed to be equal. However, similar results are obtained when different distance ratios

are observed. As in the two transmitter case, an integration order of N = 20 is used.
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Figure 2.6: Simulated and analytical approximation of E [ε] for M = 3, σ2 = 36, and γ = 3.

2.3 Location Estimation of Multiple Transmitters

In this section we present a technique to estimate the locations of multiple transmitters

emitting in the same frequency band. The technique has been named interference sub-

traction (IS) and is based upon approximating the maximum likelihood (ML) estimate

of the transmitter locations when no interference is present. The IS technique segments

the multiple transmitter localization problem into independent single transmitter localiza-

tion tasks by estimating the interference and subtracting it from the observations. The IS

methodology can be applied to different estimation techniques and thus offers several ways

of estimating the location of multiple transmitters. This trait allows the IS algorithm to

offer the flexibility of trading performance for computational complexity and vice versa.

We begin by presenting the ML estimator of the location of a single transmitter. This

serves as an introduction since the IS technique is based on approximating this estima-

tor. A subsection on the low-complexity IS algorithm will follow in which we present an
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application of the IS methodology to develop a low-complexity estimation algorithm for

multiple transmitter localization. We conclude the section by presenting an application of

the IS methodology to develop an expectation maximization (EM) algorithm to address the

multiple transmitter localization problem. This subsection is preceded by an introduction

of the EM algorithm. The two algorithms discussed in this section bring light to the design

tradeoff between estimation performance and computational complexity.

2.3.1 Maximum Likelihood Location Estimate of a Single Transmitter

The ML estimate θ̂ML of the location vector θ of a single transmitter based on the observed

power measurements at each cognitive radio node is given by

θ̂ML = arg max
θ
f(r(dB)|θ), (2.18)

where f(r(dB)|θ) is the likelihood function of the observations r(dB) conditioned on the

transmitter location θ [45]. When only one transmitter is present, the observed power at

each node can be expressed as

rj(dB) = 10 log10 (Pjγj)

= 10 log10 (Pj) +Xj . (2.19)

Note that Pij = Pj and Xij = Xj since only one transmitter is active. Since Xj is Gaus-

sian, the received power rj(dB) is also a Gaussian random variable, and thus the likelihood

function of the observation vector rdB is given by

f(r(dB)|θ) =
N∏
j=1

1√
2πσj

exp

(
−(rj(dB) − µj(θ))2

2σ2j

)
, (2.20)



27

where µj(θ) = E[rj ] = 10 log10(Pj) is the expected received power at the jth sensor and

is a function of the primary transmitter location θ. Taking the natural logarithm on both

sides to obtain the log-likelihood function, letting σj = σ for homogeneous shadowing, and

substituting into (2.18), the ML estimate is obtained by solving

θ̂ML = arg min
θ

N∑
j=1

(rj(dB) − µj(θ))2. (2.21)

Equation (2.21) represents the result that the IS-based algorithms seek to approximate.

This minimization is typically done through search algorithms, since obtaining the minimum

through partial derivatives results in a complicated system of equations that is not easily

solved.

2.3.2 Low-Complexity Interference Subtraction Algorithm

As mentioned in Section 2.2.2, when multiple transmitters are transmitting simultaneously,

the observed received power at each node is given by (2.2), where
∑M

i=1 rij represents

a sum of lognormal random variables. Since no analytic distribution exists for the sum

of lognormal random variables, no closed-form expression for P (r(dB)|θ) can be obtained,

making computation of θ̂ML intractable. The IS technique circumvents this problem by

approximating the single transmitter case. This is accomplished by estimating the expected

interference and subtracting it from the received power measurements at each receiver.

One way of implementing IS is to form sensor clusters that perform independent single

transmitter localization. In each cluster, one primary transmitter is assumed to be the main

emitter, and the remaining transmitters are treated as interference. Based on the initial

location estimates generated by each cluster, the interference power at each receiver is

estimated and used to adjust the received power measurements. The adjusted observations

are then used to compute an approximated ML estimate of the main emitter for each

cluster via (2.18). The procedure for computing the location estimates via this algorithm
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is as follows:

1. Cluster receivers into M sets.

2. Generate one initial transmitter location estimate per cluster θ̂(0) = [θ̂
(0)
1 θ̂

(0)
2 . . . θ̂

(0)
M ]T

according to

θ̂io = arg min
θi

Ki∑
j=1

(rj(dB) − E[rij(dB)|θi])2, (2.22)

where i = 1, . . . ,M , and Ki is the number of receivers in the ith cluster.

3. For each receiver, compute the adjusted observed power by subtracting an estimate

of the received power due to interfering transmitters. The estimated received power

at the jth node from the ith transmitter is computed according to

r̂ij = rj − E[εij |θ̂(0)], (2.23)

where E[εij |θ̂(0)] is the expected interference noise given the estimated location θ̂(0).

4. Refine initial location estimates generated in Step 2. The refined estimates θ̂ =

[θ̂1 θ̂2 . . . θ̂M ]T are computed according to

θ̂i = arg min
θi

K∑
j=1

(r̂ij(dB) − E[rij(dB)|θi])2, (2.24)

where i = 1, . . . ,M .

5. Choose the final location estimates by evaluating a cost function given by

θ̂IS = arg min
ϕ

(−1)

N∏
j=1

f̃(rj(dB)|ϕ), (2.25)
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where f̃(rj(dB)|θ̂Pi) is the approximated likelihood function computed using the Fenton-

Wilkinson lognormal approximation [44], and ϕ can take the values of the 2M possible

combinations of estimates in θ̂ and θ̂(0) (e.g., for M = 2, ϕ takes the values of the

rows of in [θ̂1 θ̂2 ; θ̂1 θ̂
(0)
2 ; θ̂

(0)
1 θ̂2 ; θ̂

(0)
1 θ̂

(0)
2 ]).

The algorithm begins by forming clusters of receivers. We use the k-means algorithm to

perform clustering based on geographic proximity [46]. The k-means algorithm partitions

the observations into clusters by iteratively assigning each observation to the cluster with

the nearest center of mass. Since interference statistics are closely related to the relative

distances between receivers and transmitters, clustering based on proximity helps maintain

homogeneous interference statistics across the cluster. Also, because the receivers and

transmitters are assumed to be uniformly distributed across the area of interest, proximity-

based clustering can be viewed as a first tier of interference rejection, as it increases the

likelihood of a cluster sharing the closest transmitter as the one to be estimated. Although

k-means was used, any alternative clustering algorithm could potentially be used for this

task. Once the receivers are clustered, a first set of estimates θ̂(0) are computed according

to equation (2.22).

In Step 3, the expected interference given θ̂(0) is estimated. This is done by computing

the conditional expectation E[εij |θ̂(0)], which is computed by numerical integration of the

expectation integral
∫∞
0 εfε(ε)dε as discussed in Section 2.2. This estimate is then used

to subtract the interference from the observations rdB. In Step 4 of the algorithm, new

estimates are computed based on the adjusted observations. At the end of Step 4, we have

2M possible sets of estimates, and we use the cost function (2.25) to determine which set of

location estimates is chosen as the final set of estimates. In contrast to the cost function used

for Steps 2 and 4, the cost function of Step 5 is global, i.e., it is a function of all transmitter

locations. A global cost function allows us to use an independent relation to obtain relative

accuracy without having to minimize a complicated multidimensional function.

The main advantage of the IS algorithm is its low computational complexity compared
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to other methods presented in the literature [36]. As our simulation results will show, given

computational complexity constraints, the IS algorithm outperforms other approaches by a

significant margin. In addition, competing approaches require as much as an order of mag-

nitude increase in computational complexity to obtain a significant increase in performance.

2.3.3 Interference Subtraction and the EM Algorithm

In this subsection we apply the IS methodology to develop an IS-based EM algorithm for

multiple transmitter localization, a problem to which the conventional EM algorithm cannot

be applied. We begin with a general description of the EM algorithm. The derivation of

the IS-based EM algorithm follows.

The EM Algorithm

The EM algorithm is an iterative procedure to approximate the ML estimate of a param-

eter whose associated realizations are not directly observed. The underlying theory of the

algorithm was initially presented independently by several researchers [47, 48]. However,

Dempster et al. [49] unified the theory and proved its convergence. A general statement of

the algorithm, as presented in [50], is given below.

Let Y denote the sample space of the observations, and let y denote an observation

from Y . Let X denote the underlying space and let x be an outcome from X. The data x

is referred to as the complete data, and it is not observed directly. It is only observed by

means of y, where y = y(x) and y(x) is a many-to-one mapping, i.e. an observation of y

determines a subset of X. Given this naming convention, the observation y is also referred

to as incomplete data. The pdf of the complete data is f(x|θ), where θ is a set of parameters

of the density function. The pdf of the incomplete data is g(y|θ), and Ly(θ) = ln g(y|θ) is

the log-likelihood function.

It is desired to find θ to maximize the likelihood function ln f(x|θ); however, the data

needed to compute this function is not available. In this situation, we use the EM algo-

rithm to maximize the expectation of ln f(x|θ) given the observed data y and a previously
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computed estimate of θ. This two-step process is performed as follows:

1. E-step:

Let θ[k] be the estimate of the parameters at the kth iteration. Compute the expected

likelihood of the complete data given the observation y and the unknown parameter

θ

Q(θ|θ[k]) = E [Lx(θ)|y, θ[k]], (2.26)

where Lx(θ) = ln f(x|θ) is the log-likelihood function of the complete data x.

2. M-step:

Compute the value θ[k+1], which maximizes Q(θ|θ[k]) as follows:

θ[k+1] = arg max
θ
Q(θ|θ[k]) (2.27)

The EM algorithm consists of performing these two steps iteratively until convergence i.e.

when
∥∥θ[k] − θ[k−1]∥∥ < ν, where ν is chosen to be arbitrarily small or to meet a particular

objective. Convergence of the EM algorithm to a local maximum is guaranteed since the

algorithm increases the likelihood function at each iteration. However, this maximum is

not assured to be a global maximum, and hence the algorithm is often seeded with multiple

initial conditions in order to increase the likelihood of convergence to a global maximum.

Detailed treatment on the convergence properties of the EM algorithm can be found in [51].

Multiple Transmitter Localization via the EM Algorithm

The problem of multiple transmitter localization via received signal strength does not admit

a straightforward application of the EM algorithm, as the complete data cannot be straight-

forwardly separated or estimated [36]. The observation is a logarithmic function of a sum

of lognormal random variable, which prevents the derivation of a closed form expression for

E [Lx(θ)|y, θ[k]], complicating the expectation step of the EM algorithm. The IS technique
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solves this problem by providing a way of estimating the complete data and facilitating the

estimation of E [Lx(θ)|y, θ[k]].

Recall that the received power at the jth cognitive radio node is given by

rj(dB) = 10 log10(rmj) + 10 log10

1 +

M∑
i=1,i 6=m

rij
rmj


= rmj(dB) + εmj .

The received powers from the desired transmitter rmj(dB), m ∈ [1, 2, ...,M ], can be defined

as hidden variables. The complete data is then given by the matrix

H =



h1

h2
...

hM


, (2.28)

where the row vectors hm =
[
rm1(dB), rm2(dB), · · · , rmN(dB)

]
, m ∈ [1, 2, ...,M ], represent

the power received at the cognitive radio nodes from the mth transmitter, i.e., the hidden

variables.

Given a current estimate of the primary transmitter locations θ[k], we us the IS algorithm

to estimate the hidden data and construct an expected likelihood function to be maximized.

We estimate the hidden data by subtracting the expected interference generated by other

(not main) transmitters from the observed data at each receiver. The expected interference

is estimated as per Section 2.2, using equation (2.8) or (2.16), depending on the value of
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M . We define the M ×N interference matrix as

Ê
[k]

=



ε̂1

ε̂2
...

ˆεM


, (2.29)

where the row vectors ε̂m = [E [εm1|θ[k]], E [εm2|θ[k]], · · · , E [εmN |θ[k]]], m ∈ [1, 2, ...,M ], con-

tain the estimated interference noise affecting the power measurement from the mth trans-

mitter at each receiver node given the current location estimates θ[k]. We then compute an

estimate of the complete data as

Ĥ
[k]

= R− Ê
[k]
, (2.30)

where R is an M × N matrix with each of its rows containing a copy of the observation

vector rdB and Ĥ
[k]

is the estimate of the complete data given θ[k].

The next step is to construct an expected likelihood function of the estimated complete

data given the observation and the transmitter locations. We do this by first noting that

after performing interference subtraction, each row of Ĥ, i.e. ĥm, represents a random

vector with the estimated received power from the desired transmitter, which is only a

function of a single transmitter location. This allows us to separate the data, compute M

expected likelihood functions, and maximize each independently for each transmitter. To

determine the likelihood function of the random vectors ĥm, we note that

ĥmj = rj(dB) − ε̂mj

= rmj(dB) + εmj − ε̂mj , (2.31)
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where

rmj(dB) = 10 log10 (Pmj) +Xmj ∼ N (10 log10(Pmj), σ
2).

The term εmj− ε̂mj represents the effect of interference subtraction. This term is assumed to

be zero-mean with variance σ2ε and independent from rmj(dB). As will be shown in Section

2.5.3, the estimate ε̂mj is asymptotically unbiased in the number of sensors, supporting

the assumption that E [εmj − ε̂mj ] = 0. Additionally, we model the term εmj − ε̂mj as a

Gaussian random variable that maintains the same mean and variance pair (0, σ2ε ). Figure

2.7 shows a comparison of the actual distribution of the term εmj − ε̂mj with a Gaussian

density having the same mean and variance. Even though the Gaussuan density is not an

Figure 2.7: Simulated PDF of the adjusted interference term εmj − ε̂mj vs. Gaussian PDF
with same mean and variance, and distance ratio equal to 0.6. ε̂mj was generated given an
independent, zero-mean, Gaussian distance ratio estimation error with standard deviation
of 0.1.

exact match, it is still employed as it simplifies the analysis while being sufficiently close to

provide accurate localization results. Note that the density could be better approximated by
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a non-zero-mean Gaussian distribution with a smaller variance. However, it is not pursued,

as zero-mean is a desired property that results from interference subtraction. Given this

information, we can then determine that the vectors ĥm are N (10 log10(Pmj), σ
2 +σ2ε ). The

expected likelihood of ĥm can then be computed akin to (2.20) as

E [P (ĥm|θm)|r(dB), θ
[k]
m ] =

N∏
j=1

1√
2π(σ2 + σ2ε )

exp

(
−(ĥmj − µmj(θm))2

2(σ2 + σ2ε )

)
, (2.32)

where µmj(θm) = E[rmj |θm] = 10 log10(Pmj) is the expected received power at the jth

sensor conditioned on the mth primary transmitter location θm. Taking the natural loga-

rithm and dropping the terms independent of θm and constant terms in the denominator,

we obtain the expected log-likelihood as

E [Lĥm(θm)|r(dB), θ
[k]
m ] =

N∑
j=1

−(ĥmj − µmj(θm))2. (2.33)

Equation (2.33) is equivalent to Q(θ|θ[k]) of equation (2.26) and is maximized in the M-step

of the EM algorithm.

Given the relations derived above, the EM algorithm is performed as follows:

1. Set k = 0. Generate initial estimate θ[k] of the transmitter locations.

2. E-Step:

Compute Ĥ
[k]

given θ[k] as in equation (2.30).

3. M-Step:

Compute new estimate θ
[k+1]
m ∀ m ∈ [1, 2, ...,M ] by maximizing the the expected
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likelihood E [Lĥm(θm)|r(dB), θ
[k]
m ] according to

θ[k+1]
m = arg min

θm

N∑
j=1

(ĥmj − µmj(θm))2. (2.34)

4. Stop if θ[k+1] has converged. If not, set k = k + 1 and return to step 2.

To increase the likelihood of convergence to a global maximum, the above algorithm can be

run for multiple initial conditions in parallel. A cost function such as equation (2.25) could

be used to select a final estimate from among the candidates.

2.4 Transmitted Power Estimation

The work performed so far has assumed that the transmitted power from the primary

transmitters are known and equal. In practice, this assumption may not be true. In this

section we will explore the ramifications of unknown and unequal transmitted powers. We

also propose two approaches for jointly estimating transmitted powers and transmitter

locations via the EM algorithm.

2.4.1 Incorporating Unknown Transmitted Power to the IS Estimation

Framework

Let P T = [P T1 , P
T
2 , · · · , P TM ] be a vector containing the transmitted powers from the M

primary transmitters, which are assumed unknown and possibly unequal. The power ob-

served at the jth receiver is still given by Equation (2.3). However, its components are now

a function of two unknown parameters: P T and θ.

It is desired to incorporate this new assumption into the interference analysis of Section

2.2 and use the results to derive algorithms to estimate both P T and θ. We consider the

two-transmitter analysis and redefine the interference noise term defined in equation (2.4)
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to account for unknown and unequal transmitted powers. This term is now given by

ε1j = 10 log10

(
1 +

r2j
r1j

)

= 10 log10

(
1 +

P T2 d
γ
1j

P T1 d
γ
2j

10
(X2−X1)

10

)
, (2.35)

where transmitter 1 is the desired transmitter. The parameters of the distribution of term

1 +
r2j
r1j

inside the logarithm are given by

µint = 10 log10

(
P T2 d

γ
1j

P T1 d
γ
2j

)
σint =

√
2σj . (2.36)

The pdf of the interference noise can be calculated akin to equation (2.6) and is given by

fε(ε) =
10ε/10

σint
√

2π(10ε/10 − 1)
exp

−(10 log10(10ε/10 − 1)− 10 log10(
PT2 d

γ
1j

PT1 d
γ
2j

))2

2σ2int

 . (2.37)

Equation (2.37) shows that the pdf of the interference noise ε now has an additional

parameter, the power ratio
PT2
PT1

, and hence the statistics of ε will depend not only on the

node configuration (distance ratio), but on ratio of the transmitted powers as well. Note

that while the distance ratio has the interferer term (d2j) in the denominator, the power

ratio has the interferer quantity P T2 in the numerator. This is due to the opposite effect

that distance and power have on radio wave propagation.

Given the expression for fε(ε), the expected value and variance of ε can be approximated

using the GL expansion of the expectation integral as in Section 2.2. The approximated
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expected value Ê [ε] is computed as

Ê [ε] =
N∑
n=1

wn exp(an)an10an/10

σint
√

2π(10an/10 − 1)
exp

−(10 log10(10an/10 − 1)− 10 log10(
PT2 d

γ
1j

PT1 d
γ
2j

))2

2σ2int

 .

(2.38)

Similarly, the approximated variance V̂ [ε] is computed as

V̂ [ε] =

N∑
n=1

wn exp(an)(an − Ê [ε])210an/10

σint
√

2π(10an/10 − 1)
exp

−(10 log10(10an/10 − 1)− 10 log10(
PT2 d

γ
1j

PT1 d
γ
2j

))2

2σ2int

 .

(2.39)

Figure 2.8 shows a family of plots of the interference noise statistics vs. power ratio when

the distance ratio is fixed to 0.5. Note that the power ratio is plotted up to a value of 2 to

allow appreciation of both its positive and negative effects on the interference noise statistics.

In comparison with Figure 2.5, the figure shows that Ê [ε] and V̂ [ε] are less sensitive to the

power ratio than to the distance ratio. This is expected, as the power ratio is not raised

by the path loss exponent as shown in equation (2.36). This is a desired characteristic, as

it suggests that estimation errors in transmitted power will have a smaller impact on the

accuracy of interference subtraction than will errors in distance ratio.

When M > 2, it is straightforward to use the Fenton-Wilkinson equations (2.13) and

(2.14) in conjunction with (2.16) to compute Ê [ε] and V̂ [ε] as a function of the power and

distance ratios.

2.4.2 Estimating Multiple Transmitter Locations and Transmitted Pow-

ers via the EM algorithm

In this section we incorporate the unknown transmitted power into the EM framework

developed in Section 2.3.3 and develop an IS-based EM algorithm to estimate P T and θ.

Our goal is to estimate the complete data and obtain a new expected likelihood function



39

Figure 2.8: Expected value and standard deviation of interference noise vs. power ratio
PT2
PT1

for
d1j
d2j

= 0.5, γ = 2 (top), γ = 3 (middle), and γ = 4 (bottom).
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Q(θ, P T |θ[k], P T [k]) = E [Lx(θ, P T )|y, θ[k], P T [k]] to be maximized in the M-step of the EM

algorithm. To incorporate transmitted power, we can redefine the interference noise matrix

defined in (2.29) as

Ê
[k]

θ,PT =



ε̂1

ε̂2
...

ˆεM


, (2.40)

where the row vectors ε̂m = [E [εm1|θ[k], P T [k]], E [εm2|θ[k], P T [k]], · · · , E [εmN |θ[k], P T [k]]], m ∈

[1, 2, ...,M ], contain the estimated interference noise to the mth transmitter at each receiver

node given the current location and power estimates θ[k] and P T [k], respectively. Each

interference estimate is obtained by computing its conditional expected value using equation

(2.38). The complete data can now be computed akin to (2.30) as

Ĥ
[k]

θ,PT = R− Ê
[k]

θ,PT , (2.41)

where Ĥ
[k]

θ,PT is the estimate of the complete data given θ[k] and P T [k]. With the complete

data estimated, we can now derive the conditional expected likelihood functionQ(θ, P T |θ[k], P T [k]).

We carry a similar unbiasedness assumption to that made in Section 2.3.3 and assume that

ĥm is N (10 log10(Pmj), σ
2+σ2ε ). We then compute the expected log-likelihood akin to (2.33)

as

E [Lĥm(θm, P
T
m)|r(dB), θ

[k]
m , P

T [k]
m ] =

N∑
j=1

−(ĥmj − µmj(θm, P Tm))2. (2.42)

Equation (2.42) provides a way of jointly estimating P T and θ. Ideally the estimates would

be obtained by taking partial derivatives of these functions with respect to the parameters

and solving the system of equations [45]. However, taking the partial derivatives results in
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a complicated system of equations that cannot be easily solved through algebraic manipu-

lation. Instead, we use a search algorithm to perform the minimization across the entire pa-

rameter space. The addition of parameter P T represents an increase in the dimensionality of

the search space and thus represents a significant increase in computational complexity. We

propose a hybrid approach to maximizing the likelihood that avoids adding a dimension to

the search. This approach takes advantage of the fact that ∂
∂PTm
E [Lĥm(P Tm)|r(dB), θ

[k]
m , P

T [k]
m ]

can be easily solved for P T . The approach separates the minimization into two steps: (1)

a search over the transmitter locations to find θ[k], and (2) an evaluation of a closed-form

expression to compute P T [k]. In the first step, we perform a search to find the locations

that maximize

E [Lĥm(θm)|r(dB), θ
[k]
m , P

T [k]
m ] =

N∑
j=1

−(ĥmj − µmj(θm, P T [k]m ))2. (2.43)

We use the expected log-likelihood function of the known transmitted power case defined

in (2.33) conditioned on the current transmitted power estimate P
T [k]
m . This allows us

to estimate the location of the mth transmitter separately from its transmitted power.

The second step consists of directly maximizing the expected log-likelihood function of P Tm

conditioned on the current location estimate θ
[k]
m to obtain the transmitted power estimates.

This is achieved by taking the partial derivative of the conditional expected log-likelihood

as follows:

∂

∂P Tm
E [Lĥm(P Tm)|r(dB), θ

[k]
m , P

T [k]
m ] =

∂

∂P Tm

N∑
j=1

−(ĥmj − µmj(θ[k]m , P Tm))2 (2.44)

=
−20λ

P Tm

N∑
j=1

[ĥmj − P Tm(dB) − 10 log10(ρ) + 10γ log10(dmj(θ
[k]
m ))],
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where λ = 10/ ln(10) and P Tm(dB) = 10 log10(P
T
mρ). Equating (2.44) to zero and solving for

P Tm(dB) we obtain the following estimate:

P
T [k+1]
m(dB) = −10 log10(ρ) +

1

N

N∑
j=1

ĥmj + 10γ log10(dmj(θ
[k]
m )), (2.45)

where P
T [k+1]
m(dB) = 10 log10(P

T [k+1]
m ). Given the above equations, the EM algorithm can be

constructed as follows:

1. Set k = 0. Generate initial estimates θ[k] of the transmitter locations and P T [k] of

transmitted powers.

2. E-Step:

Compute Ĥ
[k]

θ,PT given θ[k] and P T [k] as in equation (2.30).

3. M-Step:

Compute new estimates θ
[k+1]
m and P

T [k+1]
m ∀ d ∈ [1, 2, ...,M ]. As discussed above,

this step can be performed in two ways. The first is by maximizing the the expected

likelihood E [Lĥm(θm, P
T
m)|r(dB), θ

[k]
m , P T [k]] according to

[θ[k+1]
m , P T [k+1]

m ] = arg min
θm,PTm

N∑
j=1

(ĥmj − µmj(θm, P Tm))2. (2.46)

The second way is to utilize the two-step process developed above to estimate θm

and P Tm separately. That is accomplished by maximizing the expected likelihood of

equation (2.43) according to

θ[k+1]
m = arg min

θm

N∑
j=1

(ĥmj − µmj(θm, P T [k]m ))2 (2.47)
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to obtain θ
[k+1]
m , and evaluating equation (2.45) to obtain P

T [k+1]
m .

4. Stop if θ[k+1] has converged. If not, set k = k + 1 and return to step 2.

When the proposed two-part M-step is employed, the EM algorithm presented above

represents only a slight computational complexity increase over the known transmitted

power case. The increase is mostly due to the evaluation of (2.45) in the M-step, which is

done in addition to the 2-D search performed to find the location estimates. This increase

in complexity is negligible compared to the 50% increase that an added search dimension

would represent [52]. Even though the increase in complexity is small, the overall algorithm

complexity is still relatively high compared to the low-complexity IS algorithm described

previously.

2.5 IS Performance Analysis

In contrast to estimators for which a closed-form expression can be derived, the performance

of the IS technique cannot be characterized using analytical expressions of the estimate

statistics. Therefore, we analyze the performance of the IS methodology by looking at

an alternative performance measure: the average square error (ASE) of the observation

r(dB). We consider three transmitter localization cases and compare the expected ASE to

determine the performance differences among the cases. The first of the three cases is the

single transmitter case (no interference is present in the measurements). The second case

we evaluate is the multiple transmitter case (measurements contain cochannel interference).

The third and final case is the multiple transmitter case where the measurements have been

adjusted by applying the IS methodology. This formulation allows us to quantify the effects

of interference and determine how IS reduces these effects.

2.5.1 Expected Error with No Interference

We begin by looking at the single transmitter case. This serves as a base for comparison

throughout our analysis. Let K be the number of cognitive radio nodes whose measurements
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are used for estimation, and let

ej = (rj(dB) − P̂j(dB))
2 (2.48)

be the square error between the observation at the jth node rj(dB) and the expected obser-

vation P̂j(dB) = 10 log10(P
Tρd̂−γj ) given a transmitter location estimate θ̂. The ASE of the

observation, averaged over the receiver nodes, is given by

Er =
1

K

K∑
j=1

ej

=
1

K

K∑
j=1

(rj(dB) − P̂j(dB))
2. (2.49)

Note that equation (2.49) is the same function that is minimized in both the IS and the EM

algorithms presented in previous sections. Substituting equation (2.19) into (2.49), expand-

ing the quadratic summand, and taking the joint conditional expectation with respect to

the random variables Xj , j = 1, ...,K conditioned on both the parameter θ and its estimate

θ̂, we obtain the following expression for the expected ASE of r(dB):

E [Er|θ, θ̂] = E

 1

K

K∑
j=1

(Pj +Xj − P̂j)2


=
1

K

K∑
j=1

(
Pj − P̂j

)2
+ E [X2

j ]

=
1

K

K∑
j=1

(
10γ log10

(
1 +

emj
dj

))2

+ E [X2
j ], (2.50)
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where edj = dj − d̂j is the error between the estimated and actual distances from the jth

receiver to the primary transmitter. Note that the (dB) subscript was removed and all

the powers are assumed to be expressed in dB. Equation (2.50) shows that E [Er|θ, θ̂] is

comprised of two terms. The first term relates the distance error edj to E [Er|θ, θ̂]. This term

is a convex function of the distance error edj with its minimum at edj = 0, i.e., when the

dj = d̂j the error contribution of this term is zero. The expression also shows an additive

shadowing noise squared term, which under homogenous shadowing is constant across all

nodes. Equation (2.50) is set as a baseline for comparison as we explore how interference

affects E [Er|θ, θ̂].

2.5.2 Expected Error with Interference

When multiple primary transmitters transmit simultaneously, the observed received power

at each node is given by (2.3) and can be separated into three components as follows:

rj(dB) = Pij +Xij + εij , (2.51)

where Pij is the noise-free received power at the jth node from the ith transmitter (the

desired transmitter), Xij is the shadowing noise in the channel from the desired transmitter

to the jth node, and εij is the interference noise affecting the measurements of ith trans-

mitter. Substituting (2.51) into (2.49), expanding the quadratic summand, and taking the

joint conditional expectations, we obtain the following expression for the expected ASE of
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rdB:

E [Er|θ, θ̂] = E

 1

K

K∑
j=1

(Pij +Xij + εij − P̂ij)2


=
1

K

K∑
j=1

(Pij − P̂ij)2 + 2E [εij ](Pij − P̂ij) + E [ε2ij ] + E [X2
ij ]

=
1

K

K∑
j=1

(
10γ log10

(
1 +

edj
dij

))2

+ E [εij ]20γ log10

(
1 +

edj
dij

)

+ E [ε2ij ] + E [X2
ij ]. (2.52)

Equation (2.52) shows two additional terms in the contribution of each receiver to the

total expected error. These two terms are a result of interference noise. The first additional

term, which is proportional to the first moment of the interference noise εij , is a function

of the distance error edj . The addition of this term does not affect the convexity of ej .

However, its minimum is now shifted to a value of edj 6= 0. This shift acts as a bias that

distorts the relationship between ej and the distance error edj established in (2.50), thus

making ej inaccurate in representing errors in physical distance. The second interference-

related term is the second moment of the interference noise. This term does not depend

on the distance error, but as was demonstrated in Section 2.2, it varies as a function of

the CR node configuration relative to the primary transmitters. This heterogeneous noise

can act as an undesired weighting on the error contributions and therefore can affect the

minimization result. Equation (2.52) clearly shows the effects of the interference on the

expected ASE. Next we will look at how IS reduces these effects.

2.5.3 Expected Error with Interference Subtraction

To analyze the effects of the IS technique on the expected average error of equation (2.52),

we are interested in determining how the interference term εj is changed by the adjustment
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applied during the IS procedure. In this section we will define ε̃ij as the adjusted interference

noise and will analyze its statistics to help us achieve this goal.

Let θ̂ be a vector containing estimates of the locations of the main and interfering

transmitters, which are computed prior to the IS step. After IS is applied, the adjusted

received power at the jth receiver is given by

r̂j(dB) = 10 log10(Pij) +Xij + εij − Ê [εij |θ̂]

= 10 log10(Pij) +Xij + ε̃ij , (2.53)

where Ê [εij |θ̂] is computed using equation (2.8), and ε̃ij = εij − Ê [εij |θ̂] is the adjusted

interference noise. The adjusted interference noise ε̃ij is assumed to be a zero mean random

variable with variance V [ε̃ij ] = V [εij ] + V [Ê [εij |θ̂]] − Cov[εij , Ê [εij |θ̂]], where V [Ê [εij |θ̂]] is

the variance of the estimated expected interference noise Ê [εij |θ̂] and Cov[·] denotes the

covariance. The zero mean assumption stems from the fact that the estimate θ̂ is assumed

to be an unbiased estimate of θ. Since a closed-form expression for E [θ̂] cannot be readily

computed, we use simulations to show the validity of this assumption. Table 2.1 shows the

simulated average location error of the IS-based EM algorithm presented in Section 2.3.3

over 500 different random draws of M = 2 transmitters and N = 10 to N = 40 receivers

with shadowing variance of σ2 = 36 and path loss exponent γ = 3. The results suggest

that the location estimates are asymptotically unbiased in the number of receivers, which

supports the validity of our assumption when N is sufficiently large. As the table shows,

even with N as low as 20 receivers, the average error is small enough to be considered

negligible.

To study the expected effect of IS on the observation, we look at the expected adjusted

observation. Taking the joint conditional expectation of equation (2.53) over Xij given θ
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Table 2.1: Simulated performance of IS-EM algorithm for M = 2, σ2 = 36 and γ = 3.

No. of Receivers Average Location Error
N (meters)

10 2.48

20 -0.84

30 0.19

40 0.03

we obtain the expected adjusted receiver observation, which is given by

E [r̂j(dB)|θ] = 10 log10(Pij) + E [Xij ] + E [ε̃ij |θ, θ̂]

= 10 log10(Pij). (2.54)

Equation (2.54) shows that the expected received power after interference subtraction equals

the noise-free power from the main transmitter, suggesting that on the average the IS

technique removes the interference noise from the observation.

We now look at the performance metric E [Er|θ, θ̂]. We are particularly interested in the

effects of the IS algorithm on (2.52). Substituting the adjusted interference noise ε̃ij into

(2.52), the performance metric becomes

E [Er|θ, θ̂] =
1

K

K∑
j=1

(
10γ log10

(
1 +

edj
dij

))2

+ E [ε̃2ij ] + E [X2
ij ]. (2.55)

Comparing equation (2.55) with (2.52), we note that the term containing E [εij ] has been

eliminated. As discussed earlier in this section, this eliminated term distorts the error

contribution that each receiver makes to the estimation process. The absence of this term

restores the relationship between the estimation error of each receiver ej and the distance

error edj . We also note that the second interference-related term in (2.55), E [ε̃2ij ], is an

adjusted version of the term E [ε2ij ] in (2.52). Since we have assummed that E [ε̃ij ] = 0, this



49

term can be expanded as follows:

E [ε̃2ij ] = V [ε̃ij ]

= V [εij ] + V [Ê [εij |θ̂]]− Cov[εij , Ê [εij |θ̂]]

= E [ε2ij ]− E2[εij ] + V [Ê [εij |θ̂]]− Cov[εij , Ê [εij |θ̂]]. (2.56)

As equation (2.56) shows, this term may be larger than E [ε2ij ] because of the addition of

random variable Ê [εij |θ̂] to the observation in the interference subtraction step. However,

as noted previously, since this term is not a function of the distance error, its effects are

much less severe than those of the eliminated “distortion” term E [εij ]20γ log10

(
1 +

edj
dij

)
.

It is interesting to note that if Ê [εij |θ̂] is a consistent estimator, as N approaches infinity,

E [ε̃2ij ] approaches E [ε2ij ]− E2[εij ], a value that is guaranteed to be less than E [ε2ij ].

So far we have looked at the average behavior of the IS algorithm, and we have seen

how the interference is removed from the observation and how its effects on the performance

metric are reduced. However, the typical error introduced by the application of IS is also

of interest. We employ sensitivity analysis to understand how Ê [εij |θ̂] is affected by errors

in the estimates of the transmitter locations.

For simplicity, the sensitivity analysis is performed for the two transmitter (M = 2)

case. The results can be extended to the general (M > 2) case by the same methodology

presented in Section 2.2. The sensitivity analysis is performed with respect to the distance

ratio parameter
d1j
d2j

, the parameter of the distribution of ε that is dependent on the location

of the transmitters. Using the expression given in (2.8), the sensitivity function of Ê [εij |θ̂]

with respect to
d1j
d2j

can be computed by

∂

∂
d1j
d2j

Ê [εij |θ̂] =

N∑
n=1

wn exp(an)anγ ln(10)10(an/10+1)d2j

σ3int
√

2π(10an/10 − 1)d1j
exp

(
−(Kn)2

2σ2int

)
Kn, (2.57)
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where

Kn = 10 log10(10an/10 − 1)− 10γ log10

(
d1j
d2j

)
. (2.58)

Figure 2.9 shows the sensitivity function vs. distance ratio for various values of γ and σint.

The figure also shows that for most cases the changes in Ê [εij |θ̂] given small errors in
d1j
d2j

are

relatively small compared to the variances of both the shadowing and the interference noise

itself. It is worth noting that the sensitivity is given in dB per distance ratio (dB change

for an error in distance ratio equal to 1), and since distance ratio errors are most likely to

be considerably less than 1, the change in the expected errors in Ê [εij |θ̂] is expected to be

relatively small. The figure also shows that the sensitivity is directly proportional to the

shadowing variance, a fact that explains the performance degradation of the IS algorithm

as σ increases. Lastly, the sensitivity at low distance ratios (i.e.,
d1j
d2j

< 0.4) decreases with

γ, an effect that is due to a larger amount of interferer power reaching the receivers when

γ is low.

2.6 Simulation Results

In this section we present simulation results for the low-complexity IS and IS-based EM

algorithms presented earlier in this chapter. We first describe the simulation setup common

to all simulations and then discuss algorithm-specific configurations and results.

2.6.1 Simulation Setup

The simulations were performed for transmitters and receivers lying within a unit square,

with certain constraints on the transmitter and receiver geometries. First, transmitters are

assumed to be separated by at least 20% of the length of the square, reflecting the physical

reality that primary transmitters using the same frequency band would interfere if they

were too close together. Second, all receivers are assumed to be at least twice the reference

distance d0 from all transmitters, a constraint required to guarantee that the log-distance
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Figure 2.9: Sensitivity of the expected noise with respect to the distance ratio
d1j
d2j

for γ = 2

(top left), γ = 3 (top right), and γ = 4 (bottom).
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propagation model yields realistic results [25].

2.6.2 Low-Complexity IS Algorithm

We compare the performance of the proposed low-complexity IS technique to the quasi

expectation maximization (EM) approach proposed in [38]. The quasi EM algorithm is

an iterative technique that estimates each transmitter location independently based on an

allocated percentage of the power received at each receiver. In the E-step, a percentage

of the power received at each receiver is allocated to each transmitter according to the

expected received power given the last transmitter location estimates. In the M-step, new

estimates are computed based on the allocation obtained on the E-step. To increase the

probability of converging to a global minimum, the quasi EM algorithm is run multiple

times with different sets of randomly-generated initial conditions.

In order to fairly compare the performance of the low-complexity IS algorithm to that

of the quasi EM, we set equivalent constraints on their respective computational com-

plexity levels. Since most of the computation in these two methods is contained in their

two-dimensional minimizations, the number of such operations is used as a computational

complexity indicator. Both the low-complexity IS algorithm and the quasi EM employ

the Nelder-Mead simplex search method to solve their nonlinear minimizations [53, 54].

Given this complexity measure, the computational complexity of the quasi EM is given

by OEM = MIC, where M is the number of transmitters, I is the number of algorithm

iterations, and C is the number of initial estimates. The IS computational complexity is

given by OIS = 2M , which includes the minimizations performed in steps 2 and 4 of the

algorithm. Because the complexity of k-means is negligible compared to that of the Nelder-

Mead search method, the computation in Step 1 of the IS algorithm is not included in OIS .

In [38] the quasi EM algorithm is run with C = M2 and I = 10, a complexity far greater

than that of the typical configuration of the IS algorithm. To maintain equal complexity,

we run quasi EM with C = 1 and I = 2. These parameter choices result in an equal number

of minimizations regardless of the value of M .
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Figure 2.10: Low-complexity IS algorithm two transmitter mean (left column) and median

(right column) normalized squared distance error for σ2 = 16 (top row), 36 (middle row)
and 64 (bottom row).
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Figure 2.11: Low-complexity IS algorithm three transmitter mean (left column) and median

(right column) normalized squared distance error for σ2 = 16 (top row), 36 (middle row)
and 64 (bottom row).
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The simulated performance of the low-complexity IS algorithm and quasi EM is pre-

sented in Figures 2.10 and 2.11. The chosen performance metric is the average squared

distance error between estimated and true transmitter locations, where the average is taken

over the M transmitter location estimates. Performance figures show both the median and

mean error over 1000 different random draws of M = 2 and 3 transmitters, and N = 4 to

N = 40 receivers with shadowing variance of σ2 = 16, 36 and 64. The median error reflects

each algorithm’s typical performance, while the mean error gives insight into the effects of

outlier estimates from each algorithm. Two curves are plotted for the IS algorithm; one is

for the algorithm as described in (2.22) through (2.24), and the other is for an omniscient

case in which (2.24) is assumed to always provide the estimates with the smallest error.

The purpose of showing the omniscient case is to provide an upper bound on the localiza-

tion accuracy attainable by the IS algorithm. A path loss exponent γ = 2 was used in all

simulations.

As the figures show, the IS approach produces the smallest median error across all values

of M , N and σ2 considered, outperforming the quasi EM in this constrained complexity

configuration. This performance gap is larger in mean error, suggesting that the quasi

EM produces a larger number of severe localization errors. This gap becomes smaller for

larger shadowing variance, most notably in the median error results, indicating that severe

shadowing noise poses a significant challenge to both approaches. The performance gap

could be attributed to (a) the quasi EM not being able to converge in two iterations; or

(b) one initial random guess not being enough for the algorithm to converge to a global

minimum. The difference between the standard and the omniscient cases of IS technique

increases when σ2 = 16, suggesting that the accuracy of (2.24) begins to decrease as σ2

increases. The slope of both mean and median errors begins to decrease near N = 15 but

continues to drop as N increases to 40. As the number of receivers grows large, additional

power measurements are less likely to provide independent information, and hence the

resulting performance improvements are not as significant.
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2.6.3 IS-based EM Algorithm

In this subsection we present results for the IS-based EM algorithm developed in Section

2.3.3 and its extension to jointly estimate location and transmitted power discussed in 2.4.2.

The IS-based EM algorithm is compared with the low-complexity IS algorithm without any

constraints on computational complexity. This allows us to demonstrate the performance-

complexity tradeoff inherent in the multiple transmitter localization problem. The problem

of jointly estimating location and transmitted power has been treated in the literature

[22, 35]. However, it has been done under widely varying assumptions such as having a

single transmitter or having information available about the interferer locations. Therefore,

results for the IS-based EM algorithm jointly estimating location and transmitted power are

presented without comparison to a competing algorithm. The performance of the algorithm

is in turn compared to the performance of the “location-only” IS-based EM algorithm to

see the effects of the additional parameter on the location estimation performance.

The simulated performance of the IS-based EM algorithm is presented in Figure 2.12.

As with the IS algorithm results, the chosen performance metric is the normalized average

squared distance error. Performance figures show both the median and mean error over

1000 different random draws of M = 2 transmitters and N = 4 to N = 40 receivers with

shadowing variance of σ2 = 16 and 36. The IS-based EM algorithm was run with C = 2

and I = 8. Since the IS-based EM algorithm has equivalent complexity to the quasi EM,

its complexity is computed by the same relation, resulting in a complexity of OISEM =

MIC = 32. An omniscient case is plotted for each algorithm. Note that in contrast to the

quasi EM results presented in the previous section, the IS-based EM algorithm, as run, has

an omniscient case because the algorithm is configured with a C > 1.

As expected, the IS-based EM algorithm produced the smallest mean and median errors

across almost all values of N and σ2 considered. This increase in performance comes at a

cost of an eightfold increase in computational complexity. The performance gap between

both algorithms is mostly due to the IS-based EM algorithm’s ability to iterate and reach

a better estimate with each iteration. The performance of both algorithms degrades at a
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similar pace with an increase in shadowing variance. Additionally, the difference between

the actual and omniscient cases is slightly larger for the IS algorithm, suggesting that the

EM is capable of more robustly choosing the estimate with the smallest error.

Figure 2.13 shows the performance results for the extended IS-based EM algorithm

to jointly estimate location and transmitted power, specifically the version that estimates

power and locations separately. The algorithm’s performance is compared to that of the non-

extended IS-based EM, which only estimates transmitter locations assumming transmitted

powers are known. The extended IS-based EM algorithm was configured according to

C = 2 and I = 8 to facilitate comparison with the results of the non-extended version of

the algorithm presented above. Performance figure shows both the median and mean errors

over 1000 different random draws of M = 2 transmitters and N = 4 to N = 40 receivers

with shadowing variance of σ2 = 16 and 36. Both transmitters transmit independent

random power levels drawn from a uniform distribution with a minimum of 0.5 Watts and

a maximum of 5 Watts. The transmitted power levels are not known by the receivers. As

expected, both errors monotonically decrease with increases in N . The figure shows a small

decrease in localization performance due to the addition of transmitted power estimation.

This is beleived to be due to the fact that uncertainty in the transmitted power level adds

uncertainty to the observation, causing a decrease in localization accuracy.
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Figure 2.12: IS-based EM algorithm two transmitter mean (left column) and median (right

column) normalized squared distance error for σ2 = 16 (top row) and 36 (bottom row).
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Figure 2.13: Extended IS-based EM algorithm mean (left column) and median (right

column) normalized squared distance errors for σ2 = 16 (top row) and 36 (bottom row).



Chapter 3: Distributed Processing for Multiple Transmitter

Localization

3.1 Background and Related Work

The proposed multiple transmitter localization techniques fall within the realm of dis-

tributed estimation since the observations are taken in a distributed fashion. However,

the computations for these algorithms are done in a centralized manner, as both the ob-

servations and their locations are sent to a centralized fusion center for processing. In

applications such as CRNs and WSNs where resources are limited, it may be desirable to

spread the computational load uniformly over the network. This can potentially reduce the

total energy used for transmitting measurement information. In addition, such approach

eliminates the need for a “powerful” node that can act as the fusion center, eliminating sin-

gle points of failure, and thus, making the system more fault tolerant. To this end, we study

the design of distributed algorithms for multiple transmitter localization with the objective

of exploring the tradeoffs that energy consumption, computational complexity, and fault

tolerance have with localization performance. As is the case with the multiple transmitter

localization problem itself, the application of distributed algorithms to the problem has yet

to be studied in great depth. Most of the work in this area has concentrated in single source

localization for WSN applications where no interference is present in the observations. We

will discuss some of the related work throughout this section.

We investigate the problem of distributing localization processing by taking a different

approach to multiple transmitter localization. In the proposed approach, we design a lo-

calization algorithm specifically for distributed processing. In other words, we investigate

algorithms with a specific form such that known distributed processing techniques can be

employed for their computations. One example of such approach is the use of a linear

60
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location estimator coupled with a technique referred to as gossiping [55–57] to distribute

computation over the network. Gossip algorithms are protocols that dictate how to dis-

seminate and process information throughout the network. These algorithms have been

widely studied in computer science for information dissemination and search [58]. Gossip

algorithms for distributed processing have been primarily studied as solutions to consen-

sus problems, where a network of agents must achieve a consistent opinion through local

information exchanges. We are particularly interested in randomized asynchronous gossip

algorithms in which each network node communicates with a randomly selected set of neigh-

bors at randomly selected times [56]. This type of algorithm does not require precise time

synchronization nor complicated routing and therefore is well suited for WSN and CRN

applications where synchronization and network routing are challenging tasks themselves.

Moreover, the randomized gossip algorithm is guaranteed to converge to the equivalent

centrally-computed value. A detailed convergence analysis is presented in [56].

A similar approach has been proposed by Rabbat for single acoustic source localization

under a Gaussian noise model and has been shown to offer a desirable trade off between

performance and computational complexity [59]. In his work, Rabbat proposes an estimator

that consists of a linear combination of the receiver locations weighted by a function of their

received power. The estimate is given by

θ̂ =

∑N
j=1 φjK(rj)∑N
j=1K(rj)

, (3.1)

where φj denotes the location of the jth receiver, and K is a monotone increasing function

satisfying K(0) = 0 and limrj→∞K(rj) < ∞. As mentioned earlier, expressing θ̂ in this

manner has the advantage of its computation being readily distributed via algorithms such

as the gossip algorithm. Since the work of [59] assumes a single transmitter, the author

suggests the choice of the function K(rj) = 1{rj≥rmin}, where rmin > 0 and 1{·} is the
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indicator function. This reduces (3.1) to

θ̂1 =

∑N
j=1 φj1{rj≥rmin}∑N
j=1 1{rj≥rmin}

, (3.2)

which represents the average location of the receivers that are within dmin ∝ r
−1/γ
min from

the transmitter. In the absence of noise, this approach draws a circle of radius dmin around

the transmitter and computes θ̂ using the locations of the receivers inside that circle. In

analyzing this approach, we note that it will have difficulties in a cochannel interference

environment for two reasons: 1) it relies heavily on the presence of only a single transmitter

to select which receivers to use for estimation, and 2) it does not use actual measurement

information for the computation of θ̂. There have been similar approaches proposed [60,61]

for single transmitter centralized localization to address 2). However, these approaches, by

design, are also susceptible to interference and are not designed with the efficiencies that

make them suitable for distributed processing.

As part of our investigation, we apply linear estimators computed distributedly via gos-

sip algorithms to the multiple transmitter localization problem under lognormal shadow-

ing. Specifically, we have developed an iterative distributed clustering method, the multiple

transmitter weighted average receiver location (MTWARL), that groups receivers into M

clusters in order to apply a linear estimator on each cluster. Our approach uses measure-

ment information to jointly cluster and estimate the transmitter locations. This approach

provides increased immunity against cochannel interference and improved accuracy over

the mentioned approaches. In what remains of this section, we present the details of the

proposed algorithm, perform analysis of the algorithm’s convergence properties, energy con-

sumption and computational complexity, and show numerical simulation results of its local-

ization accuracy. The proposed algorithm’s energy consumption, computational complexity

and localization accuracy are compared to those of the centralized algorithms discussed in

Chapter 2, the LCIS and the IS-based EM. Finally, the resulting trade offs are explored.
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3.2 Gossip Algorithm

The analysis of the gossip algorithm uses the framework developed by Boyd et al. [56], in

which bounds on the convergence time for pairwise randomized gossip algorithms operating

over an arbitrary network graph are derived. According to [56], for a particular receiver

node configuration, the gossip algorithm to be performed is denoted by

A(P ), (3.3)

where P = [Pmn] is an NixNi stochastic matrix that dictates the probability that, at a given

gossip iteration, the mth and nth nodes will communicate and Ni, i ∈ [1, 2, · · · ,M ] is the

number of nodes in the ith cluster (nodes that will gossip). Let x(v) = [θ̂i1(v), θ̂i2(v), · · · , θ̂iNi(v)]

be a vector containing the ith transmitter estimate at each receiver during the vth gossip

iteration. During each gossip iteration, this value is updated according to

x(v) = W (v)x(v − 1), (3.4)

where W (v) is a random mixing matrix. The value W (v) depends on which nodes are

chosen to communicate during a gossip iteration. Thus, with probability 1
Ni
Pnm, W (v) is

Wnm = I − (en − em)(en − em)T

2
, (3.5)

where en is an Nix1 unit vector with the nth component equal to 1. The random matrix

W (v) essentially averages (in place) the nth and mth estimates in x(v). As it will be

shown in Section 3.4, the properties of this matrix govern the convergence behavior of the

algorithm.
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3.3 Distributed MTL via the MTWARL Algorithm

In this section, the MTWARL algorithm for distributed multiple transmitter localization

is detailed. The MTWARL algorithm consists of a nested loop in which the outer loop

indexes the transmitters to be localized, and the inner loop computes and refines the location

estimates. The estimator used within the algorithm is the average receiver location weighted

by rj , which results from equation (3.1) with a weighting function K(rj) = rj . This

approach weights more heavily the locations of nodes likely to be close to a transmitter,

thus reducing the influence of measurements at more distant sensors, which are likely to

suffer from higher interference. Pairwise randomized asynchronous gossiping is employed for

distribution of the computations over the network [56]. Under this type of gossip algorithm,

randomly selected pairs of nodes iteratively share and update their estimates. The number

of gossip iterations is determined based on an allowable convergence error. This topic will

be discussed in detail in Section 3.4.2.

The MTWARL algorithm is implemented as follows. Let the space S = {j}Nj=1 be the

set containing the indices of all receivers and C0 = {} be the empty set. Set the inner

iteration count k to zero. Then, for all i ∈ [1, 2, · · · ,M ] perform the following procedure:

1. Define the initial set of receivers used to estimate the location of transmitter i ac-

cording to one of two possible methods. These possible initial clusters are defined

as

Ci =

(
i−1⋃
z=0

Cz

)′
, (3.6)

where ()′ denotes the complement of a set; or as

Ci = {j : dxj < dcl} , j ∈ [1, 2, · · · , N ], x 6= j, (3.7)

where dxj is the distance between the jth receiver and the receiver with the largest

power measurement (with index denoted by j = x), and dcl is the clustering radius.
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The clustering radius is chosen as a fraction of the area of interest and depends on

the number of transmitters present and on the propagation environment. Compute

an initial estimate of the location of the ith transmitter as

θ̂ki =

∑
j∈Ci φjrj∑
j∈Ci rj

. (3.8)

2. Cluster by redefining the set Ci as follows:

Ci =
{
j : dkij < dcl

}
, j ∈ [1, 2, · · · , N ], (3.9)

where dkij is the distance between the jth sensor and θ̂ki .

3. Update the estimate of θi using the receivers in Ci by computing

θ̂k+1
i =

∑
j∈Ci φjrj∑
j∈Ci rj

. (3.10)

4. Check for convergence using the following condition:

∥∥∥θ̂ki − θ̂k+1
i

∥∥∥ < ν, (3.11)

where ν is an arbitrarily chosen small distance. If condition is met, increment i, set

k to zero, and go to step 1. If condition is not met, increment k and go to step 2.

Alternatively, the algorithm may be configured to run a fixed number of inner loop

iterations.

As the above enumeration shows, for each transmitter, the algorithm starts by forming

an initial cluster that will be tasked with estimating the location of a single transmitter.

This cluster is formed based on proximity to a particular location. The simplest way that
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this is achieved is to use (3.6) to include all receivers located across the entire area of interest.

As mentioned above, to save transmit energy, receivers can be grouped around the receiver

with the maximum received power measurement. This technique involves disseminating

the measurements among receivers in order to determine the largest, thus it does not come

for free. However, the energy utilized for this is much less than gossiping over the entire

area interest. Energy utilization can be further reduced by, on the first outer loop iteration

(i = 1), clustering around a smaller area centered at the center of the area of interest.

This option saves dissemination of the measurements over the largest possible area, with

little effect to localization accuracy. For i > 1, the maximum power can be determined

distributedly without using excessive energy, since the dissemination area decreases with i.

Once the initial cluster has been formed, two parallel instances of the randomized gossip

algorithm are spawned over the cluster to compute the numerator and denominators of

equation (3.8). These two instances share the same transmissions, but are updated and

kept separately at each node. After the gossiping is completed, the cluster Ci is updated

according to (3.9), where the new cluster center is the newest location estimate θ̂ki . Nodes

outside of the updated cluster would stop gossiping, while new members join in when

contacted by another node requesting to gossip. A new instance of the gossip algorithm is

then spawned over this newly updated cluster. This process, which continues until (3.11)

is satisfied, is repeated for each i. At the end of the final inner loop iteration for each

transmitter, the nodes at the edge of each cluster broadcast their result to neighboring

nodes, which can then disseminate the result over their respective clusters.

The MTWARL offers a simple, yet robust, method for distributed multiple transmitter

localization. To better understand its viability, analysis of several key system parameters

such as energy consumption and computational complexity needs to be performed. In the

following sections these are parameters are explored with the objective of comparing them

to those of the centralized multiple transmitter localization algorithms.
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3.4 Gossip Algorithm Convergence

In this section, the convergence properties of the gossip algorithm as they relate to the

proposed distributed algorithm, the MTWARL, are examined. As discussed in section 3.3,

the MTWARL employs pairwise randomized asynchronous gossiping for distribution of its

computation over the network. Under this type of gossip algorithm, at each iteration, a ran-

domly selected pair of nodes share and update their estimates. This process is repeated until

all receivers are likely to have converged (within some error) to the equivalent centralized

location estimate. The number of iterations required for convergence, called convergence

time, influences key system parameters such as energy consumption and computational

complexity. Therefore, it is important to study the convergence time of the gossip algo-

rithm as applied for multiple transmitter localization to ensure that the algorithm is not

only feasible, but that it also operates as efficiently as possible. To achieve this, two key

analysis are performed: 1) convergence time bounds are studied and the optimum gossip

configuration that yields the lowest convergence time bounds is derived, and 2) the effects of

convergence errors on localization accuracy are explored and stop criteria for energy efficient

gossiping are determined.

Given a gossip algorithm A(P ), the ψ-convergence time is defined as

T (ψ, P ) = sup
x[0]

inf

v : Pr


∥∥∥x(v)− θ̂ci1

∥∥∥
‖x(0)‖

≥ ψ

 ≤ ψ
 , (3.12)

where 1 is a vector of size N with all ones, ‖ · ‖ is the l2 norm, and θ̂ci is the centralized

equivalent estimate of the ith transmitter as defined in (3.8). Thus, T (ψ, P ) is the smallest

time it takes for x(·) to get within ψ of θ̂ci1 with high probability. Based on the statistical

properties of W (v), Boyd proves that x(v) converges to θ̂ci in expectation and also derives
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bounds on the convergence time T (ψ, P ). These bound are given as

0.5 log(ψ−1)

log(λ−12 )
≤ T (ψ, P ) ≤ 3 log(ψ−1)

log(λ−12 )
, (3.13)

where λ2 is the second largest eigenvalue of the expected value of the mixing matrix W (v).

The expected value of W (v) is given by

E [W (v)] =
1

Ni

∑
n,m

PnmWnm (3.14)

= I − 1

2Ni
D +

P + P T

2Ni
, (3.15)

where D = diag([D1, · · · , DNi ]) is the diagonal matrix with diagonal entries

Dn =

Ni∑
m=1

[Pnm + Pmn]. (3.16)

As (3.16) shows, matrix D contains the sum of the transpose elements of P that compose

the diagonal of matrix E [W (v)] as part of the expectation summations in (3.14).

3.4.1 Optimum Gossip Algorithm Configuration

As seen in equation (3.13), the convergence time are monotonically increasing function of

λ2. Therefore, it is of interest to find the matrix P such that λ2 is the smallest, while

satisfying constraints on P . Given this information, the optimum matrix P ∗ can be found

by solving the following optimization problem:

minimize λ2

subject to E [W (v)] = I − 1
2Ni

D + P+PT

2Ni

Pnm ≥ 0, Pnn = 0
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∑
m Pnm = 1, ∀i.

The objective function, which is the second largest eigenvalue of the doubly stochastic

matrix E [W (v)], is a convex function on the set of symmetric matrices P . Therefore, the

above problem is a convex optimization problem. Since the objective function requires

the computation of all the eigenvalues of E [W (v)] and then selecting the second largest,

optimizing it may be inefficient and difficult to implement using standard convex optimizers.

In view of this, it is desirable to find a closed-form expression for λ2 that can be readily

optimized. Observing that E [W (v)] is a stochastic matrix, it is known that λ1 = 1 and that

it is associated with the eigenvector 1. Therefore, λ2 can be expressed as the norm of the

matrix E [W (v)] , restricted to the subspace 1⊥. Taking advantage of this property and the

fact that P1 = 1, a closed-form expression for λ2 is given as

λ2 = ‖QE [W (v)]Q‖ (3.17)

=
∥∥(I − (1/Ni)11

T )E [W (v)](I − (1/Ni)11
T )
∥∥

=
∥∥(E [W (v)]− (1/Ni)11

T )
∥∥ ,

where Q = (I − (1/Ni)11
T ) is the matrix representing the orthogonal projection on 1⊥.

Given (3.17), the optimization problem to obtain P ∗ can be restated as

minimize
∥∥(E [W (v)]− (1/n)11T )

∥∥
subject to E [W (v)] = I − 1

2Ni
D + P+PT

2Ni

Pnm ≥ 0, Pnn = 0∑
m Pnm = 1, ∀i.

The above problem can be readily solved by an optimization package such as CVX [62,

63], which converts the problem into a semidefinite program and then uses interior point

methods [64] to efficiently solve it. Using such technique, the optimization problem yields
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the following result:

P ∗ =
1

(Ni − 1)

(
11T − I

)
(3.18)

=



0 1/(Ni − 1) · · · 1/(Ni − 1)

1/(Ni − 1) 0 · · · 1/(Ni − 1)

...
...

. . .
...

1/(Ni − 1) 1/(Ni − 1) · · · 0


.

As equation (3.18) shows, the optimum stochastic matrix for the case of a fully connected

cluster of nodes (i.e., a complete graph) consists of the setup where all pairs of nodes are

equally likely to communicate at any given gossip iteration. This resulting configuration

is very important as it is optimum with respect to convergence time. Since convergence

time and energy consumption are directly proportional, this optimum configuration helps

bring down energy consumption by ensuring that, given a desired convergence threshold ψ,

only the minimum amount data is transmitted. The energy consumption of the proposed

MTWARL algorithm is analyzed in a subsequent section.

Given the optimum matrix P ∗ defined in (3.18), the bounds on convergence time for

this optimum configuration can be computed using equation (3.13). Figure 3.1 shows these

bounds for ψ = 0.05 compared to the simulated number of iterations that yields the same

value of ψ. Simulations were performed under the same setup described in Section 2.6

using P ∗ as the stochastic matrix for the gossip algorithm. In addition, the number of

gossip iterations or stop criteria was set according to the linear function

Ig = FgNi, (3.19)

where Fg is the gossip iteration factor. This stop criteria was chosen to be a linear function

of Ni to match the order of the bounds (3.13), which are also a linear function of Ni. A
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Figure 3.1: Bounds on convergence time for ψ = 0.05 vs. number of receivers compared
to the simulated number of iterations that yields the same ψ value.

value of Fg = 6 was used for the simulation. As the plot shows, the number of gossip

iterations used for the simulation lied within the bounds on ψ-convergence time established

in equation 3.13.

3.4.2 Convergence Effects on Localization Performance

As discussed in prior sections, energy consumption is directly proportional to convergence

time. Therefore, to minimize energy consumption, it is of interest to find the smallest

convergence time that results in negligible loss of localization accuracy. In other words,

it is of interest to find the largest allowable convergence error threshold ψ that yields

no considerable loss in localization accuracy. In this section, we explore the effects of

convergence errors on localization performance and develop a framework for expressing
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localization error due to gossip convergence errors. Since differences in form between the

measures of convergence and localization errors prevent expressing one as a function of

the other, numerical simulations are utilized to relate these values and to establish an

appropriate gossip algorithm stop criteria for energy efficiency.

The convergence error as defined in (3.12) is given by

Et =

∥∥∥x(v)− θ̂ci1
∥∥∥

‖x(0)‖
. (3.20)

This error expression is suitable for convergence analysis as it measures the normalized ”dis-

tance” between the estimate computed distributedly and the estimate computed centrally.

As (3.20) shows, the convergence error Et approaches 0 as the vector of estimate values

at each receiver approaches the centrally computed estimate. As discussed in Section 2.6,

the normalized localization error due to the random noise contained in the measurements

is given by

Eθ =
1

M

M∑
i=1

∥∥∥eθi∥∥∥2 (3.21)

=
1

M

M∑
i=1

∥∥∥θ̂ci − θi∥∥∥2.

In contrast to (3.20), the error in (3.21) measures distance squared between the estimated

and the actual transmitter locations. It is desirable to express the errors due to convergence

as a distance squared quantity, so that it can be modeled as an additive quantity within

(3.21). Let

eti = θ̂di − θ̂ci (3.22)
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be the two-dimensional localization error due to convergence errors affecting the ith trans-

mitter estimate, where θ̂di is the location estimate for the ith transmitter computed distribut-

edly. Solving (3.22) for θ̂di and substituting it into (3.21), the total distributed localization

error can be obtained as

Edθ =
1

M

M∑
i=1

∥∥∥θ̂di − θi∥∥∥2 (3.23)

=
1

M

M∑
i=1

∥∥∥eθi∥∥∥2 +
∥∥eti∥∥2 + 2eti · eθi

= Eθ + Ed,

where Ed = 1
M

∑M
i=1

∥∥eti∥∥2 + 2eti · eθi is the normalized localization error due to gossip

convergence errors. To put the losses in accuracy due to convergence errors in greater

perspective, (3.23) can be solved for Ed and normalized by Eθ to obtain the accuracy loss

as a fraction of the localization error due to random factors Eθ. This expression is given by

Ld =
Ed
Eθ

(3.24)

=
Edθ − Eθ
Eθ

.

In order to determine the effects of convergence errors on localization accuracy, it is

desirable to link the convergence error Et with the Ed. However, since Et is dependent

on the initial conditions, it is impossible to express Ed as a function of Et. To circumvent

this problem, numerical simulations are utilized to explore this connection and determine

appropriate number of gossip iterations for energy efficient operation. Since the interest

lies in the difference between centralized and distributed localization results, an observable

that is independent of the propagation conditions and number of transmitters, evaluating

a single propagation environment (fixed values of γ and σ) containing two transmitters is
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sufficient to draw conclusive results applicable to all localization scenarios. Moreover, these

results can be generalized to the application of pair-wise randomized gossip algorithm to

any transmitter localization algorithm.

Numerical simulations were performed under the same setup described in Section 2.6.

The gossip algorithm was setup with the optimum stochastic matrix P ∗ and the number of

gossip iterations Ig was set according to equation (3.19). Figure 3.2 shows the mean accuracy

loss due to gossip convergence errors Ld for different values of Fg and the corresponding

convergence error threshold ψ. The figure shows the mean loss over 1000 different random

Figure 3.2: Mean localization accuracy loss due to gossip convergence errors for different
values of the gossip iteration factor Fg and σ2 = 36.

draws of M = 2 transmitters and N = 4 to N = 40 receivers under a shadowing variance of

σ2 = 36. As seen in the figure, the mean accuracy loss increases with N . This is believed

to be due to the Edθ being relatively constant with N and thus becoming an increasing
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Figure 3.3: Two-transmitter mean localization performance of the MTWARL algorithm
for different values of the gossip iteration factor Fg and σ2 = 36.

fraction of Eθ as it decreases. This is more evident at values of Fg smaller than 3, where

Edθ is on the same order as Eθ. The figure also shows that Lg is within ±10% of Ed for

values of Fg greater or equal to 3. The figure also shows accuracy losses significantly greater

than 10% for values of Fg greater than 3. This is a very important result, which suggests

that the gossip algorithm will converge to a low enough convergence error to not degrade

accuracy with as little as Ig = 3Ni gossip iterations. Figure 3.3 shows the corresponding

total localization accuracy versus total number of receiver plot. Both figures show the

values of ψ that correspond to each gossip iteration factor. These values were computed in

reverse of the definition of ψ-convergence time (3.12), where instead of finding the number

of iterations that met the convergence criteria for a given ψ, the value of ψ was determined

given a fixed number of iterations. The values of ψ were determined by constructing the



76

Figure 3.4: Cumulative distribution function of the convergence error Et given a fixed
number of algorithm iterations determined by different values of the gossip iteration factor
Fg.

cumulative distribution function (CDF) of Et and determining the largest value of Et that

had a cumulative probability smaller than itself. Figure 3.4 shows a plot of the CDF of

Et for several values of Fg. The figure shows that the error Et approaches zero with high

probability as the number of iterations increases, a behavior that supports the results in

Figures 3.2 and 3.3.

3.5 Energy Consumption Analysis

In this section the energy consumption of the MTWARL distributed localization algorithm

is compared to that of the centralized localization algorithms presented in previous sections.

The average transmit energy is used as the measure of energy consumption. This metric
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is often used to quantify energy consumption in WSN/CR applications, where the nodes

are portable battery-operated devices and most of the energy is consumed by the transmit-

ter. Specifically, the average transmit energy required for producing one set of transmitter

location estimates is considered. This metric is given by

E =
P Td BK

R

= P Td BK,

(3.25)

where P Td is the power transmitted such that the minimum received power for link closure

is received at distance d from the transmitter, R is the bit rate, K is the number of values

that are transmitted between nodes, and B is the number of bits used to represent each of

the values to be transmitted. As the equation shows, for simplification, the bit rate R is

assumed to be equal to 1 for all transmissions. Of the three variables in the right-hand side

of equation (3.25), only K and P Td are dependent on the type of algorithm. Therefore, they

are explored and expanded to derive expressions of E for the algorithms under evaluation.

B is treated as a design parameter and is carried out through the analysis. In what remains

of this section, expressions for E will be derived for the centralized and distributed multiple

transmitter localization algorithms.

3.5.1 Energy Consumption of Centralized MTL Algorithms

In this section, the average transmit energy of a centralized multiple transmitter localiza-

tion algorithm is derived. Even though two of such algorithms have been discussed, no

distinction is made in computing their energy utilization because of their identical trans-

mission schemes. We begin the analysis with K, to which a subscript c is added to denote

its reference to a centralized localization algorithm. In RSS-based centralized localization

algorithms, each node sends three values to the fusion center: the received power measure-

ment rj(dB), and the node’s Cartesian coordinates (x, y). The fusion center sends back a
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pair of Cartesian coordinates for each transmitter back to the nodes, for a total of 2M

values. Therefore, the total number of values transmitted for localizing and returning the

results back to the nodes is

Kc = (3 + 2M)N. (3.26)

Next, the the value of P Td is determined. For the purpose of this analysis, a simplified

expression of the relationship between received and transmit power is utilized. This removes

factors such as frequency of operation and antenna characteristics, which are similar for most

systems and are not as influential to the transmit power as distance is. Such relation is

given by

P Td =
Pmind

γ

ρ
≈ dγ , (3.27)

where Pmin is the minimum received power to establish reliable communication between

nodes. As (3.27) shows, P Td is proportional to dγ .

Since we are interested in average energy consumption, we compute P Td relative to the

average distance between nodes d. We employ probabilistic analysis to compute d. Consider

a squared area of interest with sides of length L. Consider two nodes φ1 and φ2 that have

coordinates (x1, y1) and (x2, y2), respectively. Assume these coordinates are realizations of

a random variable uniformly distributed in the range (0, L). The distance between these

two nodes is given by

d(φ1, φ2) =
√

(x1 − x2)2 + (y1 − y2)2. (3.28)

Since d(φ1, φ2) is a function of random variables (x1, y1) and (x2, y2), it is also a random

variable. Employing geometric reconstruction several times for each of the operations in

equation (3.28), we can compute the cumulative distribution function (CDF) of d(φ1, φ2)
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as

Fd(d) =



0, d < 0

π
L2d

2 − 8
3L3d

3 + 1
2L4d

4, 0 ≤ d < L

1−
[
2
3 + 2b+ b2

2 −
2
3

√
(b− 1)3

−2
√
b− 1− 2b

√
b− 1− 2b arcsin 2−b

b

]
, L ≤ d < L

√
2

1, d ≥ L
√

2

(3.29)

where b = d2/L2. Taking the derivarive of (3.29) to obtain the PDF, we obtain

fd(d) =



0, d < 0

2d
L4 (πL2 − 4Ld+ d2), 0 ≤ d < L

d
L6−L4d2

[
L2d2

(
−6
√
b− 1 + 4

√
(d2−L2)
bd2

+ 2

)
+(4L2d2 − 4L4) arcsin(1− 2/b)

+L4

(
2
√
b− 1− 2

√
(d2−L3)3

L6 − 4

)
+ 2d4

]
, L ≤ d < L

√
2

1, d ≥ L
√

2

(3.30)

Figure 3.5 shows a comparison between the PDF of d(φ1, φ2) obtained by evaluating equa-

tion (3.30) and that obtained by a Monte Carlo simulation. Given the fd(d), the ex-

pected distance between nodes can be determined by evaluating the expectation integral

d =
∫
lfl(l)dl, where l is a dummy integration variable. Unfortunately, the term over

L ≤ d < L
√

2 in (3.30) is not integrable. To circumvent this problem, the term over
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Figure 3.5: Comparison of analytical and simulation PDF of d(φ1, φ2) in a unit square
area (L = 1).

L ≤ d < L
√

2 is approximated by half the area of the expectation integral of a line con-

necting points (L, fd(L)) and (
√
L, 0). Given this approximation, d is computed as

d =

∫ ∞
0

lfl(l)dl

≈
∫ L

0

2l2

L4
(πL2 − 4Ll + l2)dl +

fd(L)

2L(
√

2− 1)

∫ L

√
2L

√
2Ll +−l2dl

= 0.4944L+ 0.1179fd(L)L2. (3.31)

Numerical simulations reveal that the approximation error of (3.31) is within 1% of the
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actual solution. Given d and Kc, the average transmit energy can be determined as

Ec = P TdcBKc

= (0.4944L+ 0.1179fd(L)L2)γB(3 + 2M)N.

(3.32)

3.5.2 Energy Consumption of the MTWARL Distributed MTL Algo-

rithm

In this section, the average transmit energy of the MTWARL algorithm is considered.

As detailed in Section 3.3, the MTWARL algorithm consists of a outer (or main) loop

and a inner (or secondary) loop. During each iteration of the main loop, clustering is

performed based on proximity to the latest location estimate at each cluster. In addition,

inner iterations perform distributed localization across the nodes in each newly formed

cluster. Since each clusters localizes a single transmitter, once the main loop iterations are

completed, the results are disseminated across clusters. Given this information, we define

the total average transmit energy for the distributed algorithm as

Eg =

I∑
k=1

(
P Td(k)BKg(k)

)
+ Eret, (3.33)

where P Td(k) and Kg(k) are the required minimum transmit power for link closure and number

of transmitted values for the kth main loop iteration of the algorithm, respectively, and I

is the total number of iterations (outer + inner loop iterations). Eret is the energy required

to disseminate the results across clusters.

We begin by computing the average required transmit power P Td(k) for each iteration.

For each main loop iteration, the algorithm uses the receivers contained inside a circular

area centered around the latest transmitter estimate. The computation of the average

distance between receivers within a circular area requires a coordinate conversion and the
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evaluation of several complicated integrals to compute the density function and to evaluate

the expectation integral. Since the shape of the distribution is not of interest, we resort to

a simple approximation based on equation (3.31). This method approximates the average

distance in a circular region by the average distance in a squared region with sides equal

to Lk

(
1+
√
2

2
√
2

)
. This area corresponds to the square who is inscribed at the half way point

between the squares with sides equal to Lk and Lk√
2
. Given this information, the average

distance between nodes at the kth iteration is approximated as

dk ≈ 0.4944Lk

(
1 +
√

2

2
√

2

)
+ 0.1179fd

(
Lk

(
1 +
√

2

2
√

2

))
L2
k

(
1 +
√

2

2
√

2

)2

, (3.34)

= 0.4220Rk + 0.0859fd (0.8536Rk)R
2
k, (3.35)

where Rk = Lk/2 is the clustering radius of the kth iteration and fd(0.8536Rk) is the

density defined in (3.30) with parameter L = 0.8536Rk and evaluated at d = 0.8536Rk.

Substituting (3.34) into (3.27) to determine P Td(k) we obtain

P Td(k) =
(
0.4220Rk + 0.0859fd (0.8536Rk)R

2
k

)γ
. (3.36)

Similarly to P Td(k), the number of values that are transmitted also varies with the iteration

number and is defined as Kg(k). In the MTWARL algorithm, each message transmitted

between nodes carries a total of 6 values: 1 two-dimensional value (2 real values) for the

numerator of (3.8), 1 value for denominator of (3.8), 1 value for the gossip iteration counter,

and 2 values to indicate the location of the center of the cluster. Given this information,

the number of transmitted values per inner loop iteration is given by

Kg(k) = 6Ig = 18Nk, (3.37)
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where Ig = 3Nk is the number of gossip iterations required for convergence without signifi-

cant accuracy loss as determined in Section 3.4 and Nk is the average number of receivers

per cluster at the kth iteration. Since the receivers are placed according to a uniform dis-

tribution across the area of interest, the value of Nk is determined by the portion of the

area of interest that the cluster area takes. This relation is expressed as

Nk = round

(
πAkN

4A

)
(3.38)

= round

(
πNR2

k

A

)
, (3.39)

where Ak is tha area of a square with side length 2Rk and A is the area of the region of

interest. Table 3.1 shows typical values of cluster radius, average distance between nodes

and expected number of receivers per cluster Nk for each iteration in the case where M = 2.

Table 3.1: Two transmitter energy consumption parameters per iteration.

Global Tx being Rk dk Nk

Iteration Localized (meters) (meters)

1 1 0.4 0.3615 round(0.5N)

2 1 0.3 0.2711 round(0.27N)

3 1 0.3 0.2711 round(0.27N)

4 2 0.4 0.3615 round(0.5N)

5 2 0.3 0.2711 round(0.27N)

6 2 0.3 0.2711 round(0.27N)

Next, the energy required for dissemination of the estimates is considered. Since the

members of each cluster are aware of who the other members of their cluster are, edge

receivers send their results to the nearest non-member of their cluster. This node then

starts a gossip algorithm instance to disseminate the results in its cluster. Given this
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dissemination scheme, the dissemination energy Eret is expressed as

Eret = 2Bd
γ
minround ((1− (1/M))N) (3.40)

+ 12MB(0.3L)γround
(
π(0.3L)2N/100

)
,

where dmin is the average minimum distance between receivers. Equation 3.40 shows that

the energy for dissemination has two additive components: 1)the communication between

the edges of the clusters, and 2)the actual dissemination over the cluster. The edge com-

munication is computed as the energy required for transmitting two result values across

the average number of receivers that adjoin other clusters. The dissemination component

represents the energy required to run a gossip algorithm instance within each cluster. Sub-

stituting results of equations (3.36), (3.37), (3.40) and (3.38) into (3.33) we obtain

Eg = 2Bd
γ
minround ((1− (1/M))N) (3.41)

+ 12MB(0.3L)γround
(
π(0.3L)2N/100

)
+ 18B

I∑
k=1

(
0.4220Rk + 0.0859fd (0.8536Rk)R

2
k

)γ
round

(
πNR2

k

A

)
.

3.5.3 Energy Utilization Comparison Between Centralized and Distributed

Approaches

Figure 3.6 shows a comparison between the centralized and distributed processing algo-

rithms considered in the previous sections. The normalized average transmit energy is

plotted versus N for M = 2 and γ = 2. Curves for two versions of the MTWARL dis-

tributed algorithm are shown, where the difference between the two lie in the way the

initial clustering is performed during the first main loop iteration (i = k = 1). Version 1

consists of the simplest approach where all the nodes are included in the initial cluster. On

the other hand, version 2 consists of the more efficient approach, where the initial cluster is
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performed over a small region centered on the center of the area of interest. As the figure

shows, average transmit energy consumption increases linearly with N . The curves for the

distributed algorithms exhibit discontinuities due to the round operation that is part of the

computations. The figure also shows that for this value of γ, the centralized localization

Figure 3.6: Normalized average transmit energy of two versions of the MTWARL dis-
tributed localization algorithm compared to their centralized counterpart for M = 2 and
γ = 2.

algorithm consumes the least amount of energy and version 2 of the distributed algorithm

consumes approximately 20% more energy than the centralized algorithm. Version 1 of the

distributed algorithm consumes the most power since its first iteration gossips over all N

receivers across the entire area, sending a large number of messages over the longest possible

distance. These results underscore how clustering and local gossiping (within clusters) are

critical to lowering the total energy consumption of the system.

As equations (3.32) and (3.41) show, the average transmit energy varies as a function of
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γ. Figure 3.7 shows the average transmit energy of version 2 of the distributed algorithm

relative to that of the centralized algorithm for γ = 2, 3, 4 and 6. The figure shows that the

relative energy consumption of the distributed algorithm varies dramatically with γ, and

that it ranges from approximately 105% higher energy consumption at γ = 2, to approxi-

mately 45% of the energy consumption of the centralized algorithm at γ = 6. These results

Figure 3.7: Average transmit energy of the distributed algorithm version 2 relative to the
energy consumption of the centralized algorithm for γ = 2, 3, 4, and 6.

suggests that if energy is constrained, the use of randomized distributed processing algo-

rithms would only be advantageous in highly obstructed propagation environments where

γ is relatively high. However, if energy is not constrained, the fault tolerance provided by

distributed processing would be traded for an increase of up to 105% in energy consump-

tion. The results also underscore that eventhough the considered distributed algorithms

transmit over shorter distances, their total energy consumption may be larger since more
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transmissions of more data values are performed. This is an inherent trade of distributed

algorithm design that is worsen by the randomized nature of the gossip algorithm, which

avoids complicated routing schemes at the expense of longer convergence times, resulting

in larger amounts of transmitted information.

3.6 Computational Complexity Analysis

In this section, the computational complexity of the MTWARL distributed algorithm is

compared to that of the centralized LCIS algorithm. The objective of this comparison is to

assess the suitability of the MTWARL algorithm to be deployed in an WSN/CR system,

where the nodes have limited computational capabilities and computational complexity

is critical. The LCIS was chosen for the comparison as it is the ML-based centralized

algorithm with the lowest complexity, thus offering an appropriate reference point to draw

comparisons from. The metric for computational complexity used is the floating point

operations (FLOP). This metric is typically used in the field of scientific computing for

measuring the computational complexity of a given calculation.

3.6.1 Computational Complexity of Centralized MTL Algorithms

As discussed in previous sections, the majority of the computational complexity of the ML-

based algorithms is contained in the non-linear minimizations used to obtain the different

location estimates. Recall the number of minimizations that are performed within the LCIS

algorithm is given by

OIS = 2M. (3.42)

The Nelder-Mead (NM) direct search method is used for performing these minimizations

[53]. As in any direct search method, the NM method only uses values of the cost function

to search for a solution and thus the computational complexity is mostly driven by the

complexity of the cost function, which is evaluated twice per iteration [52]. Recall the cost
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function for the LCIS is given by

θ̂i = arg min
θi

K∑
j=1

(r̂ij(dB) − E[rij(dB)|θi])2, (3.43)

where E[rij(dB)|θi] = P Ti ρ
(

d0
dij(θi)

)γ
. Given this information, the number of FLOPs per

cost function evaluation can be computed by adding the 9N FLOPs required to compute

E[rij(dB)|θi] to the 3N FLOPs required to compute summation in (3.43). Thus, the com-

putational complexity of evaluating the cost function is given by

Ceval = 12N. (3.44)

Given this information,the complexity of a NM minimization is approximated by

Cnm ≈ 2InmCeval (3.45)

= 24InmN,

where Inm is the number of NM iterations required for convergence. Having obtained the

number of minimizations from (3.42) and the complexity of each minimization from (3.45),

the complexity of computing an estimate via the LCIS algorithm can be expressed as

Ccen = OISCnm (3.46)

= 48InmNM.

Empirical results have revealed that typically Inm ≈ 150.
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3.6.2 Computational Complexity of the MTWARL Distributed MTL Al-

gorithm

In this section, the computational complexity of the MTWARL algorithm is considered. The

complexity analysis follows the formulation established in Section 3.5.2 for the analysis of

the algorithm’s energy consumption. The MTWARL algorithm has two main computations:

1) the computation of the distances performed as part of the clustering step within each of

the main loop iterations, and 2)the transmitter location update that is performed between

pairs of receivers during every gossip iteration. Given this information, the complexity of

the MTWARL algorithm can be computed as

Cdis = C1 + C2, (3.47)

where C1 and C2 are the complexities of the distance calculations and the transmitter

location updates, respectively, as enumerated above.

The distance computations performed during each iteration are of the form

d(θj , φi) =
√

(xj − xi)2 + (yj − yi)2, (3.48)

and, as the equation shows, requires 6 FLOPs for its computation. During each of the I

main loop iterations, this computation is performed once per receiver available for clustering.

Therefore, according to the algorithm, the C1 component can be expressed as

C1 = 6N + 6
I−1∑
k=1

Nk (3.49)

= 6N + 6

I−1∑
k=1

round

(
πNR2

k

A

)
,

where Nk is the average number of receiver used for estimation during the kth main loop
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iteration.

The transmitter location update is performed as a part of the pairwise gossip algorithm

employed by the MTWARL algorithm. This update is performed by separately updating

the numerator and denominator of the estimate expression defined in equation (ref to Ch.3).

On the vth gossip iteration, the pth and qth receivers compute their update according to

the following two equations:

θ̂num(v) =
φprp + φqrq

2
θ̂den(v) =

rp + rq
2

, (3.50)

where θ̂num(v) is the numerator portion and θ̂den(v) is the denominator portion. As the

equation shows, the computational complexity of a single update computation (both nu-

merator and denominator) is 8 FLOPs. Since both of the gossiping receivers update their

location estimate, equation (3.50) is computed twice on every gossip iteration. Additionally,

an instance of the gossip algorithm is spawned during each of the I iterations of the main

loop. Given this information, the component C2 can be expressed as

C2 =
I∑

k=1

16Ig (3.51)

= 48

I∑
k=1

round

(
πNR2

k

A

)
,

where Ig = 3Nk is the typical number of gossip iterations required for convergence. Substi-

tuting (3.49) and (3.51) into (3.47), the expression for the computational complexity of the

MTWARL algorithm can be expanded as follows:

Cdis = C1 + C2 (3.52)

= 6N + 6

I−1∑
k=1

round

(
πNR2

k

A

)
+ 48

I∑
k=1

round

(
πNR2

k

A

)
,
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3.6.3 Computational Complexity Comparison Between Centralized and

Distributed Approaches

Figure 3.8 shows a computational complexity comparison between the centralized and dis-

tributed multiple transmitter localization algorithms under consideration. The figure shows

the analytical expressions (3.46) and (3.52) as well as empirical benchmarks of the algo-

rithms versus the total number of receivers N . In both the analytical and empirical cases,

the results were normalized with respect to the maximum complexity. This allows a com-

parison of relative algorithm computational complexity between analytical and empirical

results. The empirical benchmarks where run in Matlab and consisted of measuring the

elapsed time of 500 iterations of each algorithm. Both algorithms were run sequentially

within the same script to ensure equal runtime environments. As the plot shows, the

computational complexity of the distributed algorithm is much smaller than that of the

centralized algorithm, a trait that comes at the expense of lower localization accuracy. The

results confirm that the proposed distributed algorithm is well suited for a distributed im-

plementation where the nodes are likely to have limited computational capabilities. The

plot also shows that the empirical and analytical results are in agreement with one another,

corroborating the validity of the analysis. It is worth noting that the empirical and ana-

lytical curves for the centralized algorithm differ by approximately 17% at N = 10, and

converge to approximately the same value at N = 40. This is due to the termination test

of the NM search algorithm (which is constant in the number of receivers) starts to be in-

significant as the number of receiver increases, and the cost function evaluations dominate

the total computational complexity of the algorithm.

3.7 Localization Accuracy Comparison

In this section, the localization performance of the MTWARL distributed algorithm is com-

pared to that of the LCIS and IS-based EM centralized algorithms. Thus far, a trade off
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Figure 3.8: Two-transmitter-localization normalized computational complexity comparison
between centralized and distributed localization algorithms.

between computational complexity and localization accuracy has been studied for central-

ized multiple transmitter localization algorithms. The objective of the comparison in this

section is to extend the trade space to include properties such as energy utilization and fault

tolerance that are introduced by distributed processing, and explore any trade offs they may

have with localization accuracy. The comparison is performed via numerical simulations, in

which the results obtained in Section 3.4.2 are used to configure the proposed distributed

algorithm for energy efficient operation.

Simulations for all the algorithms follow the same general setup described in Section

2.6. The IS-based EM algorithm was run with C = 2 and I = 8. This represents 4 times

the computational complexity of the LCIS and 320 times the computational complexity

of the MTWARL. The MTWARL was setup according to table 3.1 with gossip stochastic

matrix set to P ∗, as defined in (3.18). The number of gossip iterations was set to a fixed
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value according to Ig = 3Ni. This relation was obtained from the results of Section 3.4.2,

where the impact of Ig to localization accuracy was studied. Figure 3.9 shows the simulated

performance for the algorithms. As with previous localization performance simulations, the

chosen performance metric is the average squared distance error between estimated and true

transmitter locations, where the average is taken over the M transmitter location estimates.

Performance figures show both the median and mean error over 1000 different random draws

of M = 2 and 3 transmitters, and N = 4 to N = 40 receivers with shadowing variance of

σ2 = 16, 36 and 64.

As the figures show, the IS-based EM produces the smallest mean and median errors

across all values of N and σ2 considered, while the MTWARL produces the largest mean

and median errors. The performance gap between the MTWARL and the other two cen-

tralized algorithms widens with increasing σ2 values, suggesting that the MTWARL is more

susceptible to perturbations caused by the random nature of lognormal shadowing. This

gap is also seen to decrease with N , specially for σ2 = 16 and 36, indicating that that

MTWARL is not well suited for systems with few sensor nodes. This is believed to be due

to the MTWARL not being able to refine its estimate because of a lack of receivers in the

clustering area around a location estimate.

The comparison of localization accuracy reveals that computational complexity, energy

consumption and fault tolerance could be traded for localization performance. Table 3.2

shows a summary of the properties of the algorithms under consideration. From the com-

parison it is evident that the low complexity, low energy consumption and fault tolerance of

the proposed MTWARL distributed algorithm come at the cost of lesser localization accu-

racy, specially on environments with severe shadowing and in systems with low number of

sensors. On the other hand, high localization accuracy can be achieved by significantly in-

creasing the computational complexity and moderately increasing the energy consumption.
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Figure 3.9: LCIS, IS-EM and MTWARL two transmitter mean (left column) and median

(right column) localization accuracy for σ2 = 16 (top row), 36 (middle row) and 64 (bottom
row).
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Table 3.2: Comparison of multiple transmitter localization algorithms.

Algorithm Fault Energy Computational Localization
Tolerance Consumption Complexity Accuracy

ISEM No Med Very high High

LCIS No Med High Med

MTWARL Yes Low-to-Med Low Low



Chapter 4: Effects and Exploitation of Sensor Mobility in

MTL

One major characteristic of wireless mobile networks is user mobility. Systems such as CRNs

are comprised of users that may move about an area of operation. This mobility affords a

sensor the ability to take measurements at different locations. This additional measurements

contain information that can be used to complement previous measurements, and thus

improve localization accuracy. Thus far, we have studied MTL assuming that sensors are

stationary at fixed locations. In this chapter, we ease the constraints on receiver mobility

and explore its effects on the statistical properties of RSS observations and its implications

on ML-based MTL. In addition, we investigate ways of taking advantage of the additional

information contained in measurements taken by receivers after moving from their original

locations.

4.1 Extensions to System Model

4.1.1 Mobility Model

Mobility is a topic that has received significant attention in the wireless network literature,

especially in the areas of mobile cellular and mobile ad hoc networks [65, 66]. Several

mobility models have been studied in order to describe movement patterns of mobile users,

and how their location, velocity and acceleration vary as a function of time. In mobile

cellular networks, for example, the models focus on the mobility of users relative to an

area of operation (e.g., a cell), which allows the study of coverage, cell change rates, and

hand overs. In contrast, in mobile ad hoc networks, the models focus on user movement

relative to other users, as this facilitates the study of wireless connectivity and optimal

routing protocols. Since CRN’s are essentially a type of ad hoc network, the focus of

96
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mobility models for both types of networks significantly overlap. We draw from previous

work in mobility models for mobile ad hoc networks and employ the random waypoint

model (RWM) as a means of modeling movement [67]. The RWM falls within the realm

of random mobility models. In these models, nodes move independently according to a

random movement scheme (e.g., random destination, random direction, random walk, etc.).

In RWM, each node moves independently to a random destination with a random constant

velocity. Due to its simplicity, the RWM has been widely used in mobile ad hoc networks

research. Below we expand on the inner workings of the RWM.

Let S = {j}Nj=1 be the set containing the indices of all N sensor nodes performing MTL.

The initial location of the N sensor nodes is denoted by the matrix Φ = [φ1;φ2; · · · ;φN ],

where φj is the location of the jth receiver, which is given by the Cartesian coordinate pair

(xj , yj). Under the RWM, receivers independently choose their new locations, which are

given by

Φ(n) = [φ
(n)
1 ;φ

(n)
2 ; · · · ;φ

(n)
N ], (4.1)

where n is an integer that denotes the nth element in the sequence of sensor location matrices

Φ(n). Each receiver travels to its respective destination with a random constant velocity

drawn from a uniform distribution over the interval [Vmin, Vmax], where Vmin and Vmax are

the minimum and maximum velocities with which a receiver will travel, respectively. The

range of motion is controlled by the probability density function of the destination, which is

typically chosen as two-dimensional uniform over the intervals [0, xmax] and [0, ymax]. Since

receivers are assumed stationary at the time a measurement is taken, velocity is assumed

high enough such that each sensor reaches its destination before a new measurement is

taken. This assumption results in the following minimum velocity:

Vmin ≥ dmax/Tm, (4.2)

where dmax =
√
x2max + y2max and Tm is the measurement interval. Once receiver nodes
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reach their destinations, they all take new measurements. The new set of measurements is

given by

r
(n)
(dB) = [r

(n)
1(dB) r

(n)
2(dB) . . . r

(n)
N(dB)]

T , (4.3)

where r
(n)
j(dB) denotes the nth observation of received power at the jth sensor node measured

in dB. In subsequent sections we will discuss how these new measurements can be used to

improve previously computed location estimates.

It is worth mentioning that analysis of the asymptotic behavior of the RWM with time

has revealed that as time elapses, the node spatial distribution across the area of operation

oscillates between a uniform distribution to one that is highly concentrated near the center

of the area [68]. This phenomenon would negatively affect localization performance if RWM

were used to model long-term mobility behavior. However, since the interest in using RWM

is to model mobility over short periods of time (a maximum of one to two waypoint sets), this

phenomenon does not manifest itself in our models and thus does not corrupt localization

accuracy.

4.1.2 Correlated Shadowing Model

One important effect to take in to account when studying mobility is the correlation among

received power measurements taken at relatively short distances from each other. This cor-

relation arises from the fact that signals undergo similar propagation effects (i.e, blockages,

reflections, and scattering) when the measuring receivers are located near each other. In our

study, we assume an empirically derived model known in the literature as the Gudmundson

model [40, 69]. In this model, shadowing is modeled as a first-order autoregressive process,

which implies an autocorrelation function that decays exponentially with distance between

the measurements. This results in covariance matrix Σ, whose elements are given by

{Σ}pq = σ2ρpq = σ2 exp

(
−dpq
Dc

)
, (4.4)
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where ρpq is the correlation coefficient relating the measurement from the pth and the

qth receiver nodes, dpq is the distance between the pth and the qth receiver nodes, and

Dc is the correlation distance. The correlation distance can be defined as the distance at

which the correlation coefficient equals 0.3679 and is determined based on the propagation

environment. A typical value of Dc for a suburban environment is 500 meters, whereas a

value of 20 meters is typical for an urban environment [40, 70]. The Gudmundson model

is widely accepted in mobile wireless research, and is the basis for other models that have

been proposed [69–71].

4.2 Implications of Correlated Shadowing to ML-based MTL

Framework

As discussed in Chapter 2, the derivation of the ML localization estimate assumes that the

lognormal shadowing affecting each transmitter-receiver link is independent. This assump-

tion can be considered valid as long as there is enough separation among receivers [40].

When considering sensor mobility, it is of interest to consider scenarios in which sensors

move in an uncontrolled and random manner (e.g., a sensor mounted on a moving vehicle,

or on a mobile device that a pedestrian is carrying). In these scenarios, sensors may move

to locations that violate the proximity assumption made for assuming independent lognor-

mal shadowing and thus, may take measurements that are correlated to the ones taken at

nearby locations. In this section, we explore the implications of such scenarios to the ML

estimate formulation discussed in Section 2.3.1.

Recall the likelihood function of the vector of RSS observations r(dB) containing power

from a single transmitter, given in equation (2.20) as

f(r(dB)|θ) =
N∏
j=1

1√
2πσj

exp

(
−(rj(dB) − µj(θ))2

2σ2j

)
.
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Because of the independence assumption, (2.20) is comprised of the product of the density

functions of the individual measurements rj(dB). When the measurements in r(dB) are

dependent, due to the correlated shadowing, the likelihood function is a multivariate normal

distribution given by,

f(r(dB)|θ) =
1

(2π)N/2 |Σ|1/2
exp−

(
1

2

(
r(dB) − µ(θ)

)T
Σ−1

(
r(dB) − µ(θ)

))
, (4.5)

where µ(θ) = [µ1(θ), µ2(θ), · · · , µN (θ)] contains the expected received power at each sensor.

Equation (4.5) can be manipulated akin to equation (2.20) to obtain the log-likelihood

function. Substituting the log-likelihood function into equation (2.18), the ML estimate is

obtained by solving

θ̂ML = arg min
θ

((
r(dB) − µ(θ)

)T
Σ−1

(
r(dB) − µ(θ)

))
. (4.6)

As equation (4.6) shows, the inverse of covariance matrix of the shadowing Σ smears each

receiver’s contribution to account for the correlation among measurements. Another impor-

tant observation about (4.6) is that the cost function to be minimized is significantly more

computationally complex than the cost function of (2.21), requiring an additional matrix-

vector multiplication ([1×N ][N ×N ] or [N ×N ][N × 1]). These additional computations

are equivalent to N2 additional FLOPS per cost function evaluation, which represent an

increase in complexity given by

∆C =
Cseval
Ceval

− 1 (4.7)

=
12N +N2

12N
− 1

=
N

12
,
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where Ceval = 12N and Cseval = 12N +N2 are the computational complexity of evaluating

the cost functions in (2.21) and (4.6), respectively, in FLOPS. As equation (4.7) shows, ∆C

increases linearly with N , exceeding 300% when N > 36. Since the total complexity of a

minimization is dominated by the complexity of the cost function evaluations [52], equation

(4.7) can be interpreted as increases in total miminization complexity.

4.3 Effects of Correlated Shadowing to Localization Perfor-

mance

The results of the previous section motivate several questions about the effects of correlated

shadowing. First, what is the effect of maintaining the independent shadowing assumption

and using equation (2.21) to perform localization? Performing localization assuming inde-

pendent shadowing when in fact the shadowing is correlated represents a model mismatch

where the assumed cost function to be minimized does not match the actual phenomena

that is captured in the measurements. Since undoing the independent shadowing assump-

tion (i.e., using (4.6)) could be costly, it is important to understand how sensitive localiza-

tion accuracy is to this model mismatch. Second, if the model mismatch has a significant

negative effect on localization accuracy, how much of that loss can be recovered by the use

of (4.6)? In this section, we address these questions by discussing prior work in this area

and directly exploring the effects on the LCIS algorithm.

4.3.1 Insights from Prior Work on the Effects of Correlated Shadowing

on RSS Localization

The effects of correlated shadowing on various aspects of WSN and CRN systems have

been a source of attention in recent research [72–74]. In particular, localization is a major

topic of interest in WSN research [72]. In [72], the authors discuss the effects of correlated

shadowing on the Cramer-Rao lower bound (CRLB) on localization variance for the sin-

gle transmitter case and discuss specific results for a 16-node network. In computing the
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CRLB, the authors define the Fisher information matrix (FIM) for the problem as hav-

ing two components: a mean component and a covariance component, both of which are

inversely proportional to the CRLB. Their results indicate that on average, correlated shad-

owing may actually decrease the CRLB as it causes an increase in the covariance term of the

FIM that is greater than the decrease it causes to the mean term. These results suggest that

localization could be performed more accurately under correlated shadowing than under in-

dependent shadowing if the information in the covariance component of the FIM is utilized

for estimation. A modest amount of research has been performed on localization algorithms

that account for correlated shadowing in an attempt to realize the potential gains achievable

if this additional covariance term information is used for localization [75, 76]. In [75], the

authors propose a ML-based approach to single transmitter localization that incorporates

correlated shadowing by assuming a cost function based on (4.6). The authors stress that

in order to obtain the best localization results, the shadowing noise covariance matrix Σ

has to be known, an assumption that may be unrealistic as Σ varies with the propagation

environment and the sensor node arrangement. The authors, however, do not justify the

increases in computational complexity nor put in context any performance gains achieved

by the proposed algorithm by comparing its performance to that of the mismatched ML

approach, in which the independent shadowing assumption is maintained. In [76], the au-

thors propose a single transmitter localization algorithm based on differential RSS (DRSS)

measurements, where the difference between RSS measurement pairs is used as the obser-

vation on which localization is based. This approach exploits the correlation among the

measurements by taking advantage of the fact that the variance of a DRSS measurement

decreases with increases in the correlation coefficient of the RSS measurement pair. The

authors compare the localization performance of the DRSS techniques with an RSS equiva-

lent that does not account for correlated shadowing. The results obtained in [76] show that

the accuracy of the DRSS approach is higher than that of the mismatched RSS when all

the measurements are highly correlated (i.e., ρ ≈ 0.8). However, the performance of both

approaches is equivalent when measurements are marginally correlated (i.e., ρ ≈ 0.4), and
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the RSS approach surpasses the DRSS as the measurements become uncorrelated. These

results suggest that the DRSS (and possibly accounting for correlated shadowing itself)

may not be advantageous in real life scenarios where the correlation between measurements

varies in magnitude depending on the relative location of receivers.

The results discussed above, although for a single transmitter case, provide valuable

insight into the general effects of correlated shadowing on the RSS localization problem.

The results suggest that 1) strong correlation among all measurements is needed in order to

extract enough information to significantly improve localization performance, and 2) if using

an ML-based approach, Σ should be estimated accurately in order to effectively account for

the correlation among measurements. Thus far, the research performed in this area does not

provide conclusive results that would justify accounting for correlated shadowing in MTL.

Since performing the tasks associated with accounting for this correlated shadowing may add

significant computational complexity to an approach that is already relatively complex, it is

important to characterize the effects of shadowing model mismatch to determine whether its

severity warrants such an approach. In the next section, we explore the effects of shadowing

model mismatch on the accuracy of the LCIS algorithm to better understand the potential

trade offs between computational complexity and immunity to shadowing model mismatch.

4.3.2 Effects of Shadowing Model Mismatch on the Localization Accuracy

of the LCIS

In this section, we explore the effects of shadowing model mismatch on the accuracy of

the LCIS algorithm. We use numerical simulation to assess these effects under various

propagation conditions. Simulations follow the same general setup described in Section 2.6,

except that the size area of interest is varied to reflect typical propagation distances in each

type of environments. The propagation conditions are parameterized by γ, σ, Dc, and the

length of the area of interest La. Two propagations environments are simulated: 1) dense

urban, where γ = 4, σ = 8, Dc = 20 and La = 1000; and 2) suburban, where γ = 3, σ = 6,

Dc = 500 and La = 10000.
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Figures 4.1 and 4.2 show the simulated mean performance of the LCIS algorithm un-

der both propagation environments when shadowing is correlated and when shadowing is

independent. As the figures show, the effects of shadowing model mismatch on localization

accuracy appear to be minimal in both propagation environments. In the urban environ-

ment, whose performance is shown in Figure 4.1, the localization performance of the LCIS

under correlated shadowing conditions (mismatched model case) does not appear to differ

from its performance under independent shadowing (matched model case). This is believed

to be due to the relatively low correlation among measurements (low value of Dc), which

is a consequence of the diversity of clutter and obstructions that radio waves encounter in

such an environment. However, in the suburban environment, whose performance is shown

in Figure 4.2, the localization accuracy of the mismatched case appears to be higher than

that of the matched case for N ≤ 22. This observable is in agreement with the results of [72]

and is believed to be due to a reduction of uncertainty caused by the additional information

provided by the correlation among sensor measurements. This information is significant at

lower values of N where the uncertainty is high, but becomes insignificant as N increases

and the uncertainty is lower. The performance gap between the matched and unmatched

cases reverses at values of N ≥ 22, where the performance of the matched case becomes

greater. This reverse is believed to be due to a rise in uncertainty caused by a reduction

in the total information contained in measurements (i.e., for large N , the decrease of the

mean term of the FIM is greater than the increase of the covariance term). This observed

behavior suggests that the results of [72] either do not apply to all values of N , or that they

do not manifest themselves in the same manner when interference is present.

The results from our simulations suggest that the effects of shadowing model mismatch

on MTL accuracy do not warrant the costs and complexities associated with pursuing a

matched cost function approach. As discussed above, possible match model approaches

would employ cost function (4.6) and an algorithm to estimate Σ in order to avoid further

model mismatches caused by using an inaccurate Σ. These approaches represent an increase

in complexity of at least 300% for N ≥ 36. Finally, the results confirm the validity of the
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independent shadowing assumption for ML-based MTL.

Figure 4.1: Two-transmitter mean performance comparison of LCIS algorithm (assuming
uncorrelated shadowing) under uncorrelated and correlated shadowing operating in a dense

urban propagation environment with parameters σ2 = 64, γ = 4, Dc = 20 and La = 1000.

4.4 Exploitation of Mobility in MTL

As sensor nodes move to different locations, they have the opportunity to take additional

power measurements at these new locations. These new measurements contain additional

information about the transmitter locations. In this section, we explore ways of extracting

this extra information in an efficient manner, such that localization accuracy can be im-

proved without wasting valuable computational resources. We employ the insight gained
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Figure 4.2: Two-transmitter mean performance comparison of LCIS algorithm (assuming
uncorrelated shadowing) under uncorrelated and correlated shadowing operating in a sub-

urban propagation environment with parameters σ2 = 36, γ = 3, Dc = 500 and La = 10000.

in the interference analysis of Chapter 2 to devise a strategy to reduce overall measure-

ment uncertainty and to develop an extension to the LCIS algorithm that enables it to take

advantage of the newly available information.

4.4.1 Extended LCIS for Mobility Exploitation

One major finding in exploring the MTL problem has been the establishment of a rela-

tionship between sensor-transmitter configuration and localization accuracy. As discussed

in Chapter 2, the expected estimation performance is a function of the interference noise

statistics, which are different for each receiver and are in turn a function of each receiver’s
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distance ratio (or distance-power ratio when transmitted powers are unequal). The local-

ization algorithms developed thus far operate on the principle of adjusting the observations

to remove the expected interference. This technique has proven to be effective; however,

one interesting observation that could lead to possible improvements is that depending

on sensor-transmitter configuration, the algorithms may use measurements with high in-

terference noise variance. These high uncertainty measurements can considerably degrade

estimation accuracy. In view of this, we consider ways of incorporating network configu-

ration information into the estimation process with the objective of reducing the overall

measurement uncertainty (interference variance), which results in improved estimation per-

formance. We explore two techniques that aim to achieve this goal by using the distance

ratio as a metric of measurement uncertainty. The first technique is distance-ratio-based

clustering, in which distance ratio is used to determine to which cluster a measurement is

assigned. As it will be shown, this technique bounds distance ratio to a maximum value

equal to 1, thus reducing overall measurement uncertainty. The second technique we ex-

plore is distance-ratio-based measurement discrimination. This technique calls for requiring

that the measurements used for the estimation of a particular transmitter are taken by sen-

sors with distance ratios smaller than a predefined threshold. This action further bounds

the expected interference variance that any measurement could exhibit, resulting in a con-

figuration with less measurement uncertainty. This technique focuses on achieving higher

algorithmic efficiency rather than on increasing localization accuracy given a fixed value of

N (i.e., achieving the biggest accuracy gains with the smallest increase in computational

complexity). This idea is centered on the fact that measurements with higher uncertainty

carry less information than those with lower uncertainty, and thus contribute less to the

estimation solution.

We propose an extended low-complexity IS algorithm where we use estimates of dis-

tance ratio to measure the uncertainty of individual measurements and to implement the

techniques described above. To maintain low computational complexity, the LCIS is ex-

tended to refine previously computed estimates without executing and additional full run of
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the algorithm. The extensions include distance ratio estimation, re-clustering, and refining

minimizations. As will be discussed later in the section, these extensions represent a com-

plexity increase of approximately 50% to 100% over the complexity of the LCIS algorithm.

The proposed extended low-complexity IS algorithm is described below.

Extended low-complexity IS algorithm

1. Run an instance of the LCIS algorithm as described in Section 2.3.2 using N

measurements taken at initial receiver locations Φ(0).

2. Let receivers move to new locations denoted by Φ(1) in accordance with the

RWM described in Section 4.1.1. Concatenate measurements from both sets of

locations as

r =
[
r
(0)
(dB) r

(1)
(dB)

]
. (4.8)

3. Cluster measurements in r based on their proximity to estimates θ̂(0) obtained

on first run of LCIS. Clustering is performed as follows. Let the set S = {l}2Nl=1

be the set containing the indices of all measurements and Ci be the set containing

the indices of the measurements in the ith cluster, i ∈ [1, 2, · · · ,M ]. Cluster Ci

is defined as

Ci =

{
l : min

k
{dkl} = dil, k ∈ [1, 2, · · · ,M ], ∀l ∈ [1, 2, · · · , 2N ]

}
. (4.9)

4. Compute estimates of the distance ratios as

d̂ml

d̂il
=

√
(x̂

(0)
m − xl)2 + (ŷ

(0)
m − yl)2√

(x̂
(0)
i − xl)2 + (ŷ

(0)
i − yl)2

, (4.10)

where m ∈ [1, 2, · · · ,M ], i ∈ [1, 2, · · · ,M ], i 6= m, l ∈ [1, 2, · · · , 2N ], and (x̂
(0)
i ,
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ŷ
(0)
i ) is an estimate of the location of the ith transmitter generated using mea-

surements taken at the initial set of receiver locations, and (xl, yl) is the location

where the lth measurement was taken.

5. Compare d̂ml
d̂il

to threshold Tg and classify the lth measurement as having high

uncertainty if

Tg <
d̂ml

d̂il
, (4.11)

where 0 < Tg ≤ 1; m ∈ [1, 2, · · · ,M ], i ∈ [1, 2, · · · ,M ], i 6= m; and l ∈

[1, 2, · · · , 2N ]. The measurements classified as having high uncertainty are not

used for estimating a new set of location estimates. The total number of receivers

in the resulting set of clusters is defined as Nr.

6. Perform Steps 3, 4 and 5 of the LCIS algorithm as described in Section 2.3.2 to

produce a refined and final estimate

As the enumeration shows, the algorithm starts by computing an initial set of estimates

θ̂(0) using measurements r
(0)
(dB) taken at initial locations Φ(0). In Step 2, new measurements

are collected at new receiver locations Φ(1) and concatenated with the previous set of mea-

surements to form (4.8). In Step 3, the vector of measurements r is divided into clusters

based on each receiver’s proximity to θ̂(0). In this step, the information contained in the

initial transmitter location estimates is used to achieve a clustering that reduces the overall

measurement uncertainty by assigning each receiver to the cluster that results in lowest

estimated distance ratio. In addition, since each receiver is assigned to the cluster esti-

mating the location of the transmitter that is believed to be closest to it, the numerator

in its estimated distance ratio will always be less than 1, thus bounding the measurement

uncertainty in each cluster. This is the main vehicle for achieving localization performance;

by lowering the per-measurement uncertainty, the number of receivers per cluster that have

acceptable levels of uncertainty is maximized. In Steps 4 and 5, the clusters are refined
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by removing measurements that are expected to contain high levels of uncertainty. This is

achieved by using the estimated distance ratio as a predictor of measurement uncertainty

and removing measurements that exceed the distance ratio threshold Tg. This threshold is

set according how much uncertainty can be tolerated. As Figure 2.5 shows, the variance

of the interference noise varies with the propagation conditions. Thus, a lower threshold

may be desired for a suburban/rural environment, whereas a higher threshold may be used

for an urban environment. The effects of uncertainty reduction in this step are marginal,

as the majority the uncertainty is removed by the proximity-based clustering of Step 3,

which limits distance ratios to a maximum value of 1. The main advantage of removing

measurements is that it saves computational resources, as the measurements with distance

ratio close to 1 do not contribute to estimation accuracy as much as others with values

significantly lower than 1. The last step corresponds to the interference subtraction and

estimation steps of the LCIS algorithm. In this step, the initial estimates θ̂(0) are used to

subtract the expected interference from the received power measurements. Since, on aver-

age, the location estimates θ̂(0) are more accurate than those generated internally within

the LCIS, the second interference subtraction step of the extended LCIS algorithm is more

effective at removing the expected interference and thus provides a set of measurements that

better match the assumed likelihood function. Once the expected interference is reduced,

a new set of estimates θ̂(1) are computed by solving (2.24) and a final set of estimates is

selected according to (2.25).

4.4.2 Simulation Results

In this section, the localization performance of the extended LCIS algorithm is compared

to that of the LCIS. The objective of the comparison is to determine the performance gains

obtained by using additional measurements taken at different locations. The comparison is

performed via numerical simulations.

Simulations follow the same general setup described in Section 2.6, where the trans-

mitters are assumed to be separated by at least 20% of the length of the area of interest.
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Figure 4.3 shows the simulated performance gain of the extended LCIS relative to that of

the LCIS algorithm for different values of the distance ration threshold Tg. As with previous

localization performance simulations, the chosen performance metric is the average squared

distance error between estimated and true transmitter locations, where the average is taken

over the M transmitter location estimates. The figure shows the relative mean error over

1000 different random draws of M = 2, and N = 4 to N = 40 receivers with shadowing

variance of σ2 = 36 and γ = 3. Localization performance gain curves are plotted for dis-

tance ratio thresholds Tg = 0.65, 0.75, 0.85 and 1, where each curve is comprised of a set of

data points and a dashed line. The dashed lines represent a least squares (LS) first order

Figure 4.3: Two-transmitter performance gain as a percentage of LCIS accuracy versus
the number of receivers for various distance ratio thresholds in a propagation environment
with σ2 = 36 and γ = 3.

polynomial fit over the data points, which is done to reduce variability in data in order to

better visualize the trends each curve has with N . As the plot shows, performance gains

increase relatively uniformly with Tg with a maximum increase of approximately 40% for
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Tg = 1 and a minimum of approximately 18% for Tg = 0.65. This is believed to be due

to the fact that as Tg increases, more measurements are used for estimation, providing the

estimator with additional information. As the first order fits to the data show, localization

performance gains also increase with N except for when Tg = 0.65, where the gains appear

relatively constant. In this particular case, the number of receivers used for estimation is

approximately equal to N , showing that the developed refining technique achieves gains

even when Nr = N . To better illustrate the relationship between the number of receivers

used for refinement and performance gains, Figures 4.4 and 4.5 show contour plots of the

performance gains versus the number of receivers and the percentage of the total number of

available measurements used for refinement in two different propagation environments. The

percentage of the total number of available measurements used for refinement is computed

as E [Nr]/2N . As seen in the contours, performance gains increase with E [Nr] for all values

of N , suggesting that even measurements with the highest distance ratios (near 1) con-

tribute positively to mean localization accuracy. The contours also show that higher E [Nr]

values result in larger performance increases at the largest values of N , with the largest

increases occurring at N = 40. At the lower N values, however, the performance gains

are still considerable, with a maximum performance gain of approximately 32% for N = 4.

The plots also show that performance gains of approximately 17% are achieved even when

the percentage of total measurements used for refinement is 50% (Nr = N), suggesting

that both measurement re-clustering and elimination based on distance ratio do reduce the

overall measurement uncertainty.

4.5 Incorporating Refining Technique into the LCIS Frame-

work

The work of the previous sections revealed that the accuracy of the set of initial estimates

is key in reducing measurement uncertainty and refining transmitter location estimates.

Results suggests that this lessons may be incorporated into the original IS framework to
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Figure 4.4: Two-transmitter performance gain as a percentage of LCIS accuracy versus
the number of receivers and percentage of total measurements used for estimate refinement
for various distance ratio thresholds in a propagation environment with σ2 = 36 and γ = 3.

obtain performance gains while maintaining or reducing its computational complexity. In

this section, we study the computational complexity of the extended LCIS to motivate the

incorporation of its refining technique into the LCIS framework. Additionally, to show how

the performance of the LCIS is improved, we compare the simulated localization accuracy

of the LCIS to that of the extended LCIS with equivalent computational complexity.

As detailed in Section 3.6.1, the computational complexity of the LCIS algorithm is

measured based on the number of nonlinear minimizations. The computational complex-

ity of a single minimization has two main components: 1) initialization and termination

tests, and 2) evaluations of the cost function [52]. The initialization and termination tests

component is constant with the number of receivers N , while the cost function evaluations
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Figure 4.5: Two-transmitter performance gain as a percentage of LCIS accuracy versus
the number of receivers and percentage of total measurements used for estimate refinement
for various distance ratio thresholds in a propagation environment with σ2 = 16 and γ = 2.

component is a monotonically increasing function of N . Moreover, as shown in Figure 3.8,

as N increases, the cost function evaluations dominate the total computational complexity.

Thus, the total computational complexity of the minimizations can be approximated by its

cost function evaluation component. Recall (3.45), which states this relation as

Cnm(N) ≈ 2InmCeval(N), (4.12)

where Inm is the number of NM iterations required for convergence, and Ceval(N) is

the complexity of a single cost function evaluation. Since for the cost function (3.43),
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Ceval(N) = 12N , a linear function with y-intercept equal to 0, we can define the computa-

tional complexity of a minimization using aN receivers as

Cnm(aN) ≈ 2InmCeval(aN) (4.13)

= 2aInmCeval(N)

= aCnm(N),

where a is a real positive number. This result facilitates the expression of the complexity

of a minimization that uses aN observations as a fraction of a minimization that uses N

observations. Recall that the LCIS complexity is given by

CL(N) = 2MCmn(N). (4.14)

The extended LCIS has a complexity given by

CLext(N) = CL(N) +MCmn(Nr) (4.15)

= 2MCmn(N) +MCmn(bN)

= (2 + b)MCmn(N),

where b ∈ (0, 2] describes the number of measurements used for refinement as a multiple

of N . As (4.15) shows, the complexity of the extended LCIS has two components: 1)

the computations spent by the LCIS algorithm to generate the first set of estimates, and

2) the computations spent by M minimization using Nr measurements, which are per-

formed to refine the estimates produced by the LCIS. The equation also shows that the

extended LCIS algorithm can have up to twice the computational complexity of the LCIS,

quantifying how much additional complexity is required to achieve the performance gains

demonstrated in Section 4.4.2. It is worth mentioning that in the case where b = 2 where

CLext(N) = CL(2N), the extended LCIS algorithm performs better than a single LCIS run
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with 2N measurements. This is believed to be due to the fact that the final estimates

out of the LCIS using N measurements provide a more accurate set of initial estimates for

interference subtraction than the LCIS’s internal initial estimates using 2N measurements.

This rationale is what motivates incorporation of the refinement methodology used in the

extended LCIS algorithm into the LCIS algorithm. Such change can be implemented by

running an instance of LCIS using half of the N measurements available for a single run of

the algorithm, and then refining the estimates generated by the LCIS run according to the

refining procedure of the extended LCIS using all N measurements. This algorithm would

have the following computational complexity:

CLmod(N) = CL(N/2) +MCmn(N) (4.16)

= MCmn(N) +MCmn(N)

= 2MCmn(N)

= CL(N).

As (4.16) shows, the complexity of such an algorithm would be exactly the same as that

of the LCIS algorithm. Figure 4.6 shows a plot of the expected localization performance

of the modified LCIS compared to that of the LCIS. Since the extended LCIS algorithm

using Nr = 2N measurements for refinement is equivalent to the modified LCIS using N

measurements, the performance curve for the modified LCIS was obtained by expanding

the results of the extended LCIS by a factor of 2 as denoted by

EθLmod(N) = EθLext(2N). (4.17)

As seen in the figure the expected localization accuracy of the modified LCIS is essentially

equal to that of the LCIS for the lower N values, which is believed to be due to the fact that

at low values of N , N/2 measurements are not enough to provide a sufficiently accurate

initial estimate for refinement to provide gains. However, as N increases, the performance
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Figure 4.6: Two-transmitter mean localization accuracy of the LCIS and modified LCIS
versus the number of receivers under σ2 = 36 and γ = 3.

gap between the two algorithms widens, with the modified LCIS providing a 22% increase

in accuracy at N = 40. Another way to interpret the modified LCIS curve in Figure 4.6 is to

view it as the performance of the extended LCIS with Tg = 1 normalized by the maximum

number of measurements used. Analyzing the results from this viewpoint suggests that the

proposed clustering and refining technique increases the accuracy per measurement used

for estimation, with the gains in accuracy increasing with N .



Chapter 5: Conclusion and Future Work

5.1 Conclusion

Due to its simplicity and low cost of implementation, RSS-based localization is an attrac-

tive localization technique for resource-constrained systems such as CRN’s and WSN’s. In

these systems, measurements at sensor nodes often contain co-channel interference. This in-

terference significantly reduces localization accuracy and complicates the localization task.

One of the biggest challenges in solving this problem is that there exists no closed-form

probability distribution function for the observations made at the sensor nodes. To address

this challenge, a novel interference analysis was developed in which a closed-form approxi-

mation to the density function of the interference affecting RSS measurements was derived.

Closed-form expressions for the mean and variance of the interference were also derived.

A key finding of the analysis is that for a given propagation environment, the statistics of

the interference at a particular node are strictly a function of the distance ratio parame-

ter. Analysis results lead to the development of an estimation approach called interference

subtraction (IS). The IS approach consists of subtracting the expected interference from

each receiver’s observation, a process that allows the MTL problem to be broken into mul-

tiple single transmitter localizations. In addition, IS enables the estimation of multiple

transmitter locations using estimators for the single transmitter case, which are typically

simpler to derive. We have shown how the IS approach can be applied to different estima-

tion techniques by developing two MTL algorithms, the LCIS algorithm and the IS-based

EM algorithm, both of which employ the single transmitter maximum likelihood estimator.

The LCIS algorithm was shown to outperform competing algorithms by as much as 3 dB

when computational complexity is constrained. On the other hand, the IS-based EM was

shown to equal the performance of the competing algorithms, while offering an alternative

118
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derivation to the EM approximation for solving the MTL problem. The developed algo-

rithms span the computational complexity versus localization accuracy trade off and offer

system designers high fidelity within the trade.

To avoid the computational challenges that encumber ML-based estimation techniques,

we have studied the application of a linear estimation approach to MTL. We have also stud-

ied the problem of distributing localization computations over the sensor nodes. We have

extended and applied prior work on information dissemination and linear single transmitter

localization to develop a linear distributed MTL algorithm, namely the MTWARL algo-

rithm. The algorithm uses a linear, closed-form, proximity-based location estimator, the

weighted average receiver location, to iteratively cluster and estimate transmitter locations.

The algorithm employs a randomized pair-wise gossip algorithm to perform computations

in a distributed fashion. It has been shown that for large number of sensor nodes, the

MTWARL algorithm can achieve greater localization accuracy than that of the IS-based

centralized algorithms, while using as little as half of the energy in heavily obstructed com-

munication environments. The convergence properties of the randomized pair-wise gossip

algorithm have been studied, and the configuration that minimizes the lower bound on con-

vergence time has been derived. This result is critical to reducing overall energy utilization

of the distributed MTL algorithm. Concluding the work on this topic, comparative analysis

has been performed in which the localization accuracy, energy utilization, and computa-

tional complexity of the developed distributed algorithm have been compared to that of the

competing centralized algorithms. This analysis enables the study of system-level trades

related to the implementation of MTL algorithms.

As a final extension of our work on MTL, the effects of sensor mobility on the statistical

properties of RSS observations and its implications for ML-based MTL have been studied.

The major implication was found to be a change of the cost function induced by the intro-

duction of correlated shadowing into the system model. Most of the literature on this topic

assumes that these changes must be dealt with and that alternative approaches must be

pursued in order to avoid and/or take advantage of these effects. Our studies have revealed
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that the effects of correlated shadowing to MTL are minimal and that the gains obtained

by additional processing to account for correlated shadowing are too small to justify large

increases in computational complexity. As part of this work, the LCIS algorithm has been

extended to take advantage of additional measurements enabled by sensor mobility. It

was demonstrated that additional measurements can be used to iteratively reduce overall

measurement uncertainty and thus improve localization performance.

5.2 Future Work

5.2.1 Algorithms for Estimating the Number of Transmitters

The MTL framework developed in this dissertation assumes that the number of simulta-

neous emitters M is known. In practice, depending on the application, this assumption

may not be valid. In these cases, the assumption of known M relies on the use of exter-

nal algorithms for the estimation of M prior to estimating transmitter locations. These

algorithms are often highly complex, and thus require significant computational resources

for their implementation. To that end, an important area of future study is the develop-

ment of simple estimation techniques for the number of transmitters M . Recent work on

topological signal processing suggests that employing homology, simple algorithms can be

derived for this purpose in a coordinated measurement system. However, it is not clear

whether such techniques would be applicable to MTL, where the measurements are taken

in an uncoordinated fashion.

5.2.2 Alternative Gossip Algorithms for MTL

The MTWARL was shown to offer relatively good performance while offering energy savings

over the centralized approaches in high path loss exponent environments. However, the

energy utilization in low path loss exponent environments is still quite high compared to

that of the centralized approaches. To expand the appeal of the MTWARL, it would be

desirable to lower the energy utilization when operating in these environments. The type of
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gossip algorithm highly influences the energy utilization. Pair-wise gossip is simple and is

guaranteed to converge. However, its convergence time is not as fast as other types of gossip

algorithms that may not offer the same convergence properties and simplicity. An area of

future study is the use of faster gossip algorithms and explore the trade offs among energy

utilization, complexity, and stability. In particular, broadcast gossip algorithms would be of

interest, as they employ a one-to-many updating mechanism that may reduce convergence

times.
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