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Abstract

THE EVOLUTION OF MODELED CORONAL MASS EJECTION IN THE LOWER
CORONA: EFFECTS OF THE HEATING AND ACCELERATION OF THE SOLAR
WIND

Rebekah Minnel Evans Frolov, PhD

George Mason University, 2011

Dissertation Director: Dr. Merav Opher

Coronal mass ejections (CMEs) and their associated shocks are major sources of space

weather. In order to forecast their impact at Earth, it is crucial to accurately model their

propagation in interplanetary space. The only tool capable of treating the large scales of

CME evolution is global magnetohydrodynamics (MHD) modeling. However, this approach

cannot resolve the small scales on which important processes occur (such as the acceleration

of the solar wind and coronal heating). The solar wind solution depends on which method

is utilized to mimic these processes. And because the evolution of a CME depends crucially

on its interaction with the solar wind, the CME evolution will also be connected to the

heating mechanisms and drivers utilized in an MHD model.

In the first part of the thesis, we show that the ad hoc approaches to coronal heating

used in global MHD models leads to unphysical conditions for CME-driven shock formation

in the lower corona (1-10 solar radii). We present this argument in two steps. First, we

present a CME simulation in which the solar wind was accelerated and heated by reducing

the value of the polytropic index (to less than the adiabatic value) in the lower corona.



As it is not well understood, we do not model the CME initiation process - we utilize an

out-of-equilibrium Titov-Demoulin flux rope to begin the eruption. We analyze several

aspects of the CME, such as its kinematics and energy evolution, the shock formation

and evolution, the plasma flows in the CME-sheath and their connection to the CME

magnetic field vector, and the plasma pile-up at the front of the CME. We find that some

characteristics are inconsistent with the observed properties of CMEs, and we connect these

to the ad hoc treatment of the solar wind heating. Second, we use data of CME shock-

accelerated solar energetic particle events to constrain the profile of the Alfvén speed in the

lower corona. We show that the Alfvén speed profile from global MHD models with ad hoc

heating is not aligned with these observations, but that local (one dimensional) models with

physically-motivated Alfvén wave dissipation as a heating mechanism were in agreement.

In the second part of the thesis, we study the resonant absorption of surface Alfvén

waves (SAW), a process which heats the solar wind. It is driven by a transverse gradient

in the local Alfvén speed (in relation to the magnetic field direction). In the solar corona,

we expect this mechanism to occur at the boundaries of open and closed magnetic fields.

We make the first estimation of SAW energy dissipation in the solar corona and find that

it is comparable to the ad hoc heating a polytropic model at the boundary of open and

closed magnetic fields and in subpolar open field regions. Next, we implemented the SAW

damping mechanism into the new solar corona component of the Space Weather Modeling

Framework, in which Alfvén wave energy transport is self-consistently coupled to the MHD

equations. The model already included wave dissipation along open magnetic field lines,

mimicking turbulence. We demonstrate that including SAW dissipation in the model im-

proved agreement with observations of coronal temperature both near the Sun and in the

inner heliosphere by comparing with data from Ulysses and the Solar Terrestrial Relations

Observatory (STEREO). Also, the inclusion of SAW dissipation steepened the Alfvén speed

profile in the lower corona, aligning the Alfvén profile better with observational constraints

of shock formation.

In the final part of the thesis, we modeled a CME in this newly developed solar wind



background, and studied the interaction between the CME and the wind. We generate the

eruption with a flux rope. We constrain the parameters of the flux rope with data from

the 13 May 2005 eruption, including H-alpha images of the pre-eruption magnetic field,

coronagraph images of the CME’s shape and velocity. Because the flux rope traveled faster

than the local magnetosonic speed, it acted as a piston and drove a shock wave ahead of it.

The CME-driven shock had a strong impact on the solar wind environment through which it

propagates: it altered the wave energy by concentrating it in the sheath through advection,

and also increasing its value through momentum transfer. This simulation demonstrated

how Alfvén waves are focused into the sheaths of ICMEs. The wave energy is then dissipated

at the shock due to SAW damping. The shock heating accounted for 10% of the total change

in thermal energy of the CME. The resulting temperature distribution of the CME is more

aligned with observations than from a CME modeled in a polytropic solar wind.

This thesis has improved our understanding of the interaction between a CME and the

solar wind through which it propagates. Our picture of CME-evolution in the lower corona

will be tested by future missions Solar Probe (which will sample this region directly) and

the Solar Orbiter.



Chapter 1: Introduction

The goal of this thesis is to better understand the evolution of Coronal Mass Ejections

(CMEs) in the lower corona (1-10 R�). The formation and evolution of shocks, and the

associated particle acceleration depends crucially on how the solar wind is characterized.

We will study two solar wind models, one which uses an ad hoc heating method, and one

which includes the effect of Alfvén wave energy. We study how a CME evolves in each of

these models. We do not model the initiation of the CME, but use an out of equilibrium

flux rope to launch the eruption. We use data from spacecraft such as Ulysses, STEREO

and LASCO to constrain the free parameters in the models we use and to validate their

solutions.

1.1 Motivation

Space weather is the study of the near Earth environment’s response to phenomenon orig-

inating at the Sun, such as flares, coronal mass ejections, corotating interaction regions

(CIRs), and the general conditions in the local interplanetary medium. CMEs and CIRs

can interact with the Earth’s magnetic field and drive geomagnetic storms. Observations in-

dicate that CMEs can drive strong shocks low in the corona (below 3 R�), which accelerate

particles to high energies [Haggerty and Roelof, 2002, Tylka et al., 2005].

Understanding and predicting space weather events has become imperative due to so-

ciety’s dependence on technology. Energetic particles can damage satellites, disrupt radio

communication and affect global satellite positioning. Geomagnetic storms can cause surg-

ing electric currents on the Earth’s surface, which can corrode lines and blow out trans-

formers: for example, a 6-hour blackout in Canada in March 1989 associated with a CME

affected six million people. There are also dangers to passengers and crews on polar flights

1
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due to enhanced radiation doses. The need to estimate the exposure of astronauts to radia-

tion outside the magnetosphere makes understanding these events crucial to manned space

exploration. These issues make space weather a field of interest for NASA, the military,

and the department of energy, to name a few.

1.2 The Sun

Although the Sun has been studied by astronomers for centuries, three important properties

of the Sun and its atmosphere were discovered in the last eighty years. First, spectroscopic

measurements deduced that the temperature of the solar atmosphere was over one million

Kelvin (compared to 5800 K at the photosphere). Twenty years later, Biermann was study-

ing comets and noticed that a gas part of the tail aways pointed away from the Sun, as if

being pushed out by a stream of ionized particles [Biermann, 1951]. In 1958, Eugene Parker

connected these two ideas and published a theoretical work predicting a flow of ionized gas

in the solar system, termed the solar wind. By a simple consideration of an expanding,

spherically symmetric, isothermal atmosphere (with no magnetic field), Parker derived the

solution for a supersonic solar wind with a terminal velocity of 300 km/s [Parker, 1958].

The solar wind was first observed directly in 1959 by the Soviet satellite Luna 1. In Neuge-

bauer and Snyder [1962], the first measurements by the United States from Mariner 2 were

presented. In addition to the hot and expanding corona, the third recent discovery which

changed the way we view the Sun was the Coronal Mass Ejection (CME), which will be

discussed in the next section.

The typical properties of the solar wind observed near the Earth are shown in Table 1

[Gombosi, 1998]. The solar wind is bimodal, as shown in Figure 1.1 [McComas et al., 2000].

The radial distance in the plot gives the solar wind velocity: for all latitudes 30◦ or more

away from the equator, a faster, relatively uniform plasma is present. Near the equator,

a slower and less smooth wind is present (see the larger variations in the speed near the

equator in Figure 1.1). The streamer regions (and slow solar wind) is denser than the fast
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Table 1.1: Average near-Earth Solar Wind Properties [Gombosi, 1998]

Quantity Value

Flow Speed 450 km/s

Proton Temperature 0.12 MK

Electron Temperature 0.14 MK

Magnetic Field Strength 7 nT

Collisional time 40.5 days

Travel time to 1 AU 4 days

solar wind.

In the Parker solar wind solution, the solar wind speed begins as a subsonic flow, but

accelerates until it becomes supersonic [Parker, 1958]. It then reaches terminal velocity as it

propagates through interplanetary space. At a contact discontinuity called the heliopause,

the solar wind meets another type of wind: the interstellar wind. Before arriving at the

heliopause, the supersonic solar wind must decelerate and pass through a shock called

the termination shock. The Voyager spacecraft have both passed the termination shock,

although not at the same time [Stone et al., 2005, 2008]. Since then, the Voyager spacecraft

are traveling towards the heliopause. Recently, the radial component of the solar wind flow

measured by Voyager I has become very weak, which indicates that the heliopause is nearby

[Stone, 2010].

The Sun’s magnetic field structure varies on a cycle, in which it goes from an organized

dipole-like field to a field with higher order terms. In the time of minimum activity, the

magnetic field structure is closed around the equator, forming streamer structures, as seen

in Figure 1.1. Above the streamers, the two magnetic field polarities are separated by the

heliospheric current sheet (HCS). Since the Sun rotates, the structure of the extended HCS

takes the shape of a ballerina skirt. Another result of solar rotation is the formation of

CIRs. These form when high speed solar wind streams are located at a latitude near a

slow stream. The fast stream can catch up, compressing the plasma in the slower stream

and enhancing magnetic fields. CIRs can be geoeffective because they contain enhanced

magnetic field regions.
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Figure 1.1: The solar wind speed is plotted as a function of latitude during the first Ulysses
fast latitude scan (1996). The colors indicate the radial direction of the magnetic field at
that location (red being radially outward and blue being inward). See text for more details.
[McComas et al., 2000]

1.3 Coronal Heating and Solar Wind Acceleration

It is known from observations that the acceleration of the solar wind occurs predominantly

within a few solar radii of the surface [Grall et al., 1996, Hartmann and MacGregor, 1980].

Additionally, Solar and Heliospheric Observatory (SOHO) observations have shown that

ions are heated below 4 R� [Esser et al., 1999, Kohl et al., 1998]. Grall et al. [1996]

suggested that because the locations for the heating of the corona and the acceleration of

the solar wind are the same, it is possible that the same mechanism could contribute to

both.

The first MHD solar wind simulation to include open and closed magnetic fields was
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done by Pneuman and Kopp [1971]. Thermal heating alone is not sufficient to bring models

into agreement with observations of the lower corona and at Earth [Usmanov and Gold-

stein, 2003]. If one uses ideal MHD without some sort of additional momentum, the ratio

of the density of the solar wind at the Earth to the coronal density is too high. As a result,

when one matches the density at either the inner boundary or near Earth to observations,

the density at the other boundary will be innaccurate. To solve this problem and produce

a fast wind of relatively low density while preserving agreement with the plasma density

observed at the coronal base, an additional source of momentum must be incorporated into

the models. Some ad hoc approaches to achieving coronal heating and wind acceleration

include: 1) utilizing an empirical heating function or non-uniform polytropic index distri-

bution [Cohen et al., 2007, Groth et al., 2000, Mikić et al., 1999, Roussev et al., 2003];

2) including Alfvén wave energy without damping [Lionello et al., 2009]; and 3) including

Alfvén wave energy with an empirical damping length [Ofman, 2004, Usmanov and Gold-

stein, 2006]. These models are benchmarked with observations in the inner heliosphere (for

example with Ulysses or ACE ).

However, we would like to understand the physical processes responsible for coronal

heating and solar wind acceleration. The proposed sources are numerous, but can generally

be divided into two categories. The first is the fast solar wind, which originates from open

coronal holes [Hassler et al., 1999]. The Alfvén wave pressure gradient has been suggested

as a force to explain the acceleration of the fast solar wind upwards of 700 km/s. These

same waves can heat the corona through wave dissipation [Belcher, 1971, Parker, 1965].

The second category is the slow solar wind, thought to originate in streamer cusps and the

boundary of streamers and active regions [Brooks and Warren, 2011, Edmondson, 2011].

Magnetic reconnection in nanoflares [Klimchuk, 2006, Parker, 1988] could play a dominant

role in the heating of the slow solar wind. Additionally, the dissipation of Alfvén waves

could also be a source of heating along closed loops [Ionson, 1978, Rappazzo et al., 2007].

The theory of Alfvén wave dissipation is supported by observationals which support the

presence of waves both close to the Sun and in the heliosphere. Alfvén waves have been
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Figure 1.2: Frequency-integrated velocity fluctuations derived from modeling and in situ
data (see text for details) [Cranmer and van Ballegooijen, 2005].

detected in the lower layers of the solar atmosphere using both ground-based observations

[Jess et al., 2009] and the Hinode spacecraft [Cirtain et al., 2007, De Pontieu et al., 2007,

Okamoto et al., 2007] with periods 2-4 minutes (4.2 − 8.3 × 10−3 Hz). Ground based

observations indicate the presence of Alfvén waves in the corona with periods of five minutes

(3.3×10−3 Hz) [Tomczyk and McIntosh, 2009, Tomczyk et al., 2007]. At 1 AU, the dominant

wave power is in waves with periods of 1-3 hours (9.2×10−5 to 2.8×10−4 Hz) [Belcher and

Davis, 1971], suggesting that higher frequencies have been dissipated.

The first efforts to include the effects of Alfvén wave energy in global MHD models was

done in the low frequency, short wavelength approximation (WKB). In these models, a par-

ticular damping mechanism was not specified. Usmanov and Goldstein [2006] and Ofman

and Davila [1998] chose the dissipation length to benchmark with Ulysses and Helios data.

Other works included the wave energy and momentum without damping [Lionello et al.,

2009], who matched SOHO Extreme Ultraviolet and Yohkoh soft X-ray observations. Lo-

cal (one-dimensional) models such as Cranmer and van Ballegooijen [2005], Cranmer et al.
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[2007], Verdini and Velli [2007] can model the nonlinear interaction of ingoing and out-

going waves in the Elssaser variable formalism. In Figure 1.2, the theoretically predicted

frequency-integrated velocity amplitude is shown as a function of height, with observa-

tional data overlapped [Cranmer and van Ballegooijen, 2005]: (1) The dotted line shows

a best-fit height dependence for the microturbulence needed to match photospheric and

chromospheric line widths in the semiempirical models; (2) The filled circles show nonther-

mal linebroadening velocities measured (on the solar disk) in the transition region and low

corona by the SUMER (Solar Ultraviolet Measurements of Emitted Radiation) instrument

on SOHO; (3) The crosses show nonthermal velocities inferred by SUMER measurements

made above the solar limb; (4) The gray region shows lower and upper limits on the non-

thermal velocity as computed from off-limb measurements made by the UVCS (Ultraviolet

Coronagraph Spectrometer) instrument on SOHO; (5) The stars show early measurements

of the random wavelike component of the solar wind velocity from interplanetary scintil-

lation observations of radio signals passing through the corona; (6) The error bars show

amore recent determination of velocity fluctuationsspecifically transverse to the radial di-

rection from radio scintillations in the fast solar wind; and (7) The Helios and Ulysses

probes measured time-averaged Elsasser amplitudes that were converted to a representa-

tive velocity amplitude. The data are lower than the simulation results, which the authors

explain with wave dissipation in the corona and heliosphere. Figure 1.2 is an example of

the complex calculations that can be done with local models. However, the Cranmer and

van Ballegooijen [2005] simulation assumed the magnetic field and density of the solar wind

a priori (unlike the global MHD models). There is a lack of connecting a physically moti-

vated damping mechanism (seen in 1D models) to the self-consistent solution of the plasma

quantities (which result from a global MHD wave-driven model).

The possible damping mechanisms for Alfvén waves from the photosphere to lower

corona are numerous and include nonlinear damping [Wentzel, 1989], turbulent cascade

[Hollweg, 1986, Matthaeus et al., 1999], phase mixing [Heyvaerts and Priest, 1983, Parker,

1991], Landau damping [Hollweg, 1971], neutral collisional [De Pontieu et al., 2001, Leake
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Figure 1.3: Schematic of the generation and dissipation of surface Alfvén wave by resonant
absorption [Evans et al., 2011b].

et al., 2005], ion-cyclotron damping [Isenberg et al., 2001], and surface Alfvén wave damp-

ing [Ionson, 1978]. In the chromosphere, Alfvén waves with frequencies above 0.6 Hz are

damped by ion-neutral collisional damping while frequencies below 10−2 Hz were unaffected

[Cranmer and van Ballegooijen, 2005, De Pontieu et al., 2001, Leake et al., 2005]. Cran-

mer and van Ballegooijen [2005] found that nonlinear damping occurred over the extended

corona. Verdini and Velli [2007] found that waves with frequencies 10−6 − 10−4 Hz were

reflected by a gradient in the background Alfvén profile, and that they dissipated not in the

lower layers of the solar atmosphere, but over a distance of a few solar radii. In the corona,

the ion-cyclotron frequency is 104−6 Hz, so cyclotron resonance damping is not relevant for

low frequency waves. Therefore, of the numerous possible mechanisms for damping Alfvén

waves, we expect that nonlinear turbulent damping, phase mixing, surface Alfvén wave

damping to be important for low frequency waves.

Surface Alfvén waves form on a magnetic interface - a finite thickness boundary sepa-

rating two regions of plasma with a strong inhomogeneity in magnetic field and/or density.

Consider a region of plasma in which a gradient in the local Alfvén speed exists which is

perpendicular to the direction of the magnetic field. We provide a schematic of this scenario

in Fig. 1.3. The magnetic field is in the Z direction, and the density varies linearly in the
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X direction over a distance a. Two Alfvén waves (with frequencies ω1 and ω2; assumed to

be launched by convective motions shaking the footpoints of the magnetic field) traveling

in regions 1 and 2 will give rise to a surface mode wave (with frequency ω0). This wave can

then dissipate in a resonant layer. The damping can be categorized as strong if ka << 1 (k

is the wavenumber). Ionson [1978] first utilized surface Alfvén waves and resonant absorp-

tion as a mechanism to heat coronal loops. The transfer of MHD wave energy by resonant

absorption was also studied in Hollweg [1987] and Wentzel [1979]. An alternative dissipa-

tion mechanism for surface Alfvén waves is nonlinear wave steepening [Ruderman, 1992].

These and other efforts, e.g. [Lee and Roberts, 1986] have resulted in damping lengths

which depend on the frequency of the waves, the nature of the magnetic interface, and the

local plasma parameters (density, magnetic field and velocity).

Utilizing these relations, the profile of the damping length in the wind has been esti-

mated [Jatenco-Pereira and Opher, 1989, Narain and Sharma, 1998]. All previous studies

made assumptions about the wind. For example, [Narain and Sharma, 1998] calculated non-

linear viscous damping of surface Alfvén waves in polar coronal holes. They assumed two

values of the superradial expansion of the magnetic field lines, profiles for density (based on

observations), and a single frequency (0.01 Hz). They obtained one profile, and concluded

that the nonlinear damping of the surface Alfvén waves in regions of strong magnetic field

expansion should contribute significantly to the heating in the solar wind. Using a com-

bination of three damping mechanisms (nonlinear damping, surface Alfvén wave damping,

and phase mixing), Jatenco-Pereira and Opher [1989] were able to match observations of

mass loss rates and terminal velocities for cool, giant stars. They applied their model to

the Sun and were able to obtain coronal heating and to match wind velocity and Alfvén

wave power density observations with a 1D simulation [Jatenco-Pereira et al., 1994].
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Figure 1.4: Images of the 2010 August 1 Coronal Mass Ejection by STEREO SECCHI in
the low (left) and high (right) corona.

1.4 Coronal Mass Ejections

A CME is a large-scale release of plasma and magnetic field with energy on the order 1032

ergs. Since the first observations [Gosling et al., 1974], CMEs have been extensively studied

with ground and space based instruments. The result is a rich variety of data sets spanning

several solar cycles, such as white light imaging, X-ray imaging, H-alpha imaging, spectral

data, radio wave data, interplanetary scintillation, and in situ plasma sampling. These

different types of observations can be combined to get the most global picture of the CME’s

evolution. Fig. 1.4 shows a CME in the lower corona, as imaged in white light by the

Solar Terrestrial Relations Observatory (STEREO)’s Sun Earth Connection Coronal and

Heliospheric Investigation (SECCHI) low in the corona (in COR1) and higher in the corona

(COR2).

In white light imaging, CMEs often show a three-part structure: a bright front, dark

cavity and bright, dense core. The mass of the ejection has been estimated using corona-

graph images of Thompson-scattered white light [Colaninno and Vourlidas, 2009, Vourlidas
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et al., 2010]. The masses obtained close to the Sun compared to masses estimated in inter-

planetary space can vary by an order of magnitude or more for the same event [Bisi et al.,

2010a]. Typical values are in the range of 1014−16 grams. The speeds range from 100-3,000

km/s and the main acceleration phase seems to occur very close to the Sun (typically a

few hundred m/s2) [Yashiro et al., 2004, Zhang and Dere, 2006]. For events associated

with a flare, the CME acceleration profile has been well correlated with the flare soft X-ray

flux profile [Zhang and Dere, 2006]. CMEs which erupt with fast speeds slow down during

propagation to 1 AU, due to some drag force [Poomvises et al., 2010]. In the heliosphere,

CMEs propagate with nearly constant speed, except when they interact with each other

[Lugaz et al., 2005], or with structures (such as coronal holes) in the solar wind [Byrne

et al., 2010, Lugaz et al., 2011]. An effort to characterize CME velocity evolution during

propagation from Sun to Earth concluded that the initial CME velocity is a crucial factor

in determining its velocity at 1 AU [Case et al., 2008, Gopalswamy et al., 2000]. Therefore,

it can be said that the two factors which most determine the evolution of a CME are the

initial conditions of the eruption, and the characteristics of the solar wind through which it

propagates.

If the speed of a CME exceeds the local magnetosonic speed, it can act as a piston

and drive a shock wave. Observations indicate that CMEs can drive shocks at distances

from the low corona (heights of 1-3 R�) to 1 AU and beyond. The shocks accelerate elec-

trons, which excite radio waves that are observed at Earth (type II radio burst, [Cliver

et al., 1999, Gopalswamy and Kaiser, 2002]). These shocks can also accelerate particles to

GeV/nucleon energies in ground based events [Tylka et al., 2003], and produce radiation

which is hazardous to astronauts. The first CME shock wave directly observed in coron-

agraph images was also shown to interact with coronal streamers [Vourlidas et al., 2003].

Later, Ontiveros and Vourlidas [2009] tracked CME-driven shocks in white light LASCO

images, and estimated that fast CMEs (v > 1, 500km/s) were driving relatively weak shocks

(density compression ratios of 1.2-2.8 for heights less than 10 R�)
1. In the very low corona

1However, in interplanetary space, fast ICMEs can produce interplanetary shocks [Sheeley et al., 1985],
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(below 2 R�) [Kozarev et al., 2011] analyzed two shock waves with AIA data and estimated

a lower limit of the shock compression ratio of 1.12-1.18.

Besides radio emission and white light imaging, spectroscopy has also been used to

constrain the properties of CMEs in the lower corona. The UVCS ultraviolet coronagraph

spectrometer on SOHO has been used to study CMEs and their shock waves. For example,

Lee et al. [2009] studied the 2001 December 13 CME event and found that the CME must be

heated after eruption as it propagates in order to obtain a match between the temperature

extracted from the UVCS data and a modeled flux rope. They found that 75 % of the flux

rope’s magnetic energy must be dissipated and converted to heat to match the observations.

Also, Landi et al. [2010] constrained the thermal energy to be larger than the kinetic energy

of a CME in the first few solar radii of propagation. In this thesis, we will show that the

dissipation of Alfvén waves in the solar wind can supply this heating as well.

Even with the large amount of data covering CMEs, there are still many unanswered

questions about CME initation. Forbes [2000] estimated the available energy sources in a

CME eruption, and determined that kinetic, thermal and gravitational energy were orders

of magnitude smaller than the available free magnetic energy in the coronal field. The

magnetic energy must be the source of the eruption; however how it is released is still

debated. Several analytic CME eruption models have been proposed [Antiochos et al.,

1999, Chen, 1989, Titov and Démoulin, 1999]. Some begin with a flux rope (a tube of

twisted magnetic field), while others produce a flux rope during liftoff. The main differences

between the models are the geometry of the magnetic field and the liftoff-trigger (such as

reconnection, magnetic flux emergence, or torus instability). Fang et al. [2010] has simulated

emerging flux from below the photosphere as a first effort in a self-consistent eruption.

The first model of a disturbance from the Sun to 1 AU was calculated in a one-dimension

hydrodynamics code [Hundhausen and Gentry, 1969]. The initiation process can be circum-

vented by driving eruptions by imposing unstable initial conditions. Increasingly complex

simulations in two and three-dimensions have been developed, for example Dryer et al.

which can drive space weather events when they interact with the Earth’s magnetosphere.
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[1979], Linker et al. [2003], Lynch et al. [2004, 2008], Manchester et al. [2004], Roussev

et al. [2003b]. These simulations have aided in the interpretation of observational data such

as coronagraph images, especially when there is a complex eruption [Lugaz et al., 2008,

Manchester et al., 2008]. The rotation [Cohen et al., 2010, Evans et al., 2011a, Lynch et al.,

2009] and deflection [Lugaz et al., 2011] of CMEs in the lower corona has been studied.

Analysis of the modeled shock and sheath structures has also shed light on shock acceler-

ation in the lower corona Das et al. [2011], Manchester et al. [2005]. As discussed earlier,

the background solar wind through which these modeled CMEs are propagating employ

ad hoc coronal heating methods [Cohen et al., 2007, Groth et al., 2000, Mikić et al., 1999,

Roussev et al., 2003]. As steady state, solar wind models, they compare favorably with

in situ solar wind data from Ulysses, Yohkoh, Helios and Advanced Composition Explorer

data. However, there is an important question which has not been seriously raised: how

does the physics (or lack thereof) in the treatment of the solar wind affect the evolution of

a modeled CME? This thesis explores this issue by studying CME evolution in two solar

wind models.

1.5 Organization of Thesis

This thesis aims to study the heating and acceleration of the solar wind and its effect

on the evolution of a CME. We begin with the modeling of a CME in a polytropic solar

wind background. We introduce the numerical tools used throughout the thesis. We study

several aspects of CME evolution, such as: the role of the ejecta magnetic field on the

evolution of a CME and CME-driven shocks in the lower corona [Evans et al., 2011a],

the piling up of sheath material in front of the ejecta [Das et al., 2011], and the thermal

interaction between the CME and the solar wind [Loesch et al., 2011]. Next, we survey the

solar wind from several MHD models [Evans et al., 2008]. We compare the Alfvén speed

profile resulting from each model. We focus on the implications for shock formation in

the lower corona. From this work, we conclude that wave-driven modeling with physical
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dissipation mechanisms was required to comply with observational constraints. Next, we

focus on one such mechanism, the dissipation of surface Alfvén waves (SAWs), which is

driven by transverse gradients in density. We first estimate the impact of SAW damping in

the solar corona, and find that it could be a dominant mechanism at the boundary of open

and closed magnetic field lines [Evans et al., 2009]. Next, we implement SAW damping in

a wave-driven solar wind model, and found that it improves the model’s agreement with

temperature observations both near the Sun and in the heliosphere. In the final chapter, we

simulate a CME in this wave-driven background, and show that the solution is dramatically

improved over the CME simulation presented in the beginning of the thesis.



Chapter 2: Evolution of a CME in a Polytropic Solar Wind

2.1 Introduction

In this chapter we present simulations of coronal mass ejections (CMEs) in a solar wind

background which heats the corona and accelerates the solar wind by reducing the polytropic

index value near the Sun below the adiabatic value. We first present a description of the

numerical tool, and then provide the details of the polytropic model. Next, we describe the

flux rope model used in this chapter and Chapter 5 to drive the eruption. Then, we present

the results of three works [Das et al., 2011, Evans et al., 2011a, Loesch et al., 2011] in which

we studied different aspects of CME evolution.

2.2 Description of Tool

We model the solar environment with the Space Weather Modeling Framework (SWMF)

[Toth et al., 2011]. This 3D global magnetohydrodynamics (MHD) model has the Block

Adaptive Tree Solar-Wind Roe-Type Upwind Scheme (BATS-R-US) at its core to solve the

ideal MHD equations. The code is massively parallel and includes adaptive mesh refinement.

This makes it ideal to study the problems of space physics, in which the temporal and spatial

scales can vary by tens of orders of magnitude. A specific region of the simulation can be

focused on with high resolution, while the rest of the grid remains coarse, and the refinement

can be adapted as the simulation runs.

The grid structure of BATS-R-US can be selected as Cartesian (as used in this thesis) or

generalized coordinates, and is broken into blocks. Each block contains nx×ny×nz number

of grid cells. In this thesis, each block contains 43 = 64 cells. Each block is surrounded by

ghost cells (usually ng = 2, which act to pass the physical quantities and other information

15
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Figure 2.1: The components and coupling within the Space Weather Modeling Framework
[Toth et al., 2011].

between blocks. Refinement of grid cells is performed by refining (or coarsening) each cell

in a block by a factor of two. Therefore, when a region is refined by just one level, the

number of cells in the region increases by a factor of eight. There are several numerical

schemes in BATS-R-US, each of which is useful for a specific problem: explicit time stepping

with fixed or local time steps, partially steady-state evolution, point-implicit, semi-implicit,

explicit/implicit, and fully implicit numerical schemes. In local time stepping, all temporal

derivatives are ignored in the differential equations. For example, when running a steady-

state solar wind solution, the explicit local time steps allows for fast convergence to steady

state solution (less than two hours of walltime on NASA Ames supercomputer).

The framework has different components to model different regions of the solar system:

Lower Corona (LC), Solar Corona (SC), Inner Heliosphere (IH), Outer Heliosphere (OH),
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Global Magnetosphere (GM), Earth’s Ionosphere (IE), and more - see Figure 2.1. Each

component can have multiple versions, and some models are physics-based while others

are empirical. The components are compiled into libraries, which all link back to the

framework core. The user compiles the framework with his or her specific user file, and a

single executable is produced. This executable can be run on supercomputer platforms such

as NASA Ames Pleiades and Columbia (as used in this simulation), and others [Toth et al.,

2011]. Different groups of blocks are distributed over the processors, and communication

between processors occurs over the Message Passing Interface (MPI).

Each component can be run separately to study a local problem, and can also be coupled

together through inner and outer boundary conditions to study large-scale problems in space

physics. For example, the propagation of a CME to Earth can now be achieved by coupling

the LC to the SC to the IH component. The SC model and its coupling to the IH component

has been successfully benchmarked with Advanced Composition Explorer (ACE) data at 1

AU for many Carrington Rotations (CR) for two different approaches to coronal heating:

the polytropic model, to be described in the next section [Cohen et al., 2008], and the

wave-driven model, presented in Chapter 4 [van der Holst et al., 2010].

In each component model, the physics of the problem is cast into the form:

dU

dt
+∇ · F (U) = S, (2.1)

where U is a vector of state variables, F is the flux vector, and S represents source terms

that are not a part of a conservative form equation. 1.

2.3 Polytropic Solar Wind Model

In this solar corona model, the solar wind is treated as a single conducting fluid. The ideal

MHD equations are solved in the following conservative form (neglecting gravity):

1The dissipation of surface Alfvén waves will be treated as a source term
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∂ρ

∂t
+∇ · (ρu) = 0, (2.2)
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4π

)
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4π

]
= 0. (2.5)

The coronal heating is modeled by a spatially varying polytropic index Γ, seen in the

MHD energy equation [Cohen et al., 2007, Roussev et al., 2003]. The initial distribution on

the inner boundary (as a function of latitude and longitude) is obtained with the conserva-

tion of energy along an open field line,

u2WSA

2
=

Γ0

Γ0 − 1

p0
ρ0

− GM�
R�

(2.6)

where uWSA is the solar wind speed at 1 AU, generated with the empirical model of Wang-

Sheeley-Arge (WSA; in which the speed is derived from expansion of magnetic field lines

using the photospheric magnetic field and the PFSS model [Altschuler and Newkirk, 1969]).

A value is applied to closed field regions. Figure 2.2 shows the distribution of Γ in the plane

of the sky on 1996 August 17. The inner boundary condition for the radial magnetic

field was taken from a synoptic magnetogram, corresponding to Carrington Rotation (CR)

1912. Other free parameters of the model include the temperature and density on the inner

boundary (1.0 R�. A typical steady state solar wind can be achieved in 12,000 to 24,000

iterations using local time stepping.
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Figure 2.2: The distribution of Γ, the effective polytropic index, in the plane of the sky
on 1996 August 17. Γ is specified on the solar surface (shown as white sphere) using the
Bernoulli integral, and is interpolated to 1.1 at 2.5 R� (inner black circle). Above 2.5 R�,
Γ varies linearly until 12.5 R� (outer black circle), above which it has the value 1.5. The
white lines show the boundaries of grid refinement. [Evans et al., 2009].

In this chapter, a background solar wind is set up for May 1997 (solar minimum). The

photospheric value of the line of sight magnetic field, calculated from the Zeeman effect with

the Michelson Doppler Imager magnetogram data is used an as inner boundary condition

for the radial component of the magnetic field. Next, the initial conditions for the magnetic

field are constructed with the the Potential Field Source Surface (PFSS) model [Altschuler

and Newkirk, 1969], which assumes zero current below some radius (here set to 2.5 R�)

and purely radial field above. The field inside the potential surface is the solution to the

Laplace equation, which can be expanded as a series of spherical harmonics.

2.4 Modeling a CME as a Flux Rope

As discussed in the Introduction, the initiation mechanism for CMEs is not well understood.

Several analytic CME initiation solutions have been proposed (e.g. Antiochos et al. [1999],

Chen [1989], Dryer et al. [1979], Gibson and Low [1998], Titov and Démoulin [1999]). Some

of these have been incorporated into numerical models of CME propagation (e.g. Linker

et al. [2003], Lynch et al. [2004], Manchester et al. [2004], Roussev et al. [2003b]). The
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main differences between the models are the geometry of the magnetic field and the physics

of the trigger mechanism, such as reconnection, flux emergence, and shear flows [Forbes

et al., 2006]. This thesis will not attempt to validate any initiation mechanism, or model

the initiation process. Instead we use a modified Titov-Demoulin (TD) flux rope [Roussev

et al., 2003b] as a tool to study CME propagation in the lower corona (see Appendix A).

One goal of this chapter is to understand the role of the CME magnetic field and the

evolution of the ejection. Therefore, we set up three orientations of the flux rope fields and

run three simulations. Cartoons showing the respective magnetic field orientations between

the ejecta field, active region field, and global coronal field can be see in Figure 2.3a-c, and

in Figure 2.3d, we show the simulation set up. The flux rope configuration in panel b was

used in the works of Das et al. [2011] and Loesch et al. [2011].

The TD flux ropes are inserted out of equilibrium into NOAA AR8038. This active re-

gion was the source region for the 1997 May 12 CME, which was Earth-directed [Thompson

et al., 1998]. As we have configured the TD flux rope, including only the torus line current

I, the ejecta field is poloidal. A small axial component is due to the superposition of the

poloidal field with the overlying active region arcade (see Figure 2.3d). The parameters of

the flux rope model are: a torus radius of 0.14 R�, cross section radius 0.03 R�, mass 4.5

× 1012 g, and torus line current 5 × 1011 A (no subphotospheric magnetic charges or line

current are included).

We set initial magnetic field orientations of the TD flux ropes by changing the location

and direction of the torus line current. The cases can be identified by the quantity β, which

we have defined to be the angle between the poloidal field (Bejecta) and the coronal field

(Bcor). The global coronal field is in -Z axis, the Active Region (AR) field is in +Y axis,

ICME propagation is in +X axis. The angle β for Case A is 90◦, for Case B is 180◦ and for

Case C is 0◦ (Figure 2.3(a)-(c)). We define another angle γ measured between Bejecta and

the active region field Bar, which is 180◦ for Case A, -90◦ for Case B and 90◦ for Case C.

All three CMEs contain the same initial free energy (2 × 1032 ergs).

After the steady-state solution is achieved, a high resolution box containing cells of size
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Figure 2.3: (a)-(c) Schematics to demonstrate the relative geometry of the ejecta field
Bejecta, active region field Bar, and global coronal field Bcor in Cases A-C. The inserts show

the definition of β, the angle between Bejecta and Bcor. Bejecta is (a) perpendicular, (b)

antiparallel and (c) parallel to Bcor (which is in the -Z direction). Bar is along the +Y
direction. (d) Initial configuration (from the simulation) for the ejecta for Case A, inserted
into AR8038. The solar surfce is colored with the radial component of the magnetic field.

The gray isosurface is current density J = 120mA
m2 , which defines the surface of the flux

rope, and the magnetic fields are labeled accordingly [Evans et al., 2011a].
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Figure 2.4: (a) An interplanetary coronal mass ejection (ICME) and (b) the outer helio-
sphere both present shock (CME-shock and termination shock) and sheath (CME-sheath
and heliosheath) features. We draw on analogies between the two structures. The effect of
the interstellar magnetic field (BISM in the outer heliosphere) corresponds to the effect of
the magnetic field in the ICME (Bejecta). See text for a detailed discussion. Figure adapted

from Opher [2010].

3/256 R� is placed in the direction of the ICMEs’ propagation [Evans et al., 2011a]. The

rectangular box has dimensions of 1 R� in longitude, 1.8 R� in latitude, and extends to 6

R� in the ICME’s path. The purpose of the box is to eliminate the influence of jumps in

grid refinement on the ICMEs’ evolution and capture the shock and ICME properties well

near the nose. The total number of cells in the simulation domain is 12.4 × 106.

2.5 Study A: The role of the ejecta field

The magnetic field structure of the ejecta of a coronal mass ejection (CME) is not very well

known near the Sun. In order to constrain this parameter, we draw an analogy between the

outer heliosphere and CMEs. There are commonalities between the two structures (see Fig.

2.4, adapted from Opher [2010]. The supersonic solar wind in the outer heliosphere passes

through a shock, called the termination shock (TS), as it approaches the interstellar medium

(ISM). The TS is located 85-95 AU from the Sun [Stone et al., 2005, 2008]. The heliosheath
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is the region between the TS and the heliopause (HP; the contact discontinuity between

the solar wind and the ISM). The subsonic solar wind propagates through the heliosheath

and deflects around the HP. Similarly, an ICME can drive a shock as it propagates away

from the Sun. In the rest frame of the shock, a supersonic solar wind is shocked as it moves

in the Sunward direction. This subsonic flow deflects around the magnetic ejecta at the

contact discontinuity (we refer to this structure as the CME-pause). The CME-pause is the

location of pressure balance between the shocked solar wind and the magnetic ejecta, and

so it is analogous to the HP. Between the CME-pause and the CME-driven shock is the

CME-sheath. Therefore, in the direction of solar wind flow away from the Sun, an ICME

is like an inverted heliosphere (Fig. 2.4).

The HP is distorted by the interstellar magnetic field pressure due to the compression

of the magnetic field against the HP by the slowdown of the approaching interstellar flow.

This slowing causes the magnetic pressure to dominate the thermal pressure close to the

HP, forcing it to align with the interstellar magnetic field [Opher et al., 2007, Opher et al.,

2009]. The subsonic heliosheath flows downstream of the TS are immediately sensitive to

the shape of the HP and therefore can probe the interstellar magnetic field direction (which

is poorly constrained). The V oyager 2 spacecraft crossing of the TS [Stone et al., 2008]

provided the first in situ data of the heliosheath flows. Opher et al. [2009] used a global

simulation and V oyager 2 observations of heliosheath flows to constrain the interstellar

field magnitude and direction.

The analogous quantity to the interstellar magnetic field in the ICME case is the ejecta

magnetic field. The photospheric magnetic field from synoptic maps, specifically the neutral

line of the source active region, is used to constrain the ejecta field direction near the

Sun. The presence of a sigmoid can constrain the flux rope’s orientation, as the material

often aligns with the neutral line of the active region [Gibson et al., 2002, Sterling et al.,

2000]. However, the neutral line structure is often complex, especially for active regions

which produce fast CMEs [Wang and Zhang, 2008]. Additionally, studies have found the

ejecta’s field orientation to lie both along and across the neutral line of the source active
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region [Wood and Howard, 2009, Zhao and Hoeksema, 1998]. There is also an example

of in situ flux rope signatures with no identifiable eruption signatures [Robbrecht et al.,

2009]. Therefore, the features of an active region are not a conclusive diagnostic for the

initial orientation of the ejected magnetic field. In this work, we propose CME-sheath flow

deflections as an additional constraint.

Spacecraft such as Ulysses, the Advanced Composition Explorer (ACE), the Solar Helio-

spheric Observatory (SOHO), and the Solar Terrestrial Relations Observatory (STEREO)

provide direct plasma data as some part of the ICME structure passes. A magnetic cloud

(MC; subset of ICMEs), is categorized by low temperature, low plasma beta, and a strong

rotation of a highly organized magnetic field [Burlaga et al., 1981]. The observed rotation

of the MC’s magnetic field has been interpreted as a twisted flux rope [Goldstein, 1983];

however, numerical models have been used to arge that the rotation could instead be due

to writhing of the field [Jacobs et al., 2009]. Irrespective of whether the magnetic structure

of an ICME is a twisted flux rope, flux rope models are successful in reproducing observa-

tional signatures (Forbes et al. 2006 and references herein). The orientation of a MC’s flux

rope axis can be estimated using minimum variance analysis [Bothmer and Schwenn, 1998].

The global magnetic structure of an ICME can be reconstructed with multiple spacecraft

measurements using methods such as the Grad Shafranov reconstruction, from which the

flux rope axis can be found [Owens and Cargill, 2004].

The capability of CME-sheath deflection flows to indicate the geo-effectiveness of an

ICME was investigated in Liu et al. [2008a]. They found that the meridional deflection speed

was well correlated to the ICME’s speed (relative to the solar wind). As the meridional flow

is coupled to the meridional magnetic field, the ICME speed was suggested as a predictor of

the sheath magnetic field. Using a numerical simulation in which an eruption was set from

the equatorial region, Manchester et al. [2005] characterized meridional flows in the CME-

sheath. They identified the deflection of high-latitude sheath plasma towards the equator,

which created a compression region behind the shock (stronger than the shock compression

itself).
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In a survey of non-radial solar wind flows in 1998-2002 ACE data, Owens and Cargill

[2004] found that half of all large flow events were associated with ICMEs. Five events

without complex deflection were studied in detail. The measured sheath flow deflection was

in agreement with the inferred local ICME geometry (determined with variance analysis),

demonstrating that the deflection measured by a spacecraft depends on the local axis of the

flux rope, and the separation of spacecraft and the axis.

The evolution of an ICME is, in general, determined by two factors: properties of

the ejecta (such as magnetic field geometry with respect to the coronal and active region

fields); and the background solar wind in which it propagates (for example, Liu et al. [2006b]

showed that magnetic clouds are flattened by their interaction with the solar wind). The

same background solar wind is used in each simulation, so in this work we do not account

for different backgrounds.

If the CME’s velocity is greater than the local Alfvén speed, it can drive a fast shock

ahead of it. The structures of the ICME and shock system are: the ejecta (remnant of the

flux rope), the CME-pause (the location of pressure balance between the ejecta and the

sheath material), the CME-sheath (shocked solar wind between CME-pause and shock),

and the CME-driven shock. The CME-pause is an important feature because the CME-

sheath plasma must flow around this object, and so its size and shape will influence the

structure of the sheath. Also, it can tell us information about the magnetic field of what is

inside, which is the ejection field.

To define these structures, we consider the angle [Burlaga, 1988]

θB = sin−1BN
B

(2.7)

where BN is the normal component of the magnetic field in the Radial-Tangential-Normal

(R-T-N) coordinate system (a Cartesian system defined at the location of the spacecraft; R

is the direction from the center of the Sun to the spacecraft location, T is in the direction

R × Z, and N completes a right-handed system). A strong change in this angle indicates
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Figure 2.5: The angle θB is show in meridional slices for Cases A-C. This angle traces out
the structures of the CME, like the shock, sheath, CME-pause and ejecta.

the boundary between regions of different magnetic fields, as can been seen in Figure 2.5.

The simulation times correspond to the shocks reaching a height of 4.5 R�, and the times

are a) 40 minutes, b) 48 minutes, and c) 56 minutes after the flux rope was inserted. We

can see the upstream solar wind, the shock, the sheath, and the ejecta. Features such as

the shock inclination, sheath thickness, CME-pause size and shape differ significantly for

the different cases.

Figure 2.6 shows the CME-pause for each simulated ejection, viewed along the +X axis

looking towards the approaching ICME. We show an isosurface of temperature, logT = 6.8

(determined using the jump in θB described above). The contour gives the magnetic field

strength, and the black lines show the ejecta magnetic field just inside the CME-pause (to

show the different draping of the field around the CME-pause). The white line indicates the

path of an artificial satellite, along which we measure the height of the CME-driven shock.

The simulation times correspond to the shocks reaching a height of 4.5 R�. The times are
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Figure 2.6: Isosurfaces of the CME-pause for (a) Case A, (b) Case B, and (c) Case C. The
view is from a position along the +X axis looking toward the approaching ICME, and the
surface was defined as an isosurface of temperature (logT = 6.8, T in K). The contour
gives magnetic field strength, and the black lines show the ejecta magnetic field inside the
CME-pause. The white solid line indicates the trajectory of an artificial spacecraft, and
the simulation times (a) 40 minutes, b) 48 minutes, and c) 56 minutes after the flux rope
was inserted correspond to the CME-driven shocks reaching a height of 4.5 R� along this
trajectory. Note the differences in the shape and size of the CME-pause [Evans et al.,
2011a].
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a) 40 minutes, b) 48 minutes, and c) 56 minutes after the flux rope was inserted.

The CME-pause shape is different for each case, due to the magnetic pressure of the

ejecta near the CME-pause dominating the thermal pressure. The average ratio of thermal

to magnetic pressure is 0.083 (measured inside the ejecta for the three cases when the

CME-pause is located at 4.5 R�). The location on the CME-pause where the magnetic

field strength is intensified is different for the three ejecta field configurations. As a result,

the CME-pauses are distorted differently for different ejecta field orientations. This will

cause different deflections of the subsonic CME sheath flows,

θF = tan−1VN
VT

. (2.8)

VN and VT are, respectively, the normal and tangential components of the plasma flow in the

R-T-N coordinate system. We extracted data from a velocity streamline which intersects

the artificial spacecraft’s trajectory (shown as a white line in Figure 2.6) inside the ejecta.

This method was chosen to ensure that we tracked the same location on the CME-pause at

all times.

The deflection angle θF just downstream of the shock when the CME-driven shock

position was 6 R� was: Case A: -86◦; Case B, -82◦; Case C, -77◦. The deflections were not

significantly different between the cases. The deflections just before the CME-pause are

different by greater amounts: ∆θF = 19, 82 and 101◦. It can be seen that the deflection

measured by a spacecraft is determined by the axis of the flux rope (which can be seen

to be aligned with the CME-pause) and the distance from the axis. The same was found

in the outer heliosphere [Opher et al., 2009]. These conclusions are also supported by an

observational survey [Owens and Cargill, 2004].

Next we looked at the evolution of the flow deflection for each case. The magnetic field

of a flux rope may rotate during propagation in the lower corona as a result of the Lorentz

force [Isenberg and Forbes, 2007], and reconnection with the overlying fields, as shown in

simulations by Cohen et al. [2010], Lynch et al. [2009] and Shiota et al. [2010]. This rotation
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will modify the shape of the CME-pause. The evolution of the flow deflection angle in this

simulation is determined by the ejecta field evolution - the solar wind does not contribute

to any differences between the three cases because each ejecta was launched into the same

background solar wind.

We found that the evolution of θF has almost ceased by 6 R� for Case C. We calculated

the magnetic energy density of the ejecta as a function of time and used that value to

estimate how much reconnection occured in the simulation. As it is an ideal MHD simula-

tion, all reconnection is purely numerical. We found that Case C had the least amount of

reconnection, which is in agreement with its initial configuration: ejecta field perpendicular

to the active region field and parallel to the global coronal field. Case B (ejecta field per-

pendicular to the active region and antiparallel to the global coronal field) experienced the

most reconnection, and its deflection angle was still evolving at 6 R�. Case A was similar

to Case C. These results are in agreement with [Yurchyshyn et al., 2007], who found, using

the Large Angle Coronagraph-Spectrograph (LASCO) white light images, that most flux

ropes rotate by only about 10◦ above 6 R�.

2.6 Study B: Piled-Up Compression

Next, we will look more at the plasma in a CME-sheath, focusing on the accumulation of

material in front of the ejecta, and the consequences for particle acceleration. This work

was presented in Das et al. [2011].

CMEs expansion can have several causes [Gosling et al., 1998]: the leading edge could be

traveling faster than the back of the CME; the internal pressure (magnetic or thermal) could

be more than that of the surrounding solar wind. Without a source to feed the expansion,

it should decrease with distance from the Sun. Démoulin and Dasso [2009] showed that

the observed expansion of magnetic clouds can be explained by considering the behavior of

the solar wind pressure with distance - it drops off rapidly. Dasso et al. [2007] showed an

expansion in the direction of propagation by calculating leading and trailing edge velocities.
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The lateral expansion speed was empirically found to be related to the radial velocity as VR

= 0.88×VEX [Dal Lago et al., 2003], and the expansion speed could approach 2,000 km/s.

Siscoe and Odstrcil [2008] described the situation in which the deflection speed of the

solar wind near the leading edge of an ICME is not large enough to let it flow around the

body of the ICME, causing the solar wind to pile up around the ejecta. As the CME/ICME

expands and propagates faster than the laterally deflected flow, the solar wind is expected

to pile up in front of the nose of the object. In a numerical simulation similar to the one

presented in this chapter, Liu et al. [2008b] first showed the formation and enhancement of

a density structure at the back of the CME-sheath below 5 R�. Dasso et al. [2007] showed

observations of mass pile up in front of a CME/ICME at 1 AU. Ontiveros and Vourlidas

[2009] show a high density compression behind the shock and ahead of the driver which

they attributed to pile up. Möstl et al. [2009] showed in coronagraph images that there

were two density peaks surrounding the dark cavity region. They explained the peak as

solar wind material swept up by an expanding flux rope.

In Figure 2.7, we show the same type of density peak seen in [Möstl et al., 2009] appearing

in front of the CME-pause in our simulation. We term this feature piled-up compression

(PUC). The structures in the figure are determined with the parameter θB [Evans et al.,

2011a], and labeled as: plasma depletion layer (PDL) 2, the PUC outlined in light yellow

shaded region, and the flux rope (FR) in light blue. We calculate the PUC strength by

taking the ratio of the maximum density in the sheath and the density value downstream

of the shock. The value is larger than 10 along the line presented in Figure 2.7 from 2-5

R�. In Figure 2.8, we show the ratio of the line of sight integrated white light intensity at

time 40 minutes to the pre-CME value. The black lines show the CME-pause, and it can

be seen that the PUC occurs at the back of the sheath, and is strongest at the top of the

CME.

The high density regions between the PUC and the forward shock could facilitate the

accelerations of charged particles in the lower corona. We are currently working on this

2Discussion on the formation of the PDL can be found in Das et al. [2011]
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Figure 2.7: Line plot showing plasma density and θB as a function of height along a radial
line [Das et al., 2011].

project, and present our preliminary results in estimating particle acceleration along mag-

netic field lines in Chapter 7.

2.7 Study C: Thermal Energy of CME

In this section, we present the evolution of the thermal energy of the CME, which was

described in Loesch et al. [2011]. In Figure 2.9, we see that the thermal energy dominates

over the kinetic and magnetic energies above 2 R�. Also, the thermal energy is contained

inside of the ejecta. Also, the shock compression ratio is large (3-4), which is in contrast

to observations [Ontiveros and Vourlidas, 2009]. The value of the polytropic index from

the steady state solar wind solution was not allowed to evolve after the flux rope was

inserted. As the flux rope expanded, its density decreased (lower than the density in the

steady state solar wind). Since the heating term was fixed, the thermal energy of the ejecta

increased with time, and dominated the kinetic and magnetic energies. Therefore, these
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Figure 2.8: Synthetic white light coronagraphic image, 42 minutes after the flux rope was
inserted. The black line locates the CME flux rope on the X-Z plane. The black disk shows
the blocked portion of the Sun. WL Ratio at any location is defined as the ratio between
its density integrated along the line-of-sight at that time and background density at the
corresponding location when no CME was present [Das et al., 2011]
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Figure 2.9: Energy profiles as a function of shock position, until 6 R�. The energy at each
position is computed by integrating over the entire simulation box, and subtracting the
corresponding energy calculated from the steady state solution [Loesch et al., 2011].

results suggest that a polytropic solar model is not well suited to model CME-driven shocks.

2.8 Discussion

The goal of this chapter was to study the evolution of a CME in a polytropic solar wind

background in the lower corona. First, by simulating three eruptions with different flux rope

field directions, we found that the CME-pause size and shape are extremely sensitive to the

ejecta magnetic field orientation. The magnetic pressure from the ejecta pushes out on and

shapes the CME-pause. The deflection flows in the CME-sheath are sensitive to the pause,

and so deflection angles measured by the same spacecraft for our three simulation cases are

distinguishable from each other (∆θF = 45 − 98◦ at the CME-pause). This demonstrates

that the flows are sensitive to the ejecta magnetic field.

We find that the flow deflection angle evolved with height until 6 R�. The source of

this evolution is the rotation of the ejecta due to the Lorentz force [Lynch et al., 2009] and

magnetic reconnection [Cohen et al., 2010]. The initial orientation (and magnitude) of the
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ejecta field in relation to the coronal field determines the amount of rotation in the lower

corona. We found the evolution of θF diminishes as the CME propagates. If the ejecta

field does not undergo significant rotation after 10 R�, then θF at the same location on

the CME-pause would be frozen-in during propagation through the heliosphere, relating a

lower corona quantity to a measureable quantity in the heliosphere.3

The evolution of the CME-sheath flows is related to the evolution of the ICME, which is

determined by two factors: the ejecta’s properties and the background solar wind in which

it propagates. Reconnection causes acceleration and rotation, and the location and strength

of the reconnection may be determined by the ejecta field strength and direction. Later

(Chapter 7) we will describe a future project which will improve the physics of reconnection

in MHD modeling of CMEs.

However, we also found that the method used to drive and heat the solar wind (varying

polytropic index) resulted in unphysical CME heating. This makes us question the feasibility

of using a polytropic model for understanding the kinematics of CME evolution. In the next

chapter, we study more solar wind models and their approaches to coronal heating, to see

if any of those choices affect the lower corona environment in a negative way.

3see Vourlidas et al. [2011] for an example of strong rotation above 10 R�.



Chapter 3: The Background Solar Wind

and CME-Driven Shocks

3.1 Introduction

In this chapter, we use observational constraints on shock formation in the lower corona

to challenge the use of ad hoc heating in global MHD modeling. A shock forms by the

steepening of a driven pressure wave, for example when a disturbance traveling slower (or

faster) than the background Alfvén speed 1. Whether the potential driver (flare or CME)

forms no shock, one shock, or multiple shocks in the lower corona largely depends on the

profile of the Alfvén speed [Forbes et al., 2006].

Type II radio bursts and energetic electron events [Klassen et al., 2002, Mewaldt et al.,

2003] indicate that CME-driven shocks can accelerate particles very low in the corona.

Therefore, understanding the formation and evolution of shocks near the Sun is crucial.

Tylka et al. [2003] related high energy (GeV/nucleon) solar energetic particles (SEPs) ob-

served in ground-level events to CME-driven shocks below 4 R�. In a type II radio burst

survey, [Gopalswamy et al., 2005] determined an average source CME height of 1.6-2.2 R�.

Also, they also found that only 5 of 72 sampled CMEs that were associated with large SEP

event had speeds less than 1000 km/s.

These observations show that it is crucial for global MHD models to have a realistic

lower corona to simulate CMEs in the lower corona. However, global models are limited

by the difficulty of treating microphysics over large scales, for example, resolving the sev-

eral orders of magnitude variations of density and temperature across the transition region

[Downs et al., 2010]. As a result, most MHD models start at the base of the lower corona

1The characteristic velocity is the fast magnetosonic speed, but in the lower corona the Alfvén speed is
much larger than the sound speed, and so we neglect the sound speed.

35
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and use ad hoc approaches to achieve coronal heating and wind acceleration. The methods

include: 1) utilizing an empirical heating function or non-uniform polytropic index distri-

bution [Cohen et al., 2007, Groth et al., 2000, Mikić et al., 1999, Roussev et al., 2003]; 2)

Alfvén wave energy without damping [Lionello et al., 2009]; and 3) Alfvén wave energy with

an empirical damping length [Ofman, 2004, Usmanov and Goldstein, 2006]. These models

are benchmarked with observations in the inner heliosphere (for example with Ulysses or

ACE ), but not in the corona.

Local (1D or 2D) models are useful tools to test coronal heating mechanisms because

they include higher resolution than global models. They can treat the photosphere, chro-

mosphere, and transition region individually and can include more detailed physics. Models

of closed loops [Rappazzo et al., 2007] and open flux tubes [Cranmer et al., 2007, Verdini

and Velli, 2007] investigated MHD turbulence to dissipate Alfvén wave energy through a

nonlinear interaction of outwardly propagating and reflected waves. The results of these

simulations can be useful to global modelers, such as the scaling of the heating rate with

magnetic field for strong and weak fields [Rappazzo et al., 2007]. In this chapter, we show

that these local models are in better agreement with the observational constraints on the

Alfvén speed profile in the lower corona than global MHD models.

3.2 Models

Below we describe the ten models whose Alfvén speed we analyzed in the lower corona.

The first group of models is global MHD models which primarily drive the solar wind with

thermal heating functions; the second group is semi-analytic models, and the final group

is MHD models which include damped Alfvén waves. The magnetic fields are modeled as

multipole expansions or calculated from the Potential Field Source Surface (PFSS) model

using magnetograms. The density is either constrained by observations or solved using

MHD equations and an assumed density at the inner boundary. All models were chosen for

solar minima conditions.
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3D Global MHD Models with Thermal Empirical Heating: M1-M5

M1: Manchester et al. [2004] (MA04) Groth et al. [2000] introduced an empirical

heating function (exponentially decreasing and latitude dependent) into the MHD equations

to drive the solar wind by recreating the effects of energy absorption, thermal conduction

and radiative losses. This steady-state solar wind model was used in MA04 to model the

propagation of a CME from the Sun to 1 AU. The magnetic field is treated as a multipole

expansion using observations as constraints. The advantages of this model are that it

provides a global 3D picture and agreement with observations near 1AU. The disadvantages

of this model are that it uses a simplified magnetic field model and drives the solar wind

solely with thermal heating.

M3: Roussev et al. [2004] (RO04) RO04 extended the model of [Groth et al., 2000]

by incorporating magnetograms and using the Potential Field Source Surface (PFSS) model

to extrapolate the magnetic field from the photosphere into the corona. The PFSS model

has been successful at predicting interplanetary magnetic field polarity and the solar wind

speed at Earth [Arge and Pizzo, 2000]; however it is known that PFSS models obtain a

weak magnetic field value at 1 AU. This problem is currently resolved by increasing the

magnetic field intensity at the Sun. This model employs a non-uniform polytropic index

distribution, as in Roussev et al. [2003]. The advantage of this model are that it provides

a global 3D picture, agreement with observations near 1AU, and a complex magnetic field

configuration. The disadvantage of this model is that it drives the solar wind solely with

thermal heating.

M2: Cohen et al. [2007] (CO07) Like RO04, CO07 includes magnetograms and

employs a non-uniform polytropic index distribution to drive the solar wind. The Wang-

Sheeley-Arge (WSA) PFSS model is used in conjunction with the Bernoulli integral to

extrapolate the polytropic index from the source surface to the solar surface along magnetic

field lines, resulting in a polytropic index which depends on solar wind velocity and temper-

ature. The model is tested for both solar minimum and maximum conditions, and the solar

wind velocities at 1 AU match better to observations for solar minimum conditions. For
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this study, we include the model with CR1922 (solar minimum conditions). The advantages

of this model are that is provides a global 3D picture, agreement with observations near

1AU, and a complex magnetic field configuration. The disadvantage of this model is that

it drives the solar wind solely with thermal heating.

M4: Riley 2006 (RIL06) The polytropic 3D MHD model of RIL06 also makes use of

magnetograms. RIL06 uses an adiabatic energy equation with a reduced polytropic index

and solves the set of resistive MHD equations [Mikić et al., 1999]. The advantages of this

model are that it provides a global 3D picture and a complex magnetic field configuration.

The disadvantages of this model are that it produces an unrealistic density profile and drives

the solar wind solely with thermal heating.

M5: Lionello, R. 2008 private communication (LI08) This 3D MHD model

differs from the other MHD models in that the lower boundary extends down to include the

chromosphere and transition region, while others start in the lower corona. The magnetic

field configuration is generated using smoothed magnetograms, and the profiles in this study

correspond with CR1913. The model includes uniform viscosity and uniform resistivity,

both of which are smaller than realistic values by computational limitations. The model

uses an energy equation which explicitly treats radiation loss and coronal heating, and

includes a term to represent (undamped) Alfvén waves. The coronal heating is an empirical

exponential function similar in form to that of MA04 except that it depends only on radial

distance. The advantages of this model are that it utilizes magnetograms, it includes the

chromosphere and transition region and an improved energy equation including Alfvén wave

momentum. The disadvantage of this model is that it primarily drives the solar wind with

thermal heating.

Semi-analytic Models: M6 & M7

M6: Mann et al. [2003] (MA03) MAN03 is a semi-empirical model for an equatorial

active region. The magnetic field is a background quiet Sun (which goes like r−2) superim-

posed with an active region modeled as a dipole. The electron density is a combination of

two models: the one-fold Newkirk [1961] model is used from the surface until 1.8 R�, where
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the solution is matched with the model from Mann et al. [1999], which matches well with

Wind observations above 1.8 R� and is suitable for active regions. The reason for the two

sources is because the Newkirk model matches better to observations in the quiet equatorial

region near the Sun, but fails to match above 1.8 R�. The advantage of this model is that

it utilizes an observed density profile. The disadvantages of this model are that it is a 2D

model and it uses a simplified magnetic field model.

M7: Guhathakurta et al. [2006] (GSO06) Sittler and Guhathakurta [1999] (herein

SG99) developed a global electron density based on from observations (SOHO Whole Sun

Month and Ulysses data, see SG99). The magnetic field in GSO06 is also taken from

SG99, and takes the form of a multipole expansion whose expansion factors are constrained

by coronal observations (SOHO/EIT and Ulysses). The chosen magnetic field produces

good results in the polar regions, but is poorly applicable in the equatorial region. As a

result, the Alfvén speed profile for the equator from this model is taken above 2.5 R�. The

advantages of this model are that it utilizes observed values of density and magnetic field.

The disadvantages of this model are that it is a 2D model and it drives the solar wind solely

with thermal heating.

Models with Alfvén Wave-Driven Winds: M8, M9 & M10

M8: [Cranmer et al., 2007] (CR07) CR07 drives the solar wind with Alfvén waves

and MHD turbulence. This 1D radial model contains acoustic and Alfvén wave pressure

to accelerate the solar wind, utilizing acoustic waves to heat the chromosphere and Alfvén

waves in the corona. The main strategy is to cascade the energy from large scale Alfvénic

fluctuations to high frequency collisionless kinetic modes. This cascade is accomplished by

partially reflecting Alfvén waves to create ingoing waves to damp the outgoing waves. As

in Cranmer and van Ballegooijen [2005], the initial magnetic field structure is a multipole

expansion slightly modified from Banaszkiewicz et al. [1998]. The initial radial dependence

of the electron density is derived to match white-light polarization brightness measurements

in the extended corona. Their model includes terms from radiation, conduction, Alfvén and

acoustic wave damping. The advantage of this model is that it includes waves and thermal
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heating. The disadvantages of this model are that it is 1D radial and applies solely to

coronal holes.

M10: Verdini and Velli [2007] (VE07) VE07 is a local heating model including

a static photosphere and chromosphere, transition region, and open corona. Global MHD

models do not include these lower regions because of the high resolution needed to resolve

these layers, instead using the corona as a lower boundary. VE07 incorporate Alfvén wave

reflection and dissipation and use Ulysses and Helios data as constraints. The numerical

model solves the MHD equations assuming incompressible, adiabatic transverse fluctuations

in the velocity and the magnetic field, following waves in the frequency range 10−6 Hz to

10−2 Hz. The chromosphere and photosphere are considered to be isothermal, with an

exponentially varying density and a flux tube geometry chosen to agree with a quiet Sun

coronal hole model [Hollweg et al., 1982]. In the corona, the temperature is given by the

semi-empirical model of Casalbuoni et al. [1999]. The advantages of this model are that

it drives the solar wind with waves, it includes the lower layers of the solar atmosphere,

and it uses observations as constraints. The disadvantages of this model are that it uses a

simplified density model and it does not provide a global picture.

M9: Usmanov and Goldstein [2006] (UG06) In this 3D model, the solar wind

is driven by including Alfvén wave momentum and energy in the WKB approximation.

WKB approximation is valid as long as the waves have wavelengths shorter than local

characteristic scale. WKB approximation is useful in a global model because it does not

require a high-resolution description of the momentum and energy transformations from the

waves to the flow. The set of MHD equations solved include an additional equation with

two new variables: the Alfvén wave energy density and the velocity of the Alfvén waves.

The MHD equations are solved only in the inner region (1-20 R�), and in the outer region

the solution is given by forward integration along the hyperbolic radial coordinate. The

free parameters were chosen to fit the Ulysses data and the computed values match fairly

well near 1 AU. The advantages of this model are that is provides a global 3D picture and

it drives the wind with Alfvén wave momentum. The disadvantages of this model are that
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it uses a simplified magnetic field model and artificial damping for Alfvén waves.

3.3 Alfvén Speed Profile in the Lower Corona

Figure 3.1 shows the Alfvén speed profiles for all models: polar/open field region profiles are

shown in Figure 3.1a, equatorial streamer profiles in Figure 3.1b, and active region profiles

in Figure 3.1c.

For the semianalytic models (M6 and M7), there are two characteristics of the Alfvén

speed profiles: a minimum (valley) around 1.5 R� in MAN03, and a maximum (hump)

around 3.8 R� in both MAN03 and GSO06. These profiles are consistent with the studies

of type II radio bursts mentioned earlier. They are also consistent with the profile used in

Gopalswamy et al. [2001] to explain the relation among metric, decameter-hectometric, and

kilometric type II bursts, in addition to the formation of shocks at 1-3 R�. In addition,

the valley and hump structures also allow for the formation of multiple shocks. Although

simplified models, the semianalytic studies are based on observed values of density and

magnetic field. For the MAN03 profile, a driving agent (e.g., CME or flare) with velocity

could form a shock between 1-3 R�. The shock would dissipate by 4 R as a result of the

hump in the Alfvén speed, and reform after 5 R�.

For the global MHDmodels driving the solar wind with thermal heating (M1,M2,M3,M4,M5),

the profile in the equatorial region either drops off quickly to 500 km/s 1 below 1.4 R�, or

has a hump and a low Alfvén speed (< 500km/s) in the lower corona. In Figure 3.1c, the

letters C, D, and E for M2 indicate the direction of propagation out of the active region:

C is straight out through the center, and Dand E are taken at an angle from the center of

the AR, D lying in a meridional plane and E in a plane parallel to the equatorial plane.

For the global MHD model with Alfvén wave-driven wind and unrealistic damping (M9),

the profile falls off much less rapidly than the MHD models that use empirical heating (see

Figure 3.1b). However, by 5 R� it matches well with the other global MHD profiles. This

profile does not contain a hump.
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Figure 3.1: Alfvén speed profiles for (a) the polar open field regions, (b) streamers, and (c)
active regions. [Evans et al., 2008].

For the local studies of Alfvén wave-driven winds (M8 and M10), the profiles contain

a hump, although very close to the Sun, below 2 R� (see Figure 3.1a). Below 8 R�, the

magnitude of the Alfvén speed for these two models is larger than the global MHD models

that only include thermal heating, and smaller than for the semiempirical model. Also,

the hump is closer to the Sun for the models including Alfvén waves compared to the

semiempirical model.

In the plots shown in Figure 3.1, the Alfvén speed profile for streamers was taken from
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Figure 3.2: Alfvén speed for propagation in the meridional plane radially out of a streamer
(solid lines) and 45◦ away from the center of the streamer (dashed lines) (O. Cohen 2007,
private communication). The labels a, b, and c correspond to variations in thermal heating
[Evans et al., 2008].

the line through the center of the streamer. We investigated the effect of the direction

of propagation on the Alfvén profile using one single MHD model (see Figure 3.2). The

motivation was that (1) the Alfvén speed will have directional dependence as Bcos(θ) and

(2) the MAN03 plot of Alfvén speed (which shows a clear hump) is taken 45◦ away from

the line through the center of the active region. We took new profiles from 45◦ away from

the streamer for the CO07 model with three variations (labeled a, b, and c in Figure 3.2) in

thermal heating obtained by varying the magnetic field (in order of increasing strength, a,

c, b) and density (in order of increasing value a, c, b) at the inner boundary (solar surface).

In the quiet Sun, propagation at an angle has two effects: a hump develops around

5-6 R� for all three cases of variation of thermal heating. For propagation straight out of

the streamer, the Alfvén speed drops quickly for all three cases. Finally, we investigated

the Alfvén speed profile near an active region. The Alfvén speed profile was found to be

comparable to the fast polar profile 0.2 R� above the surface and enhanced compared to
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the quiet Sun until 0.5 R� for model M2. In model M4, a profile taken 10� Carrington

latitude away from an AR still differed from the quiet-Sun profile. In addition, profiles

taken obliquely out of an AR were found to differ in the magnitude and location of the

hump from each other and from the profile taken radially out of the AR.

3.4 Discussion

This chapter presented a study of the implication of the method of driving the solar wind

in the lower corona, in particular in the Alfvén speed profile. State-of-the-art global MHD

modeling has allowed for numerous studies of the formation, propagation, and interaction

of solar phenomena such as CMEs with the terrestrial magnetosphere. This modeling is a

powerful tool for creating a realistic 3D picture of these solar disturbances. Most models

are benchmarked with plasma parameters near 1 AU from observations of satellites such

as ACE, Wind, Ulysses and STEREO. Although the MHD models consistently reproduce

aspects such as density and magnetic field structure, and the bimodality of the solar wind at

1 AU, we have shown here that they are not consistent with type II radio burst observations

in the lower corona. We associate this mismatch as a result of the different methods of solar

wind acceleration and coronal heating.

As shown in [Evans et al., 2008], global magnetohydrodynamics models produce Alfvén

speed profiles that are in conflict with observations: (1) multiple SEP events are observed

with a single exciting agent, but most profiles are missing the hump required to form multiple

shocks; and (2) few slow CMEs cause large SEP events, but most profiles drop very quickly,

allowing all slow CMEs to drive strong shocks to form below 4 R�. Simplified Alfvén

wave-driven wind models have steeper profiles, but are still in disagreement with multiple

shock formation. Only studies that include Alfvén waves with physics-based damping are

in agreement with observations. This implies that the results of these one-dimensional local

studies should be included in global models before we can study shock formation in the

lower corona.

The inclusion of Alfvén waves with unrealistic damping in a global MHD model steepens
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the Alfvén speed profile, but it is still not in agreement with these observations. Only local

studies including Alfvén waves with physically motivated damping achieve: a) the steepened

profile and b) the hump needed to align the models correctly with observations from type

II radio bursts and energetic electron events. This implies the results of these studies must

be included in global models before we can study shock formation in the lower corona.

We do so in the next chapter, by studying the damping mechanism of surface Alfvén wave

damping.

Finally, we also look at the effect of the direction of propagation of the exciting agent,

for example a CME. Propagation at an angle has two effects: above 3 R�, a hump develops

around 5-6 R� for all three cases of variation of thermal heating. For propagation straight

out of the streamer, the Alfvén speed drops quickly for all three cases. Based on these

results, forming multiple shocks is not only dependent on the driving agents speed and

Alfvén speed, but also on the direction of propagation from the active region. A CME

which propagates at an angle to the streamer will be more likely to form multiple shocks.



Chapter 4: Surface Alfvén Wave Damping

as a Heating Mechanism for the Solar Wind

4.1 Introduction

A motivation behind this thesis is that the the ability to accurately forecast space weather

events at Earth is limited in part by the lack of a realistic background solar wind model in

which to propagate solar disturbances.

In Chapter 2, we showed that a polytropic solar wind background resulted in unphysical

heating of a CME in the lower corona. In Chapter 3, we showed that global models which

utilized ad hoc heating mechanisms (such as the polytropic model) generate an Alfvén

speed profile in the lower corona which seems to be in disagreement with observations of

shock-accelerated particles. We argued that the physics of Alfvén waves must be included

in MHD modeling with a physical damping mechanism (as in local models). The first global

models which specify physically motivated wave dissipation are currently being developed

[Lionello et al., 2009, Oran et al., 2010, van der Holst et al., 2010]. (For reviews of solar

wind modeling, and discussions on the successes and challenges see Cranmer [2010], Ofman

[2010]).

In the lower corona, the frequencies of Alfvén waves expected to be appreciably damped

are: below those strongly damped in the chromosphere (1 Hz; Leake et al. [2005]); and

on the order of those dominating in the heliosphere (10−4 Hz; Belcher and Davis [1971]).

The possible damping mechanisms for low frequency Alfvén waves in the lower corona are

numerous [Narain and Ulmschneider, 1996]. Commonly accepted dissipation mechanisms

include ion-cyclotron resonance [Chandran et al., 2010, Cranmer et al., 1999, Isenberg et al.,

2001] (thought to dominate in the fast solar wind) and turbulent dissipation [Cranmer et al.,

46
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2007, Verdini and Velli, 2007] (which occurs in both open and closed field regions).

Until now, no global wave-driven solar wind models have focused on wave dissipation

at the region at the boundary of open and closed fields, even though there is evidence that

the heating mechanism along open field lines in this region is different than the generally

accepted mechanisms in the fast solar wind, wuch as ion cyclotron resonance. First, a

signature of ion cyclotron resonance is that the heating is proportional to the ratio A/Z (A

is the atomic mass and Z is electric charge). The preferential heating of heavy ions is seen

in the center of coronal holes. However, at the streamer center and at the border with open

field lines, Si XII had a higher temperature than O VI (Zangrilli et al. [1999]; UltraViolet

Coronagraph Spectrometer (UVCS) data). This suggests that another mechanism could be

dominant. Second, turbulent dissipation requires incoming (sunward) waves. These waves

are thought to be generated by the reflection of outgoing waves due to gradients in the

Alfvén speed along the direction of the magnetic field [Cranmer and van Ballegooijen, 2005,

Velli, 1994]. However, at the boundary region, the gradients in the Alfvén speed across the

magnetic field could be comparable or stronger to that along the magnetic field [Vásquez

et al., 2010].

Additionally, there are observations which suggest that strong heating occurs at the

boundary of open and closed fields. Vásquez et al. [2010, 2011] produced three-dimensional

(3D) reconstructions of electron density and temperature in the very low corona (from local

differential emission measure (LDEM) technique applied to extreme ultraviolet Solar Ter-

restrial Relations Observatory (STEREO) data)1. Using this analysis, Vasquez et al. found

that the temperature at the boundary was enhanced for multiple Carrington Rotations,

suggesting an efficient heating mechanism in this region. Secondly, they found density en-

hancements at the boundary of open and closed magnetic field. Thirdly, the density in that

region falls off much more slowly with height than the streamer core, resulting in a larger

density at the boundary than in the streamer above 1.2 R� (solar radii; measured from

1These density reconstructions are achieved using a model, and limitations of the model could generate
artifacts or generate unphysical results.
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center of the Sun). Because local electron densities are determined by the integral of the

flux of dissipated Alfvén waves and the radiative heat flux along a field line, the observed

electron enhancement could indicate a downward heat flux due to wave damping above.

Also using LDEM reconstructions of temperature, Vásquez et al. [2011] found that small

closed loops in which the temperature increased from the footpoint to apex were located

near the boundary of open and closed fields, and loops which cooled were away from the

boundary.

Combining all of these points suggests that some other process (aside from ion cy-

clotron and turbulent dissipation) could be dominant in the boundary region between open

and closed magnetic fields. A mechanism which requires transverse gradients in the local

Alfvén speed is surface Alfvén wave (SAW) damping. The dissipation can heat both the

fast and slow solar wind, and is referred to as resonant absorption for waves moving along

closed loops, and phase mixing for waves along open field lines [Ruderman et al., 1999].

Direct observations of resonant absorption have been presented along closed loops in [As-

chwanden et al., 2003]. In Verth et al. [2010], Coronal Multi-channel Polarimeter (CoMP)

data [Tomczyk and McIntosh, 2009] in the 1-4 mHz range along closed loops was associated

with resonant absorption due to gradients in density across the loops. Verth et al. [2010]

found that resonant absorption is an efficient dissipation process in this region and fre-

quency range. To date, observational evidence along open flux tubes has not been reported.

Estimations from one- and two-dimensional models for open flux tubes with prescribed mag-

netic field geometry and idealized solar wind parameters suggested SAW damping could be

a significant heat source [Jatenco-Pereira and Opher, 1989, Narain and Sharma, 1998, Sakai

et al., 2001]. Evans et al. [2009] calculated the heat deposited along open field lines due

to SAW dissipation using solar wind parameters from a global MHD model and found that

waves with frequencies higher than 0.28 mHz were appreciably damped with a total energy

contribution that was comparable to the ad hoc heating term in Cohen et al. [2007]’s global

MHD model.

In this chapter, we take two steps. First, we estimate the amount of energy available
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to be dissipated by SAW damping. We find that the mechanism is important along the

boundary of open and closed magnetic field regions. Then, we implement SAW in a 3D

global model in which wave evolution is coupled self-consistently to the MHD equations. We

do so with the recently developed model of van der Holst et al. [2010]: a 3D data-driven solar

wind model within the Space Weather Modeling Framework [Toth et al., 2011]. The wave

pressure gradient accelerates the fast wind, and coronal heating is achieved through wave

dissipation. In van der Holst et al. [2010], the wave dissipation occurred along open field

lines in a manner set to mimic turbulence [Hollweg, 1986]. Here, I show that the addition

of SAW dissipation results in a solar wind solution which agrees better with observations

in both the lower corona and inner heliosphere.

4.2 Estimating the Importance of Surface Alfvén Wave Heat-

ing

4.2.1 Introduction

Here we investigate the contribution of surface Alfvén wave damping to the heating of

the solar wind during solar minimum conditions. These waves are present in regions of

strong inhomogeneities in density or magnetic field (e. g., the border between open and

closed magnetic field lines). We extract magnetic field geometries from the polytropic solar

wind model of Cohen et al. [2007], calculate how a spectrum of Alfven waves would be

damped along those field lines between 1-4 R� (solar radii), the region of interest for both

acceleration and coronal heating. We consider waves with frequencies lower than those that

are damped in the chromosphere and on the order of those dominating the heliosphere:

3 × 10−6 − 10−1 Hz. In the region between open and closed field lines, within a few R�

of the surface, no other major source of damping has been suggested for the low frequency

waves we consider here. This work is the first to study surface Alfvén waves in a 3D

environment without assuming a priori a geometry of field lines or magnetic and density

profiles. Next, we calculate the heating in the polytropic model due to the reduced and
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varying polytropic index, and compare it to the heat flux by SAW damping. We find that

SAW damping can produce enough energy to heat the corona at the boundary of open and

closed magnetic field lines.

Waves occur naturally as a perturbation to the MHD equations, and so their presence

may be expected when solving the MHD equations. However, in global simulations waves

have to be included explicitly [Usmanov and Goldstein, 2003] due to time and spatial

limitations. The time step of this simulation (0.2 seconds) is less than the smallest period

considered in this analysis (3 seconds). Additionally, the grid resolution is not enough to

spatially resolve the waves.

4.2.2 Theory

The full derivation of dissipation due to surface Alfvén wave heating is given in Appendix

B. The damping length along a magnetic field line is given by: [Jatenco-Pereira and Opher,

1989, Lee and Roberts, 1986]:

LSW = 18
vA0
ω

(r0
r

)S
2

(
vA
vA0

)2

(1 +MA) (4.1)

where MA = uSW
vA

is the Alfvén Mach Number. The subscript 0 indicates the variable is to

be evaluated at the reference height (see Appendix B). The expansion of open field lines,

S, is given by Acs(r) = Acs(r0)
(
r
r0

)S(r)
, where Acs(r) is the cross sectional area of the flux

tube at distance r. A value of 2 for S indicates pure radial expansion. The lines which

border closed field lines must expand superradially (open faster than radial) to fill the space

above the closed loops. In studies where S is not a function of r, typical values in the lower

corona are 2-6 [Jatenco-Pereira et al., 1994, Moore et al., 1991, Narain and Sharma, 1998].

We calculated S explicitly in a 3D background solar wind using the non-uniform poly-

tropic index [Cohen et al., 2007]. We generated a background solar wind using MDI synoptic

magnetogram data for CR1912 (August 1996) as a boundary condition. This timeframe was
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Figure 4.1: (Top) 3D coronal hole boundary field lines obtained from the simulation for
1996 August 17. The different colors refer to: red as northeast line (NE); blue as southeast
line (SE); green as southwest line (SW);and purple as northwest line (NW). The black lines
show closed equatorial streamers, and the arrows give the direction of the magnetic field.
The solar surface is shown colored by the radial component of the magnetic field [Evans
et al., 2009]. (Bottom) Coronal hole boundary field lines in the plane of the sky for 1996
August 17, as derived from SOHO UVCS observations [Dobrzycka et al., 1999].

chosen to make a direct comparison of the large-scale solar magnetic topology derived from

observations during solar minimum conditions [Dobrzycka et al., 1999] (herein referred to

as DO99). DO99 used an intensity increase of two emission lines from SOHO’s Ultraviolet

Coronagraph Spectrometer instrument to identify coronal hole boundary (CHB) latitudes

as a function of height. In the simulation we identify the CHB locations by hand.
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4.2.3 Results

In Figure 4.1 we show the results for the CHB field lines from (a) our MHD simulations

and (b) the observations of DO99 in the plane of the sky on 17 August 1996. Although

similar, we found that three out of four simulated CHB are higher in latitude compared

to DO99. Also, the superradial expansion factors covered a wider range than estimated

from observations. We attribute both of these to a 2D vs 3D projection effect (see Evans

et al. [2009] for details of this calculation), and emphasize that simulations of surface Alfvén

waves should be done in 3D.

In Figure 4.2, we plot LSW which was calculated using parameters ρ, B and usw from

the steady state solution. Figure 4.2a presents LSW for the coronal hole boundary field

lines in Figure 4.1 with frequency 4.17 × 10−3 Hz, normalized at 1.04 R� to the damping

length (L0) of the SW line. This normalization allows for comparison of the profile features

from different source regions as a function of height. In Figure 4.2b we feature only the

SW line and present LSW for several frequencies, from 3.3× 10−1 − 3.8× 10−6 Hz. It can

be seen that frequencies above 2.8 × 10−4 (short dashed line) will be appreciably damped

within a few solar radii of the surface.

Figure 4.2a shows distinctly different profiles from the southern and northern CHB

lines. We examined the source region of each footpoint and found that the SE and SW lines

originated near small active regions in which the radial component of the magnetic field

was Br ≈ 50 G. Both northern hemisphere lines originated from quiet sun regions (Br ≈ 1

G). For the SWMF and other MHD models, Evans et al. [2008] showed that the Alfvén

profile will contain a maximum, or hump, if the source region is quiet sun. The profile from

an active region in global models begins at a maximum value, and drops to less than a few

hundred km
s within one solar radius from the surface.

The profile of LSW is controlled by the Alfvén speed profile. The normalized profiles

in Figure 4.2a show that the position corresponding to LSW = 1R� is closest to the Sun

for active regions. The profiles from quiet Sun source regions have a plateau, pushing
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Figure 4.2: a) Surface Alfvén damping length (Lsw) profiles for the coronal hole boundaries
in Figure 4.1 (colors correspond), normalized to the L0 of the SW line (green) from 1.04-10
R�. Note the plateau in the profiles for lines whose source region on the sun is quiet sun,
differing from field lines with footpoints near active regions, whose profiles drop quickly. b)
Profiles for the SW coronal hole boundary field line corresponding to different frequencies.
From the bottom up to top profile: 3.3×10−1 Hz (dash-dot-dot line); 1×10−2 Hz (dash-dot

line); 4.17× 10−3 Hz (dot line); 1.67× 10−4 Hz (long dash line); 2.8× 10−4 Hz (short dash

line); 1.5×10−5 Hz (thin solid line); 3.8×10−6 Hz (thick solid line). Waves with frequencies

above 2.8× 10−4 are appreciably damped below 4 R� [Evans et al., 2009].
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LSW = 1R� further from the Sun. The implication of this result can be seen in the

equation relating the Alfvén wave energy density,

εSW =

(
MA0

MA

)(
1 +MA0

1 +MA

)2

exp

(
− r

LSW

)
. (4.2)

If the damping length is 1R� or less, then the waves will be damped close to the Sun.

Therefore, the presence of the hump means the energy of the surface Alfvén wave can travel

further into the corona before substantial damping occurs. This means that the quiet sun

region will damp more surface waves at further distances, so it is more efficient in carrying

the wave momentum out into the corona. Active regions will damp closest to the Sun.

Using the frequencies that are appreciably damped, we estimated how much wave energy

flux would be dissipated along each field line, assuming all of the energy goes into heating

the plasma. Following Jatenco-Pereira et al. [1994], we assume a spectrum of surface Alfvén

waves φAW (ω) = φ0
(
ω
ω̄

)−α erg
cm2sHz

, where φ0 = 1.3×105 erg
cm2sHz

, ω̄ is the mean frequency in

the observed range and the power index corresponding to the low frequency waves we are

considering is α=0.6 [Tu et al., 1990].

Along a magnetic field line, the flux lost due to surface Alfvén wave damping is given

by:

φlost,total =

∫ ω2

ω1

φ0

(ω
ω̄

)−α 1− exp

∫ r2

r1

−ω r
S
2 vA0

18r
S
2
0 v

2
A (1 +MA)

dr

 dω (4.3)

where the limits are ω1 = 2.8× 10−4 Hz and ω2 = 0.3 Hz, r1 = 1.04R� and r2 = 4R�, and

the definition of Lsw from Eq. B.35 has been included (vA, S, MA, are all functions of r.)

(See Evans et al. [2009] for a full derivation of this expression.)

The range of φlost,total values for the field lines in Figure 4.1 were 6.1-6.4 ×104 ergs/cms.

To determine whether this energy flux is enough to match the coronal heating due to the
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variable polytropic index, we estimated its contribution to the heating along a field line.

From the first law of thermodynamics, with the ideal gas law and assuming that the

ratio of specific heats is a constant, one can derive a polytropic equation,

p

ρα
= const. (4.4)

where α is referred to as the polytropic index. The notation stems from Parker [1963] to

clarify that this index can (but need not) be the ratio of specific heats, and that we are

not necessarily considering an adiabatic process. The symbol γ is typically used for the

ratio of specific heats, and in the case of an adiabatic expansion (no heat enters or leaves

the system), α = γ = 5
3 . An isothermal wind expansion would be characterized by α = 1.

Observations of the solar wind have indicated that α=1.46-1.58 in the heliosphere [Totten

et al., 1995]. A value closer to unity is adopted in some global MHD models in the region

near the Sun in order to generate fast solar wind and match temperature observations in

the heliosphere [Usmanov and Goldstein, 2003].

All previous discussion made the underlying assumption that α was constant with height.

If that condition is not met, then the polytropic index is referred to as an effective (or local)

polytropic index and written as Γ [Totten et al., 1995]. The polytropic equation (Eq. 4.4)

is modified to

dlnP

dr
= Γ

dlnρ

dr
+ lnρ

dΓ

dr
(4.5)

such that the relationship between density and pressure is not simple.

In a steady state (i. e. no time dependence) simulation with a fixed, constant α = γ,

the conservation of energy can be written as [Manchester et al., 2004]:

∇ ·
[
u

(
γp

γ − 1
+
ρu2

2
+
B2

4π

)
− (u ·B)B

4π

]
= ρg · u+ q. (4.6)
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The heating function q can take different forms, for example an exponential dependent on

magnetic field strength and distance from the Sun [Groth et al., 2000]. In the polytropic

model of Cohen et al. [2007], there is no q and the ratio of specific heats γ is replaced by

the effective polytropic index Γ,

∇ ·
[
u

(
Γp

Γ− 1
+
ρu2

2
+
B2

4π

)
− (u ·B)B

4π

]
= ρg · u. (4.7)

Although Γ has both latitudinal and azimuthal dependence below 4 R�, in [Evans et al.,

2009] we considered only the radial variation, and so we replace ∇ by d
dr . We assume

that the exact same solar wind solution is produced by the two energy equations (one with

a variable polytropic index and one with an additional volumetric heating function and

γ = 5
3). To quantify the amount of heating in the polytropic model, we subtract Eq. 4.7

from Eq. 4.6, and integrate along a magnetic field line between r1=1.04 R� and r2=4 R�:

Q =

∫ r2

r1

−
[
d (urp)

dr

(
Γ

Γ− 1
− γ

γ − 1

)
−
(
dΓ

dr

urp

(Γ− 1)2

)]
dr

erg

cm2s
. (4.8)

See Evans et al. [2009] for more details. The range of values for Q for the four field lines

in Figure 4.1 is 8 ×103-3 ×105 erg/cms . The energy flux from the dissipated waves is

therefore comparable to the heating due to the variable polytropic index along field lines at

the boundary of open and closed magnetic fields. It is important to stress that this study

[Evans et al., 2009] was not self-consistent - we did not consider any back effects on the

waves from the plasma.

4.3 Implementation in a Wave-Driven Model

In this section we present the new solar corona (SC) component of the SWMF. In it, the

wave transport equation describing low frequency waves [Jacques, 1977, Sokolov et al.,
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2009] is coupled to the MHD equations for the solar wind [van der Holst et al., 2010].

The wave pressure gradient accelerates the wind, and coronal heating is achieved through

wave dissipation. The van der Holst et al. [2010] model considers a flat (or gray) spectrum

of waves. Our contribution to the model is the implementation of surface Alfvén wave

damping. The estimations from the previous section suggested that SAW damping would

be an important heating mechanism, and in this work we show that surface Alfvén waves

brings the model better in agreement with observations both near the Sun and in the

heliosphere.

4.3.1 Methodology and Simulation Details

In the low frequency, Wenztel-Kramers-Brillouin limit, MHD waves are treated as wave

train packets [Dewar, 1970, Jacques, 1977, Sokolov et al., 2009]. The wave energy flux can

be expressed generally as:

F = VgEW + u ·PW (4.9)

where EW is the wave energy density, u is the bulk fluid velocity, bf Pw is the wave pressure

tensor, and Vg is the group velocity,

Vg =
∂ω

∂k
=
∂ω0

∂k
+ u = Vg0 + u (4.10)

where ω is the frequency in the moving frame (subscript 0 in intertial frame), k is the wave

number. In the case of a transverse Alfvén wave, Vg0= vA. The wave energy density can

be written as

EW =
1

2
ρω2

0a
2 (4.11)

where a is the wave amplitude. This expression is valid for all wave modes.

For low frequency Alfvén waves, the pressure tensor is isotropic and can be written
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simply as

PW =
1

2
EW . (4.12)

In the case of an expanding atmosphere with no wave dissipation, the wave transport

equation is written as [Jacques, 1977],

dEW
dt

+∇ · F = u · (∇PW ) (4.13)

The wave energy in an accelerating medium is not conserved: the term on the right hand

side is the rate of work done by the waves on the flow. The quantity which is conserved is

the wave action,

S =
EW
ω0

. (4.14)

However, when wave dissipation is considered (by including the term −ΓEW on the

right hand side of Equation 4.13, where Γ is the dissipation rate), S is no longer conserved.

In the current treatment [van der Holst et al., 2010], all waves are outgoing (anti-

Sunward), launched from the inner boundary. (Boundary conditions will be described in

detail below). In this configuration, two different Alfvén wave energy densities are defined:

E+
W , launched from a location where the magnetic field is positively radial (and therefore

having velocity +vA; vA = B√
4πρ

), and E−
W , launched where the magnetic field is negatively

radial (−vA). The spectral evolution of Alfvén waves is currently under development [Oran

et al., 2010]. Therefore, the waves are modeled as a flat (or gray) spectrum in this work.

The transport equation for each wave energy density can be written as

∂E±
W

∂t
+∇ ·

[
(u± bvA)E

±
W

]
− 1

2
E±
W (∇ · u) = −Γ±E

±
W (4.15)

u is the solar wind velocity, b is a unit vector along the magnetic field, vA is the Alfvén speed
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(B is the magnetic field strength, and ρ is the mass density), and Γ is the wave dissipation

term. The negative sign on the left hand side indicates wave dissipation only (no growth

considered). The waves are coupled to plasma via the MHD energy equation,

∂Eb
∂t

+∇ · Ebu+ (γ − 1)Eb∇ · u = Γ+E
+
W + Γ−E

−
W (4.16)

and the momentum equation,

∂ (ρu)

∂t
+∇ ·

(
ρuu−BB+

(
p+

B2

2

)
I

)
= −∇pW − ρ

GM�
r2

er (4.17)

where Eb is the energy density of the background plasma, PW is the wave pressure (= Ew
2 ;

[Jacques, 1977]), and γ is the polytropic index (set to the adiabatic value of 5/3). The

equations of mass continuity, magnetic induction (for ideal MHD), and the divergenceless

of B close the system. The reader is referred to van der Holst et al. [2010] for more details.

For this work, the crucial term is the one which describes the wave dissipation, Γ. It

can be expressed generally as

Γ =
vg
L

(4.18)

where vg is the group velocity of the Alfvén wave (vg = u±vA) and L is the damping length

scale for the dissipation mechanism.

As shown in Appendix B, under the condition of a strong transverse gradient, the

damping rate for surface Alfvén waves can be expressed as in [Hasegawa and Uberoi, 1982,

Lee and Roberts, 1986],

ΓSW = π(k̄a)

(
ω2
2 − ω2

1

8ω0

)
(4.19)

where k̄ is the average wave number. The subscript SW stands for surface wave.

To implement SAW dissipation into a global model, we consider gradients in density
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and write Eq. B.34 as,

ΓSW±,i =
vg,i,±

C′
SW
ω

ρ√(
∂ρ
∂xj

)2

+
(

∂ρ
∂xk

)2

(4.20)

where CSW controls the damping strength, and i, j and k represent the x, y and z direc-

tions. It is assumed that the wave polarization (δB) is in the direction perpendicular to

the resonant layer. This equation captures the behavior of the mechanism: inversely pro-

portional to frequency, and characterized by transverse gradients in density. It should be

emphasized that this phenomenological form for the dissipation is in agreement with that

which was formally derived in the thin tube (strong gradient) limit [Terradas et al., 2010].

In this paper, Alfvén waves are modeled as a flat (or gray) spectrum, so the frequency

dependence in Eq. 4.21 is absorbed into the free parameter (CSW =
C′

SW
ω ). SAW dissipation

applies in all regions, and so ΓSW is calculated at each spatial location for all waves, and at

each iteration the waves are dissipated. The dissipated wave energy is passed to the plasma

(as in Eq. 4.16), so that the total energy (waves and plasma) is conserved.

An LDEM reconstruction of electron density [Vásquez et al., 2010] from R = 1.035 −

1.225R� was used to verify that the gradients in the simulations were reasonable. Although

the simulation does not resolve small scale features present in the LDEM reconstructions,

the order of magnitude and distribution of the gradients in the simulation are in agreement

with the those calculated using the LDEM reconstructions.

Although we do not treat a spectrum of waves, we can estimate the frequency range for

which this treatment is valid. The condition of strong damping (ka < 0.1) is estimated by

ka ≈ ω

va

ρ
dρ
dx

< 0.1. (4.21)

This condition is satisfied in our simulation for ω ≤ 13mHz. This estimated frequency

limit is within the range found to be important for SAW damping in Evans et al. [2009]
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(ω ≥ 0.28mHz), and those observed along closed loops in Verth et al. [2010] (1-4 mHz).

The inner boundary condition for the radial component of the magnetic field is spec-

ified from the National Solar Observatory’s Global Oscillation Network Group (GONG)

magnetogram data for Carrington Rotation 2077 (2008 November-December), as shown in

Figure 4.3a). The magnetogram data was multiplied by a factor 1.8 due to the low spatial

resolution of GONG [Cohen et al., 2007]. The initial condition for the magnetic field is

calculated with the Potential Field Source Surface (PFSS) model [Altschuler and Newkirk,

1969]. The inner boundary condition for the solar wind temperature and density (shown in

Figure 4.3b) and c)) were specified using LDEM reconstructions [Vásquez et al., 2010] for

the same time period as the magnetogram data. The initial conditions for the single-fluid

plasma density and solar wind speed are given by the isothermal Parker solar wind solution

[Parker, 1958].

The wave energy density at the inner boundary is set to zero for all closed magnetic

field lines (as determined by the PFSS model). For open field lines, a purely anti-sunward

(outgoing) wave energy density is specified using conservation of energy along a magnetic

flux tube with the Bernoulli integral [Suzuki and Inutsuka, 2006]. At 1 AU, the solar wind

energy is assumed to be purely kinetic, with a velocity calculated using the Wang-Sheeley-

Arge (WSA) model [Arge et al., 2003]. This allows the wave energy input at the boundary

to be calculated according to

E±
W =

(
ρur2

)
1AU

r2
fexp
|vA,r|

(
u2WSA

2
+
GM�
R�

− γ

γ − 1

p

ρ

)
(4.22)

where uWSA is the solar wind velocity at 1 AU obtained using the WSA model, γ is the

polytropic index (set to 5/3), fexp is the expansion factor for the magnetic field line, and ρu

is the mass flux at 1 AU. The mass flux in the fast solar wind is constrained with Ulysses

data (see van der Holst et al. [2010] for details). The wave pressure (= EW
2 ) is shown in

Figure 4.3d), and ranges from 0 to 0.0015 dyn
cm2 .
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Figure 4.3: Carrington maps showing the inner boundary conditions used in the simulations:
a) radial magnetic field, derived from a GONG synoptic magnetogram for CR2077; b)
solar wind temperature and c) density, both reconstructed using the LDEM technique for
CR2077; and d) Alfvén wave pressure, calculated using the Bernoulli integral [Evans et al.,
2011b]. See text for details.
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In addition to SAW damping, we will use turbulent dissipation (as implemented in van

der Holst et al. [2010], following Hollweg [1986]) We explore both mechanisms individually,

and in combination. The damping rate for each can be written as:

ΓSW± =
vg,±

CSW
ρ
δ⊥ρ

(4.23)

ΓTUR± = LTUR

√
E±
WB

ρ
(4.24)

The free parameters which control the strength of the dissipation are: LTUR for turbulent

dissipation, and CSW for surface Alfvén wave damping. The values were chosen to obtain a

maximum fast solar wind velocity of 750kms at 0.1 AU. The values for each were: simulation

with only turblent dissipation, LTUR = 2.1R�; simulation with only SAW, CSW = 10; and

simulation with both mechanisms, LTUR = 10.3R� and CSW = 12. In the simulation with

both mechanisms, we lowered the SAW dissipation rate by 20% and then fixed LTUR with

the solar wind velocity. This is not a unique solution (see Appendix B).

The computational domain is a Sun-centered 48 × 48 × 48 R� cartesian grid of blocks

composed of 4 × 4 × 4 cells. There are 6 levels of refinement, with a smallest cell size of

3/128 R� in a shell of thickness 0.3 R� at the inner boundary. The heliospheric current

sheet is refined to 3/32 R�. The total number of cells in the simulation are 2.4 × 106.

4.3.2 Results

In this section we present the results of three simulations: one for each dissipation mech-

anism individually, and one which included both surface Alfvén wave and turbulent dis-

sipation. All simulations have the same boundary conditions. First we present the large-

scale simulation results, and then we look specifically at the region in the very low corona

(R≤ 1.225R�)at the boundary of open and closed fields. We include LDEM reconstructions
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and Ulysses data as evidence that surface Alfvén wave dissipation occurs and is important.

Finally, we compare the Alfvén speed profile from the new solar wind model to the previous

solar wind model in the SWMF, and discuss the implications for modeling shock formation

and evolution.

4.3.3 Inner Heliosphere

In Figure 4.4 the dissipation rate for waves (Γ as defined in Eqs 4.23 and 4.24) is shown in

meridional slices. The values for surface Alfvén wave dissipation are shown in a) and b);

turbulent dissipation is shown in c) and d). Panels a) and c) correspond to waves traveling

along the magnetic field, and opposite is shown in panels b) and d). The magnetic field

projected onto the plane is shown as black lines.

Although we parameterized the form of the surface Alfvén wave damping rate, the cho-

sen expression reproduces the expected behavior of the mechanism. Radial and latitudinal

gradients in density create dissipation along mid-latitude (40-70◦) open magnetic field lines

between 1-2.5 R�. We expect dissipation in this region due to the superradial expansion

of the magnetic field, which is reproduced well by density gradients. Also as expected,

there is reduced dissipation above the poles, where the field line expansion is radial. Lati-

tudinal gradients in density produce surface Alfvén wave dissipation near the solar surface

at the boundary of the open and and closed magnetic field lines, and extends out into the

corona surrounding the current sheet. Turbulent dissipation occurs mostly at high latitudes

between 1-4 R�, where the magnetic field (and thus the wave energy density) is largest.

For both mechanisms, the dissipation rate differs for the two waves in the simulation

(traveling along or opposite to the magnetic field). For the turbulent dissipation, this is

due to the dependence of Γ on the wave energy density. For surface Alfvén wave damping,

this occurs due to the dependence on the group velocity of the wave.

Figure 4.5 shows the steady state solar wind temperature at R = 0.1AU . The panels

correspond to simulations with different wave dissipation choices: a) turbulent dissipation

only; b) surface Alfvén wave dissipation only; and c) combination of both mechanisms. The
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Figure 4.4: Meridional slices of the dissipation rate for waves, Γ. The values for surface
Alfvén wave dissipation are shown in a) and b); turbulent dissipation is shown in c) and
d). Panels a) and c) correspond to waves traveling along the magnetic field, and opposite is
shown in panels b) and d). The magnetic field projected onto the plane is shown as black
lines. The gray circle defines the inner boundary (R = 1.035 R�) [Evans et al., 2011b].
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Figure 4.5: The steady state solar wind temperature at R=0.1 AU is shown in all panels.
The panels correspond to simulations with different wave dissipation choices: a) turbulent
dissipation only; b) surface Alfvén wave dissipation only; and c) combination of SAW and
turbulent dissipation. The thick black line marks the location of the heliospheric current
sheet [Evans et al., 2011b].
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turbulent dissipation provides most of the heating directly above the poles, and because it

scales with the magnetic field, produces a temperature minimum at the heliospheric current

sheet. Surface Alfvén wave dissipation provides heating in two locations: the subpolar

superradially expanding open field lines, and at the boundary between open and closed

magnetic fields. Combining the mechanisms (Figure 4.5c) results in strong heating at high

latitudes, including low (subpolar) latitude heating from SAW, and around the HCS (also

due to SAW).

The temperature profile when both dissipation mechanisms are used is most aligned

with observations (details of observations in Appendix C). First, heating which is observed

around the HCS is reproduced by SAW dissipation (although in the literature it has been

attributed to turbulence). Second, using ion temperature data measured during the first

fast latitude scan of Ulysses, we calculated scaled latitudinal temperature distribution in

the fast solar wind at 1 AU. The slope of this data (when a linear fit was applied) increases

in the direction from the pole towards the equator. This suggests that there could be a

heating mechanism at work in the solar wind which is efficient at the boundary between

fast and slow solar wind (or, at the Sun between open and closed magnetic fields). The

sharp transition between fast and slow solar wind measured by Ulysses is not reproduced

in the model; in all simulations the transition occurs over 25◦ of latitude.

In Figure 4.6, we show the large-scale solar wind structure from a simulation in which

both SAW and turbulent dissipation were used. The meridional slice gives the magnitude of

the solar wind speed. The scale is -24 to 24 R� in each direction. The sphere represents the

inner boundary, from which selected magnetic field lines are drawn (shown in black). The

color contour on the solar surface is the radial magnetic field, with the colorbar correspond-

ing to Figure 4.3a). The model produces a bimodal solar wind through the wave pressure

gradient, which accelerates the fast solar wind. This bimodal wind is achieved independent

of the wave dissipation mechanism [van der Holst et al., 2010]. However, the dissipation

rate does affect the magnitude of the solar wind speed (see discussion in Appendix B).
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Figure 4.6: Large-scale solar wind structure is shown. The meridional slice gives the mag-
nitude of the solar wind speed. The scale is -24 to 24 Rs in each direction. The sphere
represents the inner boundary, from which selected magnetic field lines are drawn (shown in
black). The color contour on the solar surface is the radial magnetic field, with the colorbar
corresponding to Figure 4.3a) [Evans et al., 2011b].
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4.3.4 Very Low Corona

In Figure 4.7, meridional slices containing two sets of temperature data are shown. The

panels correspond to simulations with different wave dissipation choices: a) turbulent dis-

sipation only; b) surface Alfvén wave dissipation only; and c) combination of both mecha-

nisms. The gray circle marks the inner boundary of the simulation (1.035 R�. Between the

gray circle and the white ring, the temperature plotted is the electron temperature recon-

structed using the LDEM technique for CR2077 (the same timeframe as the data used for

the inner boundary of the simulations; Vásquez et al. [2010]). The white spots in LDEM

data indicate locations where the reconstruction failed. This failure could be due to time

dependent phenomena. Beyond the white ring, the simulation temperature is plotted. The

magnetic field projected onto the plane is shown as black lines.

The white arrows in Figure 4.7 mark the regions of high temperature present at the

boundary of open/closed magnetic field in the LDEM data. These hot spots are well

reproduced by surface Alfvén wave dissipation (see Figure 4.7b.

Additionally, a study of temperature variations along closed loops with apex height less

than 1.225 R� by Vásquez et al. [2011] found that loops could have temperature profiles

which increased or decreased from footpoint to apex. However, they found that the loops in

which the temperature increased with height were located near the boundary of open and

closed fields lines. Although we did not treat wave dissipation along closed field lines in this

study, it has been established that resonant absorption occurs and is efficient at heating

closed loops [Aschwanden et al., 2003, Sakai et al., 2001, Verth et al., 2010]. This aspect

will be pursued in a future study.

4.3.5 Profile of Alfvén Speed

Observations of energetic electrons and type II radio bursts indicate that CME-driven shocks

can accelerate particles very close to the Sun [Klassen et al., 2002]. It is well established

that CMEs drive shocks at larger distances [Claßen and Aurass, 2002, Gopalswamy and
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Figure 4.7: Meridional slices containing two sets of temperature data are shown. The grey
sphere marks the inner boundary of the simulation (1.035 R�. Between the grey circle and
the white ring, the temperature plotted is the electron temperature reconstructed using
the LDEM technique for CR2077. Beyond the white ring, the simulation temperature is
plotted. The panels correspond to simulations with different wave dissipation choices: a)
turbulent dissipation only; b) surface Alfvén wave dissipation only; and c) combination of
both SAW and turbulent dissipation. The magnetic field projected onto the plane is shown
as black lines. The white arrows mark ”hot spots” which are present in the LDEM data
and surface Alfvén wave simulations [Evans et al., 2011b].
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Kaiser, 2002]. However, there appears to be a disconnect between the lower corona and

interplanetary shocks [Cane and Erickson, 2005]. Gopalswamy et al. [2001] and Mann et al.

[2003] (among others) claim that the explanation for the observations is a maximum (or

”hump”) in the Alfvén speed profile, combined with a CME velocity profile with acceleration

low in the corona. The scenario would be that CMEs can drive strong shocks close to the

Sun which then dissipate around 4 R� due to the maximum in the Alfvén profile. The

shock could form again above 6-10 R� and propagate through the heliosphere.

In Evans et al. [2008], we presented Alfvén speed profiles from several solar wind models.

It was found that global MHD models with ad hoc heating generated an Alfvén speed

profile which was too flat, allowing even slow disturbances to drive strong shocks in the

lower corona, which would continue as interplanetary shocks (in contrast with observations

which suggest that the shock dissipate and form again). Evans et al. [2008] showed that

1D models which included Alfvén waves and physically motivated Alfvén wave dissipation

produced steepened Alfvén profiles, resulting in shock dissipation, which better aligned with

the observations. As a result of the study, Evans et al. [2008] proposed that the inclusion of

Alfvén waves with physically motivated dissipation (which is presented in this work) would

steepen the Alfvén speed profile in a global MHD model.

Figure 4.8 shows Alfvén speed profile with radial distance from an active region. The

black line was calculated from the semi-empircal model presented in [Mann et al., 2003],

specific to the same active region as in the simulation (see Appendix C for details of the

model). The blue line was taken from the simulation in this paper with both surface Alfvén

wave and turbulent dissipation. The red line was taken from a simulation using the model

of Cohen et al. [2007], in which the solar wind is heated by a spatially varying polytropic

index. As proposed in Evans et al. [2008], the profile of the Alfvén speed was significantly

steepened by the inclusion of waves: the slope from the valley to the hump is 139 km/s/Rsun

for the Alfvén wave simulation, and 70 km/s/Rsun for the polytropic simulation. Also, the

value at the hump for the Alfvén speed is over 500 km/s for the wave-driven model, more

than 150 km/s larger than the hump in the polytropic profile. The speed at the valley for
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Figure 4.8: Alfvén speed profile with radial distance from an active region. The black line
was calculated from the semi-empircal model presented in Mann et al. 2003. The blue line
was taken from the simulation in this paper with both surface Alfvén wave and turbulent
dissipation. The red line was taken from a simulation using the model of [Cohen et al.,
2007], in which the solar wind is heated by a spatially varying polytropic index [Evans
et al., 2011b].

the polytropic model is less than 150 km/s, whereas the wave-driven Alfvén speed is less

than 300 km/s over only a short distance. The wave-driven profile inhibits shock formation

by low velocity (<300 km/s) drivers.

4.4 Discussion

The work presented in this chapter was motivated by the work presented in Chapters 2 and

3. We showed how the artificial heating utilized in polytropic solar wind models lead to

a lower corona environment which was not in agreement with observations of shocks, and

that local models which included physically motivated Alfvén wave dissipation were.

In this first part of this chapter, we estimated the effect of surface Alfvén wave damping

in heating the solar wind in the lower corona. We found that it could provide sufficient heat-

ing at the boundary of open and closed magnetic fields. We considered a spectrum of waves

in the frequency range 3.8× 10−6 to 3.3× 10−1 Hz [Cranmer and van Ballegooijen, 2005].

We found that waves with frequency above 2.8 × 10−4 Hz would be appreciably damped
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below 4R�. The mHz range is observed along closed loops, and it has been confirmed that

SAW damping is an efficient process in this range [Verth et al., 2010].

Motivated by these results, we made the first self-consistent implementation of surface

Alfvén wave damping into a global MHD model. What distinguishes the solar wind model

presented in this paper from others in the literature is the combination of: 1) data-driven

boundary conditions, 2) a momentum source of wave pressure, and 3) the self-consistent

calculation of an additional non-MHD energy source through physically motivated wave

dissipation. Although several global models now apply complex energy equations which

treat physical processes such as electron heat conduction and radiative cooling, all include

empirical heating functions to achieve coronal heating [Airapetian et al., 2011, Downs et al.,

2010, Lionello et al., 2009, Riley et al., 2011, Usmanov et al., 2011]. The physically moti-

vated wave dissipation presented here removes the need for ad-hoc coronal heating terms.

However, the surface Alfvén wave dissipation presented in this paper was calculated with a

phenomenological dissipation rate, which contains one free parameter. We constrained this

parameter using the fast solar wind speed.

Including surface Alfvén wave dissipation in the model of [van der Holst et al., 2010]

improved agreement with observations of coronal temperature both near the Sun and in the

inner heliosphere. The electron temperature in the very low corona (R < 1.225R�) from

LDEM reconstructions has been shown to feature ”hot spots” at the boundary of open

and closed magnetic fields. The simulation with SAW produces hot spots which match the

LDEM data, both in location and magnitude. In the heliosphere, we have argued that a fit

of the scaled Ulysses temperature data showed enhanced temperature at the boundary of

fast and slow solar wind, which is a signature of SAW dissipation. However, surface Alfvén

waves alone cannot reproduce the high temperature structure in the open field regions, as

they do not heat directly above the poles. It should be combined with other mechanisms.

A temperature maximum at the boundary of fast and slow wind in the heliosphere has

also been shown in Usmanov et al. [2011]. That model coupled the large-scale solar wind

to turbulence equations in the super-Alfvénic limit; the inner boundary at 0.3 AU. The
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temperature maximum in that simulation was due to a maximum in the turbulent energy

at the boundary, driven by strong stream shears.

We also demonstrated that the inclusion of SAW dissipation improved the usability

of the solar wind model in time-dependent phenomenon. As proposed in Evans et al.

[2008], the inclusion of Alfvén waves with a physically motivated dissipation mechanism

steepened the Alfvén speed profile in the lower corona, aligning the Alfvén profile better

with observational constraints. This improved Alfvén profile makes this model a more

viable solar wind background in which to simulate CME-driven shocks than a polytropic

solar wind model. Future missions, such as Solar Probe Plus, will provide even stronger

constraints for wave dissipation by sampling the lower corona environment directly.

The next step in developing a physically-motivated solar wind is to treat wave spectral

evolution. This aspect has been implemented in a 2.5D stellar wind model [Airapetian

et al., 2010], and is under development in the SWMF [Oran et al., 2010]. A spectrum

of Alfvén waves is crucial to the implementation of ion-cyclotron damping, thought to be

prevalent in coronal holes [Chandran et al., 2010, Cranmer et al., 1999, Isenberg et al., 2001].

Additionally, relaxing the WKB limit (to account for counter-streaming waves) will allow

for self-consistent calculation of nonlinear turbulent dissipation of in and outgoing waves

[Chandran and Hollweg, 2009, Cranmer et al., 2007, Verdini and Velli, 2007]. The Coronal

Multi-channel Polarimeter (CoMP ) has provided new observational estimates of resonant

damping [Verth et al., 2010], and we will work to compare our estimates to what has been

observed. The spectral evolution in the formalism of Sokolov et al. [2009] will allow us to

study the conversion of surface Alfvén waves to other wave modes as well. Future missions

such as Solar Probe will provide even stronger constraints by sampling the lower corona

environment directly (near 10 R�).

In the next chapter, we present the first simulation of the interaction of a CME with a

solar wind model which includes SAW damping.



Chapter 5: Evolution of a Coronal Mass Ejection

in an Alfvén Wave-Driven Wind

5.1 Introduction

In all previous global simulations of CMEs in the lower corona, the solar wind heating was

treated in an ad hoc manner. For example, one approach is the so-called polytropic model,

in which the polytropic index is varied at each spatial location in order to achieve coronal

temperatures. This solar wind model was used in such works as [Cohen et al., 2010, Liu

et al., 2008b]. In Das et al. [2011], Evans et al. [2011a], Loesch et al. [2011] the value of the

polytropic index from the steady state solar wind solution was not allowed to evolve after

the flux rope was inserted. As the flux rope expanded, its density decreased (lower than

the density in the steady state solar wind). Since the heating term was fixed, the thermal

energy of the ejecta increased with time, and dominated the kinetic and magnetic energies.

Therefore, in order to model CMEs in the lower corona, a physics-based solar wind model

is required.

Including Alfvén waves as a driver and source of heat in solar wind models was motivated

by observations of Alfvénic fluctuations 1 in the solar wind [Belcher and Davis, 1971], and

in the lower layers of the solar atmosphere [De Pontieu et al., 2007, Tomczyk et al., 2007].

Additionally, Alfvénic fluctuations have been observed in prominence material [Okamoto

et al., 2007], and in ICMEs at distances of 0.3-0.7 AU [Gosling et al., 2010, Yao et al.,

2010]. However, Alfvén wave signatures in ICMEs are rarely seen at distances of 1 AU or

larger [Liu et al., 2006a]. These observations suggest that Alfvén waves are carried into the

corona by the eruption, but the waves dissipate during propagation.

1Alfvénic signature in observations is a correlation between perturbations in magnetic field and velocity,
i. e. δB ∝ δV
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In this chapter, we present the first modeled CME in a solar wind which is driven by

Alfvén waves. The waves are damped by a physically-motivated dissipation mechanism (as

presented in Chapter 4). As in Chapter 2, we do not model the initiation process: the CME

is modeled from the base of the corona to 8 R� as an out-of-equilibrium flux rope. We

study its evolution in an ambient solar wind. Because the flux rope travels faster than the

local magnetosonic speed, it acts as a piston and drives a shock wave ahead of it. We find

that surface Alfvén wave damping occurs at the shock, and that the resulting temperature

distribution of the CME is more realistic than from a CME modeled polytropic solar wind.

5.2 Simulation Set Up

We utilize the new solar corona component of the Space Weather Modeling Framework

[Evans et al., 2011b, Toth et al., 2011, van der Holst et al., 2010] as described in Chapter

4. The wave dissipation is given by turbulence (with free parameter LTUR = 5.75R�) and

surface Alfvén wave damping (free parameter CSW = 18). The parameters were chosen

to fix the maximum fast solar wind speed to 800 km
s (at 24 R�), and make the relative

strength of the SAW damping more than turbulence (maximum rates of 1.4 ×10−3 to 5.1

×10−4 Hz in the steady state). We include MDI magnetogram data from CR2029 (May

2005) as a boundary condition for the coronal magnetic field. The flux rope was inserted

into NOAA AR0759, the source region for the Earth-directed May 13 CME. The flux rope

was oriented such that the mass of the flux rope was parallel to the neutral line of the active

region, and the current direction was chosen to make the flux rope left-handed [Bisi et al.,

2010b]. The free parameters of the flux rope are shown in Table 1 (see Appendix A for flux

rope details).

The simulation begins by running the steady state solar wind for 12,000 iterations in

local time stepping (see Chapter 2, Section 2), during which AMR increases resolution

around the current sheet. The grid cell sizes range from 0.024 R� at the inner boundary,

to 0.094 R� at the current sheet, to 0.75 R� at the outer boundary. Next, the simulation is
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Table 5.1: Flux Rope Parameters

Parameter Value

d 25 Mm

R 95 Mm

a 18 Mm

I 250 MA

ρ 1.8e-17 g/cm3

Free Energy 5 × 1031 ergs

Footpoint Separation 11.8◦

run in time accurate mode for 30 minutes to relax to a steady state solution. We then refine

a rectangular box in the region 1R� < X < 7.25R�,−6.5R� < Y < 4R�,−3R� < Z <

7.5R� to cell size 0.047 R�. The box contains the entire CME and shock structure (nose

and flanks) for the first 60 minutes of evolution. We did this to study the global influence

of the disturbance on the solar wind environment in the corona, and visa-vera. We are not

aware of any other study which resolves the entire CME structure in this manner out to

8R�. However, the consequence is that this study is at lower resolution than our previous

CME study. In Chapter 3, the highest refinement was 0.012 R�, but we could only focus

our analysis near the nose of the ejecta.

5.3 CME and Shock Dynamics

First, we present the general dynamical evolution of the CME and CME-driven shock. In

Fig. 5.1, we show a global view of the simulation at t=60 minutes. At this time, the shock

position is 8 R� at high latitudes. In panel a, the perspective is such that the CME is

approaching the viewer (halo view), and in panel b, is the view is rotated to see the side of

the CME. The transparent purple iso-surface is defined at a plasma temperature (10 million

K) which allows us to visualize the shock location 2. Inside the shock surface, traces of the

ejecta can be seen. The sphere is the solar surface, where the color contours are the radial

2For all analysis, the shock position is calculated with jump conditions along lines, but for a 3D visual-
ization, we chose temperature because it corresponds approximately to the location of jump conditions.
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Figure 5.1: Here we show a global view of the simulation at 60 minutes after the flux rope
was inserted. At this time, the shock position is 8 R� at high latitudes. In panel a, the
perspective is such that the CME is approaching the viewer (halo view), and in panel b, is
the view is rotated to see the side of the CME. The transparent purple iso-surface is defined
at a plasma temperature (10 million K). Inside the shock surface, traces of the ejecta can
be seen. The sphere is the solar surface, where the color contours are the radial component
of the magnetic field. The black lines show magnetic field lines, including open polar field
lines, closed streamers, streamers opened by the CME, and the twisted field lines of the
ejecta [Evans et al., 2011c].

component of the magnetic field. The black lines show magnetic field lines, including open

polar field lines, closed streamers, streamers opened by the CME, and the twisted field lines

of the ejecta.

Because we have a large box of uniform refinement, we are able to study the behavior

of the CME as a function of latitude. The three orange lines in Fig. 5.1 show locations

along which we sample data presented in later figures. The lowest latitude line, Line 1, is

at latitude 17 degrees, and passes through the center of the coronal streamer. The middle

line, Line 2, is at latitude 31 degrees, and traces the approximate direction of the nose of

the CME. The final line, Line 3, is at latitude 46 degrees, and passes through the edge/flank

of the CME. Each line is drawn from the point (0,0,0), and therefore only Line 1 intersects

the CME initiation site.
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For our analysis, we need to define the structures in the simulation: the shock, sheath,

CME-pause and ejecta. As discussed in detail in Chapter 3 Section 3, we utilized the angle

[Burlaga, 1988]

θB = sin−1BN
B

(5.1)

where BN is the normal component of the magnetic field in the Radial-Tangential-Normal

(R-T-N) coordinate system (a Cartesian system defined at the location of the spacecraft; R

is the direction from the center of the Sun to the spacecraft location, T is in the direction R

× Z, and N completes a right-handed system). A strong change in this angle indicates the

boundary between regions of different magnetic fields, as can been seen in Figure 5.2 (t=40

minutes, 4.5 R�). The white lines are projections of the magnetic field on the plane, and the

gray lines correspond to the orange lines in Figure 5.1. It can be seen that there is a sharp

jump in the angle at the shock and at the CME-pause, and so we use this criterion to define

the shock and CME-pause positions. As a result of numerical diffusion, the shock is not

a sharp discontinuity, but instead has a finite thickness. Therefore, defining the upstream

and downstream positions of the shock is not a trivial matter. Here, we utilize the jump in

θB to define the upstream shock position (other options include plasma density and velocity

gradients, for example). The downstream is identified with a gradient in solar wind speed

(as in Loesch et al. [2011]). The shock position is then assigned to be the midpoint of the

upstream and downstream locations.

In Figures 5.3 and 5.4, we show the bulk fluid speed (U , blue line) and the magnetosonic

speed (Vms; green line) as a function of distance for Lines 1 and 3, respectively, at several

selected times. The y-axis scale on all panels is from 0-2000 km/s. In Figure 5.3b, the single

vertical line marks the front of the disturbance (before a shock has formed). In Figure 5.3c-f

and Figure 5.4b-c, the two lines mark the shock location and the back of the sheath (front

of the flux rope). At t=0, the profiles of Vms have different shapes, as discussed in Chapter

2. Line 1 (Figure 5.3a), which was extracted radially from the active region, monotonically

decreases with height from a large initial value. Line 3 (Figure 5.4a) shows a maximum
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Figure 5.2: The angle θB is show in a meridional slice after 40 minutes of CME evolution.
This angle traces out the structures of the CME, like the shock, sheath, CME-pause and
ejecta.Slice showing CME structures after 40 minutes of evolution. The three gray lines are
(in order of increasing latitude) Line 1, Line 2 and Line 3 [Evans et al., 2011c]. See text for
details.
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Figure 5.3: The bulk fluid speed (U , blue line) and the magnetosonic speed (Vms; green
line) as a function of distance for Line 1 at 0, 4, 12, 40, 52 and 60 minutes after the flux
rope was inserted. The y-axis scale on all panels is from 0-2000 km/s. The vertical lines
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2011c].
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(hump) in the profile at 2.8 R�, expected behavior for a region nearby to active regions or

quiet Sun. Although shock waves have been observed at heights less than 1.2 R� Kozarev

et al. [2011], this modeled flux rope has an initial radial velocity which is much smaller than

the local magnetosonic speed (Figure 5.3b), and therefore the disturbance does not steepen

into a shock along Line 1 until t=12 minutes (2 R�; Figure 5.3c). More than thirty degrees

higher in latitude, along Line 3, the shock steepening can be seen in Figure 5.4c (3R�; t=26

minutes).

In Figures. 5.3c-f and 5.4c, it can be seen that the disturbance alters the profile of Vms.

This effect was not discussed in Chapter 2, where we considered only the Alfven speed

profile in the pre-event solar wind. Here we see how the characteristic speed changes by

the presence of the disturbance, and we see that the profile is increased, which inhibits the

formation of a reverse shock behind the CME-driven shock.

In Fig 5.5, we show the shock height as a function of time (panel a) and shock velocity

as a function of shock height (panel b) for Lines 1, 2, and 3 (thin solid line, dashed line, and

thick solid line, respectively). The shock velocity is calculated according to the Rankine-

Hugonoit condition for conservation of momentum across the shock [Liu et al., 2008b, Lugaz

et al., 2007],

VS =
ρu (Uu · n)− ρd (Ud · n)

ρu − ρd
(5.2)

where the shock normal n is calculated as in [Loesch et al., 2011],

n =
Uu −Ud

||Uu −Ud| |
. (5.3)

It can be seen that the shock velocity increases with latitude, ranging from 1,000 to

1,500 km/s at Line 3. This latitudinal dependence is due to the motion of the CME having

two contributions: the radial, propagation motion plus the expansion (lateral) motion. In

order to track the lateral motion of the CME, we generated synthetic Thompson-scattered
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Figure 5.5: The shock height as a function of time (panel a) and shock velocity as a function
of shock height (panel b) for Lines 1, 2, and 3 (thin solid line, dashed line, and thick solid
line, respectively) [Evans et al., 2011c].

white light coronagraph images with the SWMF. The image is generated by specifying an

observer location, aperture size and a limb darkening parameter (set to 0.5). The simulation

then integrates the plasma density along lines of sight, and generates an image which can

be compared to coronagraph images from LASCO and STEREO. Figure 5.6 shows the

resulting images for times a) 16, b) 30, and c) 60 minutes, for an observer in a vantage

point such that the CME is propagating towards the spacecraft (halo view). In panel d, we

show the eruption at t=60 minutes, as seen from the perspective of a limb event (90 degrees

from the halo vantage point). At early times, the shock cannot be distinguished from the

flux rope, but at t=60 minutes, the faint front of the shock is seen to be separated from the

ejecta material from both vantage points, as seen in observations [Ontiveros and Vourlidas,

2009].
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We calculate the expansion velocity according to the cone model, in which it is defined

as the rate at which the widest lateral dimension increases with time [Dal Lago et al.,

2003]. The dashed line circles in Figure 5.6 show how we calculated the lateral dimension.

During the timeframe in which the structure is visible as a halo event (16-60 minutes), the

expansion speed exceeds 1,000 km/s, and exceeds the radial velocity of the disturbance in

the very low corona. The strong lateral expansion not only drives a fast shock at the flank

of the CME, but it also causes solar wind material to accumulate in front of the flux rope.

This structure was defined to be a piled-up compression region (PUC; Das et al. [2011]).

In Figure 5.7, we show both the shock compression ratio (ratio of downstream to upstream

density), and post shock compression ratio (PSCR; ratio of PUC to downstream density)

for Lines 1, 2, and 3 as a function of shock height. Along Line 1, the SCR is 4 below

2.5 R�, but decreases to 3 until 7 R�. At all heights, the PSCR (here due to streamer

interaction, Manchester et al. 2005) has a weak value of 2. Along Line 2, the SCR is also 4

below 3 R�, at which point it decreases with height. However, the PSCR is much stronger

than at the streamer core, and becomes larger than the SCR at 4.5 R�. This compression

is a PUC due to the lateral expansion. The PUC is even stronger along Line 3, dominating

the SCR at all heights. The strong PUC found in the simulation should be observable in

CME events detected in coronagraph images [Ontiveros and Vourlidas, 2009].

There is a question of whether the PUC is a compression region or a reverse shock [Das

et al., 2011, Liu et al., 2008b]. In Figure 5.3 c-d and 5.4c, it can be seen that there are

instances when the flux rope moves faster than Vms, so PUC could be a shock. At other

times (Figure 5.3 e-f), its speed is below the magnetosonic speed, so the structure is a

compression region. Any further investigation of this point is left to future work, as the

resolution in this simulation was not high enough to study this point in detail.

Lastly, in Fig. 5.8, we show the standoff distance (the separation between the ejecta/driver

and the disturbance front/shock) along Lines 1, 2, and 3 as a function of height. The stand-

off distance grows slowly at first, because the expansion speed is large, and the ejecta can

keep up with the shock, as discussed in Gopalswamy and Yashiro [2011]. However, at later
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Figure 5.6: Synthetic white light images from the simulation for times a) 16, b) 30, and c)
60 minutes, for an observer in a vantage point such that the CME is propagating towards
the spacecraft (halo view). In panel d, we show the eruption at t=60 minutes, as seen from
the perspective of a limb event (90 degrees from the halo vantage point) The dashed line
circles show fits of the lateral expansion, used to calculate the expansion velocity [Evans
et al., 2011c].
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times, the shock speed increases. If the driver does not accelerate, then the shock can

separate from the driver (meaning the standoff distance increases more rapidly). If the

expansion of the modeled CME is realistic (and not a consequence of the flux rope model)

then the evolution of the sheath for a fast CME (with speeds over 1,000 km/s) should follow

a similar pattern.

5.4 Wave Energy Evolution and Shock Heating

Before we describe the evolution of Alfvén waves due to the presence of the CME, we will

review the distribution of wave energy in the steady state solar wind. Initially, the wave

energy is specified on the inner boundary based on the magnetic field geometry: at the

footpoints of closed fields lines, the wave energy is set to zero; and at the footpoint of open

field lines, the wave energy is specified by applying conservation of energy along the field

line (see Chapter 4).The wave energy evolves according to

dEW
dt

= −∇ · (EWVg + u ·PW) + u · (∇ ·PW)− ΓEW (5.4)

The first term on the right hand side of the equation represents advection of the wave energy

by the solar wind. The second term is the wave stress, which represents an exchange of

momentum between the waves and the solar wind. The final term is the wave dissipation,

which is wave energy passed to the solar wind as heat.

As the flux rope is inserted out of equilibrium, it immediately begins to rise and expand.

In Figure 5.9a-c, we show the wave energy density and plasma density along Line 1 at several

times. The black vertical line marks the leading edge of the disturbance. In panel a (t=4

min) the disturbance is propagating in a region where the wave energy is essentially zero

(the closed loop streamer region). At t=16 minutes (panel b), the disturbance enters a

region where the wave energy is non-zero, and it appears as if the disturbance pushes the

wave energy forward. In panel c (t=20 minutes; R=2.5 R�), the wave energy continues to
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move out into the corona with the shock.

In Fig. 5.9, we show the advection (panels d-f) and wave stress terms (panels g-i) of the

wave transport equation. The physical explanation of the transport of the wave energy with

the flux rope is that the disturbance sets up a gradient in velocity, which drives advection

of the wave energy with the disturbance. The gradient in velocity is strongest at the shock,

and since the wave energy cannot travel ahead of the shock (the group velocity is less than

the shock speed), the wave energy is focused to the downstream shock location. Therefore,

the role of the advection term is to transport the energy spatially according to the motion

of the CME (or shock). The wave stress term also plays a role in the evolution of the wave

energy in the sheath. In Chapter 4, we discussed the role of the wave stress term in the

solar wind it transfers momentum to the wind to accelerate it, which occurs because the

gradient of the wave pressure is a negative quantity everywhere. However, the advection of

wave energy into the sheath creates a gradient which is positive. This leads to a transfer of

energy from the sheath plasma to the waves, which locally enhances the wave energy. The

peak of the wave energy density decreases with time due to wave dissipation (discussed in

detail below).
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To understand what is happening on large-scales, we integrate each term of the wave

transport equation in a volume of uniform grid refinement which contained the entire CME

structure through one hour of propagation. The result is shown in Fig 5.10: change in

energy, black; advection, magenta; wave stress, green; and wave dissipation, blue. In the

steady state solar wind solution, the wave stress in the volume was −1×1026erg/s. Around

14 minutes, the total wave stress in the volume becomes more positive, and at 20 minutes,

the term integrated in the volume is positive. This process increases total amount of wave

energy in the volume from 2.03× 1030ergs to 2.12× 1030ergs (from t=0 to t=40 minutes;

R=4.5R�). At t=25 minutes, the kinetic energy of the CME is 2×1031ergs. Therefore, the

transfer of energy from the CME to the waves has a negligible effect on the motion of the

CME and the shock (meaning, there is no signature in the kinetic energy evolution). This

wave stress term drives changes in dE/dt from 14-24 minutes, until the wave dissipation

becomes important.

The wave dissipation in the simulation is a combination of two mechanisms: turbulence

and surface Alfvén wave dissipation. Both dissipation mechanisms occur at the shock

(for SAW due to the gradient in density, and for turbulence because the wave energy and

magnetic field are enhanced), but the rate of dissipation for surface Alfvén wave damping

is a factor of 5 (or larger) than turbulence at the shock. In the volume surrounding the

CME, the wave heating rate remains at the steady state solar wind value until around 10-12

minutes (Fig. 5.10; the shock has not formed at this time). There are two reasons that

the heating begins to increase at this time: a) the amount of wave energy available to be

damped is increased due to advection and energy transfer from the plasma, and b) the

shock forms, which creates a strong gradient in density. Around t=45 minutes (5 R�), the

heating term becomes larger than the advection and wave stress terms. At this point, the

amount of available wave energy decreases, which causes the heating rate to decrease as

well.

During the time from 25-40 minutes, the heating rate due to surface Alfvén wave dis-

sipation is 1026ergs/s. During the same time frame, the thermal energy of the entire
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Figure 5.11: Wave-driven (left) and polytropic (right) solar wind backgrounds. Here we
show the CME temperature after 40 minutes of evolution. The white lines are the projection
of the magnetic field, and the black lines in panel (a) are contours of the SAW damping
rate [Evans et al., 2011c].

CME structure (ejecta, sheath and shock) increases at a rate of 1027ergs/s. SAW heating

therefore contributes 10% of the total heating during this time. In Fig. 5.11a, we show a

meridional slice at time t=40 minutes. The color contour is log(T), where T is the plasma

temperature in K. The contour lines show the heating rate due to surface Alfvén wave dissi-

pation, and it can be seen that the heating at the shock is comparable to the heating in the

fast solar wind. In Fig. 5.11b, we show the same flux rope in a solar wind with the same

boundary conditions, except coronal heating is achieved by reducing the polytropic index to

a value less than 5/3 near the Sun. The two temperature profiles are dramatically different:

the ad hoc coronal heating resulted in overheating of the flux rope being the hottest part

of the CME. However, the physically motivated heating by surface Alfvén wave dissipation

causes the temperature in the sheath to be comparable (or in some places exceeding) the

temperature at the edges of the ejecta. The core of the ejecta is cooler ( 1 million K) than

the sheath ( 10 million K). This result is in agreement with in situ data of interplanetary

CMEs in the heliosphere, the temperature in the sheath is observed to be above the tem-

perature of the solar wind [Zhang et al., 2007], and the flux rope temperature is lower than
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the solar wind. It is also in agreement with the UVCS results, which found that thermal

energy in the lower corona is on the order of the kinetic energy [Lee et al., 2009].

5.5 Discussion

In this chapter, we presented the first global simulation of a coronal mass ejection which

propagates in a solar wind which includes physically motivated wave dissipation as a heating

mechanism. We find that the coronal mass ejection and the associated shock have a strong

impact on the solar wind. The CME alters the wave energy by concentrating it in the sheath

through advection, and also increasing its value through momentum transfer. Even with our

simple treatment of wave energy evolution (see Chapter 4), we are able to show how Alfvén

waves are focused into the sheaths of ICMEs. The wave energy is then dissipated at the

shock due to surface Alfvén wave damping. These results explain why Alfvénic signatures

have been seen in prominence material, but are often not present in ICMEs at 1 AU [Liu

et al., 2006a, Okamoto et al., 2007]. We find that even though this heating is concentrated

to a small volume of the total CME structure, it accounts for 10% of the total increase in

thermal energy of the CME, and therefore is an important heating mechanism in the corona

(2-10 R�).

We also studied the CME dynamics. We analyzed the lateral motion of the ejecta.

Using synthetic white light images, we calculated the expansion velocity and found it to be

large (1,000 km/s). This expansion resulted in a faster shock at the flanks, with a large

piled-up compression region. As the PUC ratio was 8 in the middle corona, we estimate

that this behavior should be present in events which have been observed with the STEREO

coronagraph imagers.



Chapter 6: Future Work

The work presented in thesis will be used in two future projects with a common theme;

namely the connection between large and small scales - between kinetic and fluid approaches

in space physics. The first project will use the CME simulation results from Chapter 5 to

study particle acceleration and transport in the lower corona by coupling the MHD results

to a kinetic particle acceleration simulation. In Chapter 2, we saw how reconnection in the

simulation (although purely numerical) affected the CME’s evolution. The second project

will incorporate the effect of small-scale reconnection physics in a global MHD simulation

of a CME to improve our understanding of the role of this process in CME evolution.

6.1 Coupling a CME simulation to a Particle Transport Model

In this work, we want to understand the acceleration and transport of energetic protons

in the lower corona due to an interaction with a CME-driven shock and sheath. The

ingredients in this recipe include a spectrum of seed particles, a kinetic model of particle

transport, and a global MHD simulation of CME evolution in the lower corona. In the past,

all of these components were used independently to study the problem of shock acceleration

[Dayeh et al., 2009, Desai et al., 2003, Giacalone, 2005, Manchester et al., 2005, Roussev

et al., 2004]. Only one effort has been made to combine an MHD simulation of a CME

with a particle transport model [Kóta et al., 2005]. In this work, the MHD variables were

extracted along magnetic field lines, and coupled to a particle transport model. Although

this work demonstrated that structures in a CME sheath can accelerate particles, it was

not an in-depth study.

An opportunity exists to go beyond Kóta et al. [2005] and couple the MHD solution to

an entire kinetic simulation grid. The kinetic model is the Energetic Particles Radiation

95
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Figure 6.1: The dynamic grid of EPREM is shown. The nodes (red dots) move out along
streamlines (white lines). The scale is in AU. The green box shows where the MHD param-
eters were interpolated onto the EPREM grid, containing the CME (Source: K. Kozarev).
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Environment Model (EPREM; [Schwadron et al., 2010]. The model solves for particle

transport in a dynamical grid, in which nodes move away from the Sun along streamlines,

as shown in Figure 6.1 (the nodes are red dots along the white streamlines). EPREM has

a Parker solar wind model incorporated, but for our work the solar wind parameters are

output from the MHD solution. The full MHD grid is used for the first step, and then only

the region which contains the CME is updated every two minutes.1 See Figure 6.1 for the

EPREM grid and the box of MHD data (green box) updated at 40 minutes.

For seed particles, we will use spectra of quiet time suprathermal particles derived

from in situ observations (M. Al-Dayer, private communication), for the timeframe which

matches the CME event we simulate in the MHD model (13 May 2005 eruption, as studied

in Chapter 5). The particle fluxes are scaled to lower corona heights, and used as input in

the kinetic model. Any changes to the fluxes will be due to an interaction with the CME

structures.

This work will allow us to understand how the structures of a CME sheath, such as

the piled-up compression in front of the ejecta, will affect particle acceleration in the lower

corona. The results can be propagated to Earth to compare with in situ data for this

event. Additionally, many tests of the sensitivity of the acceleration on the free parameters

of particle transport (contained in the calculation of mean free paths and the diffusion

coefficient) will be made by K. Kozarev.

6.2 Magnetic Reconnection: Kinetic Plasma Effects in MHD

Modeling

Important physics which is critical for processes involving magnetic reconnection are missing

from MHD modeling (such as Hall currents and anisotropic pressure). In order to improve

the modeling, one needs to identify areas where the assumptions of MHD break down,

formulate how to incorporate non-ideal effects in MHD, and quantify the interaction between

1The shock travels approximately 0.2 R� in two minutes.
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global dynamics and processes on kinetic scales.

In two-dimensional (2D) theory, in which the current is taken to be along the Y-axis,

the Y-component of Ohm’s Law (first moment of Vlasov equation for electrons) and the

momentum equation (first moment of Vlasov equation for ions) near a reconnection site

(inside of the diffusion region) are:

Ey = −[vi ×B]y +
1

ne
[J ×B]y +

1

ne

(
∂Pexy
∂x

+
∂Pezy
∂z

)
+
me

e

dvey
dt

+ ηJy (6.1)

Ey = −[vi ×B]y +
1

ne

(
∂Pixy
∂x

+
∂Pizy
∂z

)
+
mi

e

dviy
dt

(6.2)

In Eq. 6.1, the terms on the right hand side of the equation are: convection, Hall term,

electron non-gyrotropic pressure, electron inertia and anomalous resistivity. In Eq. 6.2, the

terms on the right hand side are convection, ion non-gyrotropic pressure and ion inertia.

At the reconnection site, the Hall term is zero. In the diffusion region (see Fig. 6.2, from

Kuznetsova et al. [2007]), the ion non-gyrotropic pressure term from Eq. 6.1 must match

the Hall and electron non-gyrotropic pressure terms. At the outer boundary of the diffusion

region, conservation of flux requires that the reconnection electric field must match the

electric field directly outside the box.

Very near the reconnection site, the term dominating in Eq. 6.1 is the electron non-

gyrotropic pressure, which can be approximated as

Eng0 =
1

e

√
2meTe

∂vez
∂x

(6.3)

Kinetic simulations have shown that the reconnection rate does not depend on the

electron mass or temperature. This allows the above expression to be written instead in

terms on the ion mass, and the bulk fluid temperature and velocity. It was found to have

good agreement with kinetic simulation [Kuznetsova et al., 2000].
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Figure 6.2: Schematic of the diffusion region surrounding a reconnection site, where MHD
approach breaks down [Kuznetsova et al., 2007].

The non-gyrotropic correction to the MHD solution is obtained by calculating the non-

gytropic electric field component, and adding it as a source term to the magnetic induction

equation in BATS-R-US. The remaining MHD equations are unchanged. This process is

described in detail in the next section.

Implementation for the Magnetosphere: Kuznetsova et al. 2007

The methods of Kuznetsova et al. [2007], which bridge the gap between small scale mod-

eling and large-scale dynamics and were applied to the magnetosphere. The application of

this approach to the solar corona will be done in future work. [Kuznetsova et al., 2007]

included the effect of pressure due to non-gyrotropic motion (described in detail below)

in BATS-R-US, and ran it in the Global Magnetosphere component of the SWMF. They

demonstrated that non-gyrotropic correction significantly altered the magnetosphere evo-

lution by generating periodic motion of the reconnection site down the magnetotail, which

had been observed but never reproduced in an MHD simulation.

The setup for the magnetosphere uses a symmetric case, in which the equatorial plane

of Earth which is the X-Y plane, and the -X axis is the direction of the tail. The main tail
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current direction is in the Y direction. Recreating such symmetry in a CME simulation will

not be possible. This challenge will be discussed later.

The process of incorporating the non-gyrotropic correction into the MHD simulation

can be broken up into three major actions:

Step 1: Reconnection Site Search

The first step is to locate a reconnection site within the simulation. The criteria imposed

in the magnetosphere case was that two components to the magnetic field, Bx and Bz,

reverse direction. The block-based structure and parallel nature of BATS-R-US makes such

a search computationally efficient. The user specifies the number of cells per block (for

example, 4 × 4 × 4). We specify each cell to be a cube, each side of length ∆l. The region

in which the search occurs is specified by the user. In the symmetric case, the search occurs

for |Y | < Ymax and |Z| < Zmax, and Xmin < X < Xmax. Each Y = Y (n) plane is searched

separately, where the index n is equal to 1 for the plane Y = Ymin and n = 2Ymax
∆l +1 for the

plane Y = Ymax. Intermediate planes are named as Y (n) = Ymin +∆l (n− 1). Each block

first checks whether it is inside the search region and intersects the Y = Y (n) plane. Blocks

that pass this test then search in arrays of X(n) and Z(n) for cells (i, jn, k) in which both

Bx and Bz change direction by the following criteria (for the symmetric magnetosphere:

Bz(i− 1, jn, k) < 0, Bz(i+ 1, jn, k) > 0, Bx(i, jn, k − 1) < 0, Bx(i, jn, k + 1) > 0.

The blocks then exchange information using MPI library calls and sort the reconnection

sites by their distance to the Earth, and store the locations to arrays Xm(n), Zm(n), where

the index m = 0 for the site closest to the Earth.

Step 2: Calculate Non-gyrotrpic Correction

Once all reconnection sites have been located, the next step is to calculate the size of

each diffusion region - where the ions decouple from the magnetic field and ideal MHD

breaks down. The boundary of this region is estimated from the gyrotropic orbit threshold
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condition, where the ion gyroradius is equal to the distance to the reconnection site:

dx =

(
2miT

e2 dBz
dx

)1/4

, dz =

(
2miT

e2 dBx
dz

)1/4

(6.4)

where mi is the ion (proton) mass, T is the temperature, and e is the electron charge. These

values are taken from the MHD solution at the reconnection site.

The total non-gyrotropic electric field at each location is a sum of the electric fields due

to each reconnection site, multiplied by a cut-off function:

Engy (i, j, k) =
∑

Eng
0 (m,n)

[
cosh−1

(
x(i, j, k)− xm(n)

dx(m,n)/2

)
cosh−1

(
z(i, j, k)− zm(n)

dz(m,n)/2

)]
(6.5)

Eng0 =
1

e

√
2miT

∂vz
∂x

(6.6)

The term in square brackets is a cut-off function applied to ensure that the contribution goes

to zero outside of the diffusion region, chosen to match with kinetic simulations [Kuznetsova

et al., 2007]. The above expressions use MHD solution at each reconnection site Xm(n),

Zm(n).

Step 3: Connection to MHD

The final step is to insert the reconnection electric field into Faraday’s law,

∂B

∂t
= −∇× (−v ×B+Engy) (6.7)

The curl of Eng is taken analytically. Steps (1)-(3) repeat at each iteration.
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Figure 6.3: Magnetic field on the solar surface, and solar wind velocity in a meridional plane
for an artificial symmetric solar wind.

Implementation in the Solar Corona

The success of the above procedure in simulations of the magnetosphere with the SWMF

motivated us to apply the same method in a simulation of a CME in the lower corona. Some

differences between the cases are that a CME both expands and propagates through the

solar wind, whereas the magnetosphere is (essentially) a stationary obstacle for the solar

wind. The Earth’s orbital speed is roughly 30 km/s, which is much smaller compared to the

solar wind speed at 1 AU of 400-700 km/s, whereas a CME can travel hundreds to thousands

of km/s in a region where the solar wind speed is much lower. An additional complication

with the CME case is the difficulty in producing a symmetric geometry (as was done in

the magnetosphere). We have started tackling this daunting task by creating a simple

geometry for the solar wind and the flux rope for the implementation of the nongyrotropic

reconnection.

The first step was to create a simple background solar wind. The simplest configuration

is a dipolar magnetic field. We achieved this by producing an artificial magnetogram file,

containing the radial component of the magnetic field of a dipole (B = B0

√
3 cos2 θ + 1). A

free-standing module in the SWMF will read in the radial component of the magnetic field

and output coefficients to the spherical harmonics expansion used by the Potential Field

Source Surface model for the initial condition of the magnetic field. The user can specify
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Figure 6.4: the initial geometry of the flux rope is shown. We use a modified TD flux rope,
including only subphotospheric magnetic charges to generate a simple field for the eruption
(see Appendix A).
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the number of order of spherical harmonics. For a pure dipole, every term except the second

order should be zero, and so we had the choice to create a harmonics file by hand with all

terms zero except the second order (and scale the factor to get the desired magnetic field

strength), or to create one using the Br values calculated. We tried both and achieved the

most symmetric solar wind with the second option. The magnetic field strength at the poles

was 4.8G, and 2.4G at the equator (typical quiet Sun field values). The solar wind speed

reached 300 km/s in the equator, and 600 km/s in the poles. Fig. 6.3 shows the magnetic

field on the solar surface, and the resulting solar wind speed in a meridional slice.

The second step is to create the most symmetric eruption. As the global dipolar field

of the Sun was from North-South, we set up an ejecta field that was dipolar but oppositely

oriented, from South-North. This set up reconnection at the top initially, and reconnection

at the back occurred later. The flux rope model Titov-Demoulin was used, but without

the line current, and only magnetic charges below the photosphere. The CME propagates

down the -X axis, and the major current is in the Y-direction (as in the magnetospheric

case). The setup can be seen in Fig. 6.4.

We will now discuss the results of the simulation with numerical resistivity only. As

shown in Fig. 6.5, we find that the fields are stretched, and between 32-34 minutes after

flux rope insertion, the field reconnects behind the ejecta, producing a plasma blob. The

blob travels outward along the post-CME current sheet at a few 100 km/s. These blobs are

seen in observations and other MHD simulations.

The velocity profile of the CME, Fig. 6.6, shows that there is a later stage of acceleration

after the reconnection behind the CME (after the reconnection event behind the CME).

Although we have configured the simulation as symmetrically as we could, the CME

rotates as it propagates outward (as discussed in Section 4.3), and therefore the current

sheet rotates out of the equatorial plane. Fig. 6.7 shows the current sheet after 40 minutes.

Therefore, the implementation of the reconnection search will need to go further away from

the equatorial plane than in the magnetospheric case.

We look to answer the following questions:
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Figure 6.5: Density and magnetic field evolution in a CME simulation with numerical
resistivity only. The white arrows mark reconnection sites.
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Figure 6.6: Velocity profile of the CME leading edge with time. After an initial fast rise,
there is a period of almost constant velocity. After the reconnection occurs behind the
CME, the CME leading edge is accelerated.

Question 1) How will the reconnection events (both in front and behind the CME) be

modified?

Question 2) What will be the effect on the dynamics of the CME?

Question 3) How will the energy budget of the CME change?
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Figure 6.7: Current sheet (red isosurface) rotation out of the equatorial plane, 40 minutes
after the flux rope was inserted. The blue and red dots on the solar surface are magnetic
flux due to the subphotospheric charges used to generate the eruption.



Chapter 7: Summary

In this thesis, we demonstrated the importance of a realistic solar wind for properly modeling

CME evolution in the lower corona (1-10 R�). We showed that ad hoc approaches to

modeling the physical processes which drive coronal heating and solar wind acceleration

had repercussions for CME evolution. We do not model the initiation process, but launch

out-of-equilibrium flux ropes to model a CME. First, we study CME propagation in a

polytropic solar wind background, and found that the CME’s thermal energy dominated in

the lower corona [Loesch et al., 2011]. This result is not consistent with observations in the

lower corona [Lee et al., 2009] and in situ temperature profiles in the heliosphere [Zhang

et al., 2007]. Also, the shock strength (compression ratio) was larger than what is typically

observed [Kozarev et al., 2011, Ontiveros and Vourlidas, 2009]. We also conducted a survey

several global MHD models of the solar wind in the lower corona [Evans et al., 2008]. We

found that ad hoc approaches to coronal heating resulted in low, flat Alfvén speed profiles,

which would allow a slow disturbance to drive a strong shock - in contrast with statistical

studies of particle acceleration in the low corona. However, local (one-dimensional) MHD

models with physically motivated Alfvén wave dissipation as a source of coronal heating

resulted in a steepened Alfvén speed profile, more aligned with observations.

Motivated by these results, and observations which suggest that Alfvén waves in the

lower solar atmosphere may have enough energy to drive the solar wind [De Pontieu et al.,

2007], we studied the process of surface Alfvén wave (SAW) dissipation in the corona. An

initial estimate found that SAW damping is sufficient to heat the corona at the boundary

between open and closed magnetic field lines and in the subpolar open field regions [Evans

et al., 2009]. We then implemented SAW damping into a solar corona model in which

Alfvén wave energy transport is self-consistently coupled to the MHD equations [van der

108
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Holst et al., 2010]. The model included wave dissipation to mimic turbulence along open

magnetic field lines. We showed that including SAW dissipation in the model improved

agreement with observations of coronal temperature both near the Sun and in the inner

heliosphere by comparing with STEREO and Ulysses data [Evans et al., 2011b]. Also, the

inclusion of SAW dissipation steepened the Alfvén speed profile in the lower corona, aligning

the Alfvén profile better with observational constraints of shock formation.

Next, we modeled a CME in this new solar wind model [Evans et al., 2011c]. As

with our previous CME simulation [Das et al., 2011, Evans et al., 2011a, Loesch et al.,

2011], we did not model the initiation process. An eruption was generated by inserting an

out-of-equilibrium flux rope at the base of the corona [Lugaz et al., 2007, Roussev et al.,

2003b, Titov and Démoulin, 1999]. Because the flux rope traveled faster than the local

magnetosonic speed, it acted as a piston and drove a shock wave ahead of it. A new result of

this work was that the CME-driven shock had a strong impact on the solar wind environment

through which it propagates. The CME alters the wave energy by concentrating it in

the sheath through advection, and also increasing its value through momentum transfer.

We demonstrated how Alfvén waves are focused into the sheaths of ICMEs. The wave

energy is then dissipated at the shock due to surface Alfvén wave damping. The shock

heating accounted for 10% of the total change in thermal energy of the CME. The resulting

temperature distribution of the CME is more realistic than from a CME modeled in a

polytropic solar wind.

In this thesis we explored CME features in the lower corona as well. In [Evans et al.,

2011a], we studied the role of the flux rope magnetic field direction on the evolution of the

CME in the lower corona. We found that observables such as the CME speed, the leading

edge size and shape, and the angle between the shock normal and the magnetic field all

varied when we varied the direction of the flux rope magnetic field with respect to the global

coronal magnetic field. The shock normal angle is a crucial factor in the efficiency of partile

acceleration by the shock. We determined that the different flux rope experienced different

reconnection events with the active region and global coronal fields, and this resulted in



110

different rotations of the ejecta during propagation in the lower corona. Additionally, we

calculated the nonradial CME sheath flows, and found that their values at the back of

the sheath varied with the ejecta field. In another work using the same simulation, we

estimated how much solar wind material would be swept up by the ejecta as it expanded

and propagated in the lower corona [Das et al., 2011]. We found that this compression at

the back of the sheath was strong, and could play a role in accelerating particles in the

lower corona.

In the future, the new steady state solar wind model presented in this thesis should be

further validated and expanded upon (for example, by including waves in closed field regions,

treating a spectrum of waves, and including additional wave dissipation mechanisms). As

shown in this thesis, the solar wind background is extremely important to studying CME

evolution. We know that CMEs place a crucial role in accelerating particles near and far

from the Sun, and that their interaction with the Earth’s magnetosphere has consequences

for society which range from economical to public health. Therefore, in order to minimize

their negative impact on society, it is crucial to the space weather community to understand

how these eruptions evolve from eruption to 1 AU.



111

Figure A.1: The Titov-Demoulin flux rope model is an analytic solution for a stable flux
system [Titov and Démoulin, 1999]. See text for details.

Appendix A: Titov-Demoulin Flux Rope Model

The TD model [Titov and Démoulin, 1999] is a complete analytic solution for a stable

magnetic flux system, created from three sources, as in Fig. A.1. The first is a line current

I running through a torus, which generates poloidal magnetic field. The torus, of major

radius R and minor radius a, is placed with its axis parallel to and a distance d below the

surface of the photosphere. The second is a set of opposite magnetic charges q, lying on the

torus axis, mirrored a distance 2L from each other. These charges create an arcade field

(Bq) to strap the torus. The final source is a subphotspheric line charge I0 along the torus

axis, which creates the axial (toroidal) field. The torus contains a mass M .

There are only two forces to consider: the Lorentz force between I and Bq, and the

hoop curvature force. Both are directed normal to the axis, and can be written as:

FL = − 2qLI

(R2 + L2)3/2
, (A.1)

FC =
µ0I

2

4πR
(ln(R/a) + ln8− 3/2 + li/2) (A.2)
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where li is the internal inductance per unit length, and is usually on the order of one [Titov

and Démoulin, 1999].

The flux rope is then stable against eruption with a current:

I =
8πqLR

(
R2 + L2

)−3/2

µ0 [ln (8R/a)− 3/2 + li/2]
(A.3)

This analytic solution was implemented into the SWMF, and its eruptive properties

were studied. Roussev et al. [2003b] found that an eruption could not be achieved with I0

included, and so this current was removed (the resulting set up is referred to as a modified

TD flux rope. By removing the field due to I0, the flux rope becomes highly twisted (tens

to hundreds of turns), in contrast to observations, which limit the number of twists to be

only 1 or 2 [Gaizauskas, 1979]. However, the twisted flux rope inserted out of equilibrium

was not guaranteed to result in an eruption. Roussev et al. [2003b] found that an eruption

could be achieved when R >
√
2L.
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Appendix B: Surface Alfvén Wave Damping

B.1 Theory

Here we show the derivation for the dissipation rate of surface Alfvén wave damping, used

in Chapter 4. An alternate derivation to the one presented here (which results in the same

expression) can be found in Lee and Roberts [1986].

We start by considering a cold1 non-uniform plasma, and waves in the low frequency

regime (frequencies much less than electron and ion cyclotron frequency). In this limit, the

dielectric tensor for multiple ion species (labeled by α, with charge ε) derived using the

Vlasov equation of distributions is found to be [Cramer, 2001]

Kij =


S −iD 0

iD S 0

0 0 P

 (B.1)

where

P = 1−
∑ ω2

pα

ω2

S = 1
2 (R+ +R−)

D = 1
2 (R+ −R−)

R± = 1−
∑ ω2

pα

ω2
ω

ω±εαΩα
.

(B.2)

The plasma frequency ωpα and gyrofrequency ωα are defined as

ω2
pα = nαe2

ε0mα

Ωα = Be
mα
.

(B.3)

1In the cold plasma limit, the pressure approaches zero (so sound speed and plasma beta are zero).
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Now let us recast the dielectric tensor in components ui which have dimensions of wave

number squared:

Kij =
c2

ω2


u1 iu2 0

−iu2 u1 0

0 0 u3

 (B.4)

where

u1 = ω2

c2
S

u2 = ω2

c2
D

u3 = ω2

c2
P.

(B.5)

The dispersion relation for a wave in the x-z plane and with ky = 0 in the low frequency,

large |P | limit is

k2 − k2z = k2x

k2x = G2−H2

G

G = u1 − k2z

H = u2.

(B.6)

In the very low frequency limit ω is much less than the magnitude of Ωe, and so S and

D become:

S = 1 +
∑ ω2

pα

Ω2
α−ω2

G =
∑ εαω2

pαω

Ωα(Ω2
α−ω2)

.
(B.7)

We are in the regime where the Alfvén speed is much less than c, and this allows us to

write the Alfvén speed as

∑ ω2
pα

Ω2
=
c2

v2A
(B.8)
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and so the low frequency limit, D goes to 0 and S goes to

S = 1 +
c2

v2A
. (B.9)

Surface waves will exist in a region where there is an inhomogeneity in plasma parameters

such as density or magnetic field either as a discontinuity or a finite layer. Assume a uniform

magnetic field B0z, and a transition region of width a between two regions with densities

ρ01 and ρ02. The surface for the wave is the y-z plane. The transition region thickness ε

must be narrow,

ε = |kza| << 1 (B.10)

The fields of the resulting surface wave are assumed to have imaginary kx in the surrounding

uniform plasmas, and therefore decay like exp(−kxx) away from the surface. This creates

a wave that is localized in space on the surface, and therefore is called a surface wave.

We already found dispersion relation in the low frequency region for ky = 0 which can

be generalized to include nonzero ky:

k2 − k2z −−k2y = k2x

k2x = −k2y + G2−H2

G .
(B.11)

Notice that this allows for one value of k2x, so as a consequence there is no mode conversion

to magnetosonic modes. The boundary conditions on the electric and magnetic fields are

that the components tangent to the y-z plane must be continuous at x = 0 and x = −a:

Ey1 = Ey2

Bz1 = Bz2.
(B.12)

To use these conditions we must first derive some differential equations for the wave
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fields, as always in the low frequency limit. Assume the plasma density is a function of x

only. We begin with Maxwell’s equations, and take the curl of both sides of Faraday’s Law,

then taking the partial time derivative of both sides of Ampere’s Law and substituting the

results into Faraday’s Law yields the wave equation for the electric field [Cramer, 2001]:

∇×∇×E = − 1

c2
∂2E

∂t2
− µ0

∂J

∂t
(B.13)

We Fourier transform this equation by saying the fields go like exp(ik ·r−iωt), which means

the following operations transform like

∇ = ik

d
dt = −iω

(B.14)

to obtain:

k× k×E = −ω
2

c2
E− iωµ0J (B.15)

The Fourier transform of J induced by E using kinetic theory (meaning not treating

the ions and electrons as a single fluid, as in MHD) is given by [Cramer, 2001]:

Ji (ω, k) = σij (ω, k)Ej (ω, k) . (B.16)

This J is expressed in terms of the conductivity tensor, which can be related to the dielectric

tensor like

Kij = δij +
i

ε0ω
σij . (B.17)
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The Fourier transform from above can now be written as:

k2Ej = ω2

c2
Ej − iωµ0σijEj

k2Ej = ω2

c2
Ej − iωµ0

ε0ω
i (Kij + δij)Ej

c2

ω2

(
kikj − k2δij +Kij

)
Ej = 0.

(B.18)

The above expression gives the dispersion equation when you seek the nontrivial solution

of this equation (Ej nonzero) by setting the determinant of the brackets to zero.

We can write differential equations for Ey and Bz (assuming constant ω, ky and kz):

dEy

dx − kyH
G Ey = iω

G−ik2y
G Bz

dBz
dx +

kyH
G Bz = i

ω
G2−H2

G Ey.
(B.19)

Note that in the above equations, G and H are functions of x.

In the uniform plasma region on either side of the surface, the waves are damped which

we guarantee by requiring k2x is less than zero. This means that our fields are going like

exp(i|kx|x), so in the first differential equation above,

dEy
dx

= i|kx|Ey. (B.20)

The equations above can be rewritten as:

iωBz =
i|kx|G−kyH

G−k2y
Ey

i
ωEy =

i|kx|G+kyG
G2−H2 Bz.

(B.21)

These are the fields inside the plasma. These solutions must match the solution inside the

transition region, which for us is a surface of width a. We solve for the fields inside by
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utilizing perturbation theory. We assume that all wavelengths we consider in the surface

plane are much longer than a, so we can expand the fields to first order in the small

parameter ε = |kza| (exactly the parameter discussed when first describing the transition

region.)

The zero order terms in the expansion are what we would have if it we were treating a

discontinuity: a infinitely sharp jump from one plasma density to another. The first order

terms are the corrections for our finite width a of our transition. The field expansions are:

Ey = E0 + εE1

Bz = kz(ψ0 + εψ1).
(B.22)

where the ψns are the magnetic field explicitly as a wave vector.

Introducing the normalized variable x̄ = x
a , the equations can be recast like:

dE0
dx̄ = 0

dE1
dx̄ − kyH

kzG
E0 = iω

G−k2y
G ψ0

kψ0

dx̄ = 0

dψ1

dx̄ +
kyH
kzG

ψ0 = i
ω
G2−H2

k2zG
2 E0.

(B.23)

Recast these differential equations as integrals with limit from zero to x̄ to see where the

damping enters:

E1 (x̄) = 1
kz

∫
dx̄
(
kyH
G E0 + iω

G−k2y
G ψ0

)
ψ1 (x̄) = 1

k2z

∫
dx̄
(
i
ω
G2−H2

G2 E0 − kzkyH
G ψ0

)
.

(B.24)

The attenuation of the waves is apparent here as the zero of G will contribute to the

integral as the residues of the poles. The residues will give imaginary components to E1

and ψ1. The zero G is the same as the Alfvén resonance condition, and so the damping

is a resonance absorption of the wave. Here we have not considered the mechanism for
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dissipating the energy.

Now we must satisfy the boundary conditions by matching the solutions at x = 0,

x = −a. When we do so, we find

Ep exp−kpa = Ey0 + εEy1(−1)

Bp exp−kpa = kz (ψ0 + εψ1(−1)) .
(B.25)

These conditions will yield the dispersion relation:

D (ω − iγ) = D0 (ω − iγ) εD1 (ω − iγ)

D (ω − iγ) =
kpGp−kyHp

Gp−k2y
+ k2z

kv

+ε
(
kz
a

∫
dx 1

G

[
−2

ky
kv
H + G2−H2

k2z
+ k2z

k2v
(G− k2v)

])
.

(B.26)

Now, we can write the damping rate of the surface wave to first order in as an expansion

around the real components of the frequency, evaluated at the surface wave frequency (where

D0 = 0):

γ = ε
Im (D1(ω))

∂D0
∂ω

(B.27)

This damping rate is found, as previously discussed, by evaluating the contribution of the

residue of the pole,

γ = −επ
(
H + k2zky/kv

)2
kz

∂D0
∂ω

dG
dx̄

(B.28)

In the low frequency regime, we found that D goes to zero and S can be rewritten,

which means that:

G = ω2

v2A
− k2z

H = 0
(B.29)
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which means that the dispersion relation is

D0 (ω) =
k2z − ω2/v2A

kp
+
k2z
kv
. (B.30)

Setting this expression equal to zero and solving for the Alfvén surface wave frequency

gives:

ω2
s = v2Ak

2
z

(
2k2y + k2z
k2y + k2z

)
(B.31)

In the limit that ky is much larger than kz, we find:

ωs =
√
2vAkz. (B.32)

We finally arrive at the damping rate

γ =
π

8
(kya)ωs (B.33)

By considering a rapidly expanding flux tube of width a, Alfvén waves [Lee and Roberts,

1986] arrived at a damping rate of

ΓSW = π(k̄a)

(
ω2
2 − ω2

1

8ω

)
(B.34)

where k̄ is the average wave number, ω is the frequency and ω1 and ω2 are the frequency

on either side of the flux tube (1 representing inside and 2 outside.)

The surface Alfvén wave damping length can be written as the Alfvén speed vA =
√

B2

4πρ

divided by the damping rate. Following Jatenco-Pereira and Opher [1989], we assume: the

width of the flux tube to be much smaller than the radius (k̄a = 0.1), a strong gradient in
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Figure B.1: Investigation of the effect of the free parameter. The solar wind speed (dashed)
and temperature (solid) are plotted as a function of radial distance, extracted along a
radial line at 60◦ latitude. The thick lines corresponds to a simulation with stronger wave
dissipation [Evans et al., 2011b].

density (ω1 much larger than ω2), and that the frequency is constant with height. Utilizing

the relation that a ∝ A(r)
1
2 ∝ r

S
2 (where S is the superradial expansion factor of the field

line), Jatenco-Pereira and Opher [1989] found the damping length to be:

LSW = L0

(r0
r

)S
2

(
vA
vA0

)2

(1 +MA) (B.35)

where MA = uSW
vA

is the Alfvén Mach Number. The subscript 0 indicates the variable

is to be evaluated at the reference height. The damping length at the lower boundary is

L0 = 18vA0
ω .
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B.2 Free Parameter of Surface Alfvén Wave Dissipation

In the formalism presented in this thesis, wave dissipation by surface Alfvén wave damping

contains a free parameter (CSW ). This parameter is used to gauge the strength of the

dissipation. In this section, we investigate of the effect of changing this quantity.

In Fig. B.1, the temperature (solid line) and solar wind speed (dashed line) are plotted

as a function of heliocentric distance, extracted along a radial line at 60◦ latitude. We chose

this location because surface Alfvén wave dissipation is strong in this region. The black

line corresponds to a simulation with stronger wave dissipation (CSW = 8) and weaker

dissipation in the gray line (CSW = 10).

The effect of increasing the strength of SAW damping on the solar wind speed was to

increase its value near the Sun, and reduce its terminal value. This behavior is in agreement

with the expected behavior of depositing energy in a stellar wind below the sonic point

[Hartmann and MacGregor, 1980]. We find that the temperature is also larger close to and

smaller far from the Sun when the dissipation rate is increased.
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Appendix C: Comparison of Solar Wind Model to

Observations

C.1 Ulysses Data

Ulysses data indirectly supports the presence of low (subpolar) latitude heating. Following

Goldstein et al. [1996], we scaled 1-hour averaged Solar Wind over the Sun (SWOOPS)

ion radial temperature data (from the first fast latitude scan, 1994-1995) by performing a

power law fit to data for which v > 700km/s and r = 1.55 − 3.03 AU, separately in each

hemisphere. We found a temperature falloff of r−0.921 and r−1.083 in the south and north

poles, respectively. (The values reported in Goldstein et al. [1996] were r−0.81 and r−1.03).

The Ulysses data, scaled to 1 AU, is shown as the solid black line in panel a of Fig. C.1.

We applied a linear fit (yellow lines) to the scaled Ulysses data to determine whether the

latitudinal temperature profile in the fast solar wind, from the poles towards the equator,

decreased (as would be expected if heating is strongest at the poles) or increased (as would

be expected if heating occurs at mid and low latitudes). We found that in both the northern

and southern hemisphere, the temperature is almost constant with latitude, except for a

slight increase towards the boundary. This suggests that something special is happening at

the boundary of fast and slow solar wind, which we propose is due to both SAW dissipation

close to the Sun (as calculated in this paper).

The fitting we performed is different than what was originally presented in [McComas

et al., 2000]. The value reported there was the average latitudinal temperature, computed

over 8 segments of Ulysses’s orbit, from 1992 February - 1997 December. The value reported

for protons was an average of 2.7× 105K at 60◦, with a latitudinal dependence of +223 K

per degree in latitude (i. e., increasing towards the poles). For alpha particles, however,

the temperature increased from the pole to the equator: the value reported was an average

of 1.4× 105K at 60◦, with a latitudinal dependence of −871 K per degree in latitude.



124

Figure C.1: Ion temperature measurements from the Ulysses first fast latitude scan. We
have scaled the data to 1 AU, and performed linear fits to the fast wind in each hemisphere.
The yellow line shows the resulting fits, which both have positive slopes in the pole to
equator direction [Evans et al., 2011b].

Although the temperature at R = 0.1AU has not been measured in situ, we can make

an estimate of the temperature in the fast solar wind by assuming that the radial behavior

we calculated at 1 AU can be used to scale the temperature to 0.1 AU. The result is

T = 2.8MK. This large value (the maximum temperature in the entire simulation is

T = 2.9MK) suggests that the radial scaling is not valid close in. In the simulation which

includes surface Alfven wave and turbulent dissipation, the temperature at 0.1 AU at 60◦

latitude is 0.6 MK.

C.2 Semiempirical Model

In Chapter 4, we compare the Alfven speed profile from our model with a semiempirical

model (herein MAN03). MAN03 defines a profile of Alfven speed near an active region as

a function of distance, r, above the surface, in units of solar radii [Mann et al., 2003]. The
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magnetic field strength is expressed analytically as an active region field superimposed on

quiet Sun dipole:

|B| = B1 ∗ (1− r)−3 +B2 ∗ r−2 (C.1)

where B1 = 0.005 to match the strength of the active region in CR2077: 40 Gauss (G). The

second term was set B2 = 2.2G, a typical value for the quiet Sun field. Above R = 1.8R�,

the quiet Sun field dominates.

The density in MAN03 is modeled as a one-fold Newkirk model [Newkirk, 1961] for

R < 1.8R�,

N(r) = 1.92 ∗ 4.2× 104
(
104.32∗r

−1
)

(C.2)

above which they use the empirical form of Mann et al. [1999],

N(r) = 1.92 ∗ 5.14× 109 exp(13.8 ∗ (r−1 − 1)). (C.3)
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