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Abstract

IMPROVEMENT OF NESTED CARTESIAN FINITE DIFFERENCE GRID SOLVERS

Alejandro Agustin Figueroa, PhD

George Mason University, 2019

Dissertation Director: Dr. Rainald Löhner

Computational Fluid Dynamics (CFD) has been a successful tool for industry applica-

tions during the last decades. However, still accurate solutions involving vortex propagation,

separated and turbulent flows are associated with high computing costs. LES simulations of

complex geometries, such as an automobile, at high Reynolds number require several days

to obtain a solution with information statistically relevant on an arbitrary high number of

cores.

FDFLO is a High Order Cartesian Finite Difference (FD) code, developed for industrial

applications at the CFD Center at George Mason University. FDFLO is able to perform

LES simulation with the aim of overnight turnarounds. A study of the capabilities of

an FD solver to obtain accurate turbulent results in complex geometries and the main

implementations an improvements introduced in the code are the subject of this thesis.

The two central issues addressed in this thesis are: a) Proper schemes for the transition

between grids of different spatial resolution, and b) Development of high order methods for

the time discretization with minimal stage count. The first issue was resolved using high

order interpolation post-processing interpolation schemes. The second issue was addressed

by employing multivalue multistage Runge-Kutta (MMRK) schemes.

The methods developed were tested on canonical analytical test cases such as the Lamb



vortex and the Taylor-Green vortex, as well as experimental results for the Ahmed Body.

The results obtained showed the expected spatial and temporal convergence characteristics

of the methods, as well as very good agreement (overall drag, location of flow structures,

etc.) for the Ahmed body.

The gains in computational performance for the MMRK methods used as compared

to classical Runge-Kutta or Low-Storage RK schemes reached up to 25% with no loss in

accuracy.

An interesting empirical result observed for the Taylor-Green vortex was that for fully

turbulent flows the accuracy of 8th order schemes on grids of size 2h was equivalent to 2nd

order schemes on grids of size h. The resulting overall speedup of the 8th order scheme over

the 2nd order scheme was more than a factor of 5:1.
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Chapter 1: Introduction

1.1 Computational Fluid Dynamics in Industry

Computational Fluid Dynamics (CFD) has been applied extensively in several fields that

include academic research and industry applications. First implementations arose in the

the first half of the twenty-first century in the areas of weather prediction, and to model

flow around an airfoil. Since then, the complexity of the numerical methods used to solve

the fundamental system of equations in almost all CFD problems, the Navier Stokes (NS)

equations, has increased. Initially, the problems to be solved were restricted to the potential

equations, later generalized to inviscid Euler equations, and finally stretching to the general

NS equation in the 1950s. Furthermore, a large number of discretization methods of these

equations have been developed, including:

• The Finite Difference Method (FD),

• The Finite Volume Method (FV),

• The Finite Element Method (FE), and

• The Spectral Element Method.

All of these methods have been extended to second or higher order schemes, in order to

solve problems with high resolution. These extensions are usually required for accurately

capturing discontinuities, sharp changes or shocks, and more recently to solve challenging

problems such as separation and turbulence. However, legacy codes and worldwide com-

mercial codes are generally limited to second order accuracy. Based on the conclusions of

the NASA CFD Vision 2030 Study [8] from 2014 these codes are not therefore adequate for

vortex dominated and transitional flows.

1



In recent years, Witherden and Jameson [9], Dawes [10] and Löhner [11] addressed the

high cost of running simulations that involve separation, turbulence and vortex dominated

flows which are commonly required by industry. A paradigm shift has been affecting the

product development cycles, for example in the automotive industry [12,13], leading to:

• improvement in performance and quality of the product,

• lower development costs,

• reduced time between product conception and release to market.

In the early 90s the total vehicle development process used to take approximately 60 months

[13]. By the middle 2000s the process had shrunk to 18 months or less. The development

was fueled in part by the introduction of computational methods during design. In the

2016 report ‘Global CFD Market in Automotive Industry 2017-2021’ [14], it is noted that

CFD contributed to the automotive market reducing product development cycle time and

cost, and reducing the number of product recalls. Still, turnaround times of industrial

simulations with an accurate flow description in the car industry are in order of weeks, a

cost that companies are interested to reduce.

Although simulations can be accelerated using models for the turbulence added to the

Navier Stokes equations, as in the Reynolds Averaged Navier Stokes (RANS) equations, the

reproduction of turbulent or separated flows is not reliable. Nowadays is it still difficult to

predict the maximum lift for airfoils at large angle of attack or the correct flow field around

a car with RANS models [15,16].

To address this problem several strategies have been developed in recent years. The

introduction of hybrid RANS-LES (Large Eddy Simulation) or DES (Detached Eddy Simu-

lation) methods are examples of new approaches used by the industry to reduce simulation

times and resources. A second approach, the Lattice-Boltzmann method (LBMs) has been

improved considerably over the last three decades. For low Mach-number flows, such as

those found in external aerodynamics and aeroacoustics of cars [17–19] LBM has yielded

accurate results at a cost comparable to or below that of traditional Navier-Stokes based

2



solvers (Finite Difference, Finite Volume or Finite Element). Due to their beneficial proper-

ties, LBM has become an industry standard. As reported by [20], with the use of GPUs and

LBM, an accurate solution of the flow around a car can be obtained in the order of 2 ∼ 3

days. The similarities of the Lattice-Boltzmann schemes with Finite Difference solvers of

the Navier-Stokes equations have been described in several studies [21, 22]. These similari-

ties explain why on grids with similar stencil size these methods produce results of similar

accuracy [23,24].

In conclusion, massively separated flows have been at the forefront of CFD research

for decades. However, there are not practically utilized in industry due to the associated

computing time and high costs of the simulations. Based on the urgency of the industry

to reduce costs a Finite Difference Solver (FDFLO) has been developed at the Center of

Computational Fluid Mechanics at George Mason University with the goal of fulfilling in-

dustrial requirements. A study of the capabilities of a FDFLO to obtain accurate turbulent

results in complex geometries and the main implementations and improvements introduced

in the code are the subject of this thesis.

1.2 Flow Modeling

1.2.1 Navier-Stokes Equations

The governing equations of the flow are the Navier-Stokes equations and are defined as a

system of partial differential equations by,

1

c2
p,t + ρ∇ · v = 0, (1.1)

ρv,t + ρv · ∇v +∇p = ∇µ∇ · v + ρg + βρg(T − T0) + Sv, (1.2)

ρcpT,t + ρcpv∇T = ∇λ∇T + ST , (1.3)

3



where ρ,v = (u, v, w), p, T, c, µ, cp, λ, β, T0 denote, respectively, the density, velocity,

pressure, temperature, (constant) speed of sound, viscosity, heat capacitance, conductivity,

thermal expansion and reference temperature for the fluid, and g, Sv, ST the gravity vector

and source terms for velocities and temperature. The temperature is included as an option,

as well as the Boussinesq approximation for natural convection.

1.2.2 Model for Turbulence

Combustion, acoustics and aerodynamics design of complex geometries with large separation

regions are examples of engineering application where turbulence is a dominant phenomena.

The model used in this study is LES, first proposed by Joseph Smagorinsky in 1963 [25] in

the weather prediction area. Navier-Stokes results require solving a wide range of length and

times scales, but solving all the scales is computational expensive and comes with prohibitive

costs. Therefore, in these situations LES is used as it ignores the smallest length scales,

which are the most computationally costly, with a low-pass filtering. Finally, small scale

effects on the flow field are modeled with a sub-grid scale model, the Smagorinsky-Lilly

model [25].

To that aim LES resolves scales from domain size L to a cutoff filter size ∆ and define the

higher wave number flow fluctuation that can be obtained. The Smagorinsky-Lilly model

represents the turbulent viscosity as,

νt = (Cs∆g)
2
√

2S̄ijS̄ij = (Cs∆g)
2 | S |, (1.4)

S̄ij =
1

2

(
∂ūi
∂xj

+
∂ūj
∂xi

)
, (1.5)

where S is the rate of strain tensor, ∆g is the grid size and Cs is a constant that depends

on the flow configuration.
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1.2.3 Energy Cascade

The energy cascade is an important assumption in the study of turbulence and describes

the transfer of energy between different scales of motion. There are two types of energy

cascade,

• the direct energy cascade: when the transfer of energy occurs from the large scales to

the small scales,

• the indirect energy cascade: when the transfer of energy take place from the small

scales to the large scales.

This cascade is usually represented with an energy spectrum as in 1.1, where E(k)

denotes the kinetic energy and k the wave number. Large eddies have low wave number and

small eddies have larger wave numbers. LES resolves all scales in the energy spectrum up

Figure 1.1: Energy Spectrum. Figure from [1].

to the cutoff wave number ∆k. It is expected that LES simulations are able to resolve eddies
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in the complete inertial subrange of the energy cascade. Large scale eddies produced by flow

separation introduce the kinetic energy in the flow, whereas at high wave numbers energy

is dissipated by viscous mechanisms into thermal energy. The behavior of the turbulence

in the intermediate range is explained by the Kolmogorov hypothesis and is defined as the

inertial subrange. In the inertial subrange of isotropic turbulence, Kolmogorov proposed

that the rate at which kinetic energy is transferred into heat, depending on the scale of the

eddy and the dissipation, follows

E(k) = Cε2/3k−5/3, (1.6)

where ε is the dissipation rate and C is a constant that has to be determined experi-

mentally. Kolmogorov introduced another important quantity to the turbulence theory, the

Kolmogorov microscale. This is the scale where viscosity dominates the flow behavior and

all the energy is converted into heat. It defines the lower limit of the inertial subrange, and

is given by

η =

(
ν3

ε

)1/4

, (1.7)

where ν is the kinematic viscosity.

1.3 Motivation: A Practical Example

Based on this description of the current status of the CFD applied to the car industry and

their goals for the next years, an analysis will be performed using the following description

of the problem. The automotive industry set the objective of overnight LES simulations

(4 · 104 secs) of a car, with the subsequent requirements: a total surface of O(20)m2 and

minimum element size of O(1)mm, obtaining an estimated number of 2 · 109 points, and a

fine mesh layer of 10cm. With a Courant number of 0.1, approximately O(3 · 103) points

along the longitude of the car, and 10 advective flow passages across the car, the total
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number of time steps required to initialize the flow are O(3 · 105) to initialize the flow.

However, for statistically relevance 100 advective passages are usually required, increasing

the total number of time steps to O(3 · 106). In a more complex or detailed simulation the

number of time steps can be of order O(107) and with the industrial goal of overnight runs

the required number of time steps per second are 250 timesteps/sec or 4 msec/timestep.

A recent study confirmed that if only communication is taken into consideration, the

aim of 4 msec/timestep is achievable [11]. Therefore, the focus at present is to minimize the

CPU requirements per point per timestep. Solvers based on nested cartesian grid systems

[26–30] are ideal candidates for the flow solvers that are sought, due to their scalability

to easily increase the approximation order and their low floating point operation (FLOP)

overhead.

1.4 Issues Adressed

High-order cartesian finite difference solvers have shown considerable advantages in speed

and simplicity for the solution of partial differential equations (PDE). Block-wise adaptive

mesh refinement combined with prismatic meshing near the body or usage of immersed

or embedded body techniques appear to remove the main obstacles to attain geometrical

flexibility and solution accuracy at the same time. Four issues are addressed in this thesis.

Issue 1

The transition between grids of different spatial resolutions is still a source of difficulty.

Recent results show that for a high-order FD flow solver at the transition between grids,

the numerical diffusion and dispersion based on simple interpolation schemes completely

overwhelm the physics. This prompted a search for better interpolation techniques and

interface treatments for such problems.

If one considers the interpolation problem, the immediate inclination is to use standard

classic high-order interpolation techniques. High-order interpolations for locally refined
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Cartesian grids have been reported repeatedly in the literature [31–33], where techniques

such as Fourier basis, cubic least squares and limited monotone (WENO type) schemes

were considered for designing the interpolations. In three dimensions, this often led to

large stencil sizes (of the order of 20 to 30 coefficients) or iterative schemes that needed

to be synthesized for each fine grid point. Moreover, interpolation schemes were fixed

to maintain a particular order of accuracy. Extending them to even higher orders often

required revisiting the derivations and re-implementation of new schemes.

A theme often discussed in the literature is the need of using conservative interpola-

tion schemes. In a series of articles from 1994 (Chesshire and Henshaw [34], Brown [35],

Pärt-Enander and Sjögreen [36]), the common conclusion is that for smooth solutions the

standard interpolation procedures accurately capture the physical properties of the problem.

As expected, conservative interpolations are only required near discontinuities. A typical

situation are very slow shocks crossing a grid transition area. A frequent disadvantage of

conservative interpolation is that it requires the use of a special viscosity or filter operator

because the solutions are not strongly stable at the interface. Sebastian and Shu [37] com-

pared a simple Lagrange interpolation procedure and a WENO interpolation scheme for

strong shocks and complex geometry. The multi-dimensional tests performed show correct

order of accuracy, robustness and non-oscillatory properties and obtained similar results

between the Lagrange interpolation and the more expensive WENO interpolation.

Having a large stencil footprint or more complex schemes often defeats the purpose of

using fast and cheap FD methods. This has led to the search for simpler interpolation

techniques, utilizing immediately available data and constructing fast schemes that reuse

results performed previously. The aim here is to assess whether improvements in accuracy

with a modest increase in complexity are possible using such schemes.

Issue 2

Another topic discussed in this thesis is the viability of several high order methods for the

time discretization. Typical explicit methods utilized in the literature are the Runge-Kutta
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(RK) methods and low-storage versions thereof. However, the increase in the order of spatial

discretization has to be accompanied by a rise in the order of the temporal discretizations.

Runge-Kutta methods with order higher than five requires one extra stage (six stages) and

there is no known eighth order method with less than eleven stages. Computationally, all

these extra stages mean that more communication time between processor, application of

boundary conditions, interpolation between meshes and storage of information are needed.

In order to reduce total simulation time, high order RK methods with low stage order and

Lax-Wendroff schemes are considered as substitutes of classical RK methods.

Issue 3

The claim in the literature is that in order to resolve the high wave numbers and to propagate

the many vortices associated with turbulent flows high order methods are required. This

claim is tested with the schemes implemented on the well-known Taylor-Green vortex by

comparing the results of different grids and temporal and spatial discretization order with

the results available in the bibliography.

Issue 4

Finally, a complex geometry, the Ahmed Body, is simulated in order to test the capabilities of

the methods developed and compare them with experimental results. There are several wind

tunnel publications on this geometry, which is considered a benchmark in the automotive

industry to test the accuracy of CFD solvers. The flow around this geometry exhibits

diverse complex patterns, mainly in the proximity of the rear slant and the side where

separation and rotating vortices interact. The value of the drag coefficient and the flow

behavior constitute the main characteristics, and are compared with experiments as well as

numerical RANS and DES simulations.
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Chapter 2: Finite Difference Solver

It is not clear why Finite Difference methods are not used as frequently as LBMs. Both

methods use structured grids for the calculations but the number of FLOPS required per

point per timestep is greater in LBMs. These schemes update 25 or 19 (with or without

temperature) variables whereas for FDs the number of advected variables are 4 or 5 depend-

ing if the temperature is added or not. Furthermore, it is an easy and inexpensive matter

to increase the order of approximation of Finite Difference methods for the Navier-Stokes

equations, something that is hardly feasible for Lattice-Boltzmann methods.

FDFLO is a FD code optimized for speed that solves the weakly compressible Navier-

Stokes equations. This code was compared in [28, 29] to a LBM code for several test cases

and similar results with either method where obtained.

2.0.1 Numerical Techniques

The numerical techniques implemented in FDFLO may be summarized as follows:

• Explicit timestepping via low-storage Runge-Kutta schemes;

• Conservative formulation for advection and divergence;

• Easy extensions to high-order stencils;

• Ordered access to memory;

• Minimum access to memory;

• Long 1D loops (for optimal vector, OMP and GPU performance);

• Use of halo points to impose boundary conditions and enable easy extension to mas-

sively parallel machines.
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In the next sections, we describe in detail the spatial and temporal discretizations and

boundary conditions employed.

2.1 Discretization in Space

Spatial discretizations are carried out using several techniques:

• Central Difference and Artificial Dissipation,

• Roe type solver,

• Lax-Wendroff method.

These approaches are implemented and tested in FDFLO in order to verify and evaluate

their performance for low Mach applications. The goal of this section is to identify a robust

high order fluid solver which is able to obtain a solution in a ‘realistic’ time frame.

2.1.1 Central Difference Discretization and Artificial Dissipation

The spatial discretization is carried out via Finite Differences on a cartesian grid with equal

mesh size in all directions:

hx = hy = hz = ∆x. (2.1)

All fluxes are written in conservative form as:

ri =
1

∆x

[
fxi+1/2 − fxi−1/2 + fyi+1/2 − fyi−1/2 + f zi+1/2 − f zi−1/2

]
. (2.2)

Each flux is composed of the physical and the artificial dissipation flux, e.g.:

fi+1/2 = fpi+1/2 − fdi+1/2. (2.3)

The advective physical fluxes are obtained from central difference operators of 2nd, 4th, 6th

and 8th order:
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fpi+1/2

∣∣∣II =
1

2

(
fpi+1 + fpi

)
, (2.4)

fpi+1/2

∣∣∣IV =
7

12

(
fpi+1 + fpi

)
− 1

12

(
fpi+2 + fpi−1

)
, (2.5)

fpi+1/2

∣∣∣V I =
37

60

(
fpi+1 + fpi

)
− 8

60

(
fpi+2 + fpi−1

)
+

1

60

(
fpi+3 + fpi−2

)
, (2.6)

fpi+1/2

∣∣∣V III =
533

840

(
fpi+1 + fpi

)
− 139

840

(
fpi+2 + fpi−1

)
+

29

840

(
fpi+3 + fpi−2

)
− 3

840

(
fpi+4 + fpi−3

)
.

(2.7)

For the 2nd order (Laplacian) operators the physical fluxes of 2nd, 4th, 6th and 8th order

are:

fpi+1/2

∣∣∣II =
(
fpi+1 − fpi

)
, (2.8)

fpi+1/2

∣∣∣IV =
15

12

(
fpi+1 − fpi

)
− 1

12

(
fpi+2 − fpi−1

)
, (2.9)

fpi+1/2

∣∣∣V I =
245

180

(
fpi+1 − fpi

)
− 25

180

(
fpi+2 − fpi−1

)
+

2

180

(
fpi+3 − fpi−2

)
, (2.10)

fpi+1/2

∣∣∣V III =
7175

5040

(
fpi+1 − fpi

)
− 889

5040

(
fpi+2 − fpi−1

)
+

119

5040

(
fpi+3 − fpi−2

)
− 9

5040

(
fpi+4 − fpi−3

)
.

(2.11)
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These (unstable) approximations are stabilized by adding an appropriate artificial vis-

cosity or damping [27,38–40] of the form:

fdi+1/2

∣∣∣II = cdλi+1/2 [(ui+1 − ui)] , (2.12)

fpi+1/2

∣∣∣IV = cdλi+1/2 [3 (ui+1 − ui)− (ui+2 − ui−1)] , (2.13)

fpi+1/2

∣∣∣V I = cdλi+1/2 [10 (ui+1 − ui)− 5 (ui+2 − ui−1) + (ui+3 − ui−2)] , (2.14)

fpi+1/2

∣∣∣V III = cdλi+1/2[35 (ui+1 − ui)− 21 (ui+2 − ui−1) + 7 (ui+3 − ui−2) − (ui+4 − ui−3)],

(2.15)

where λ is the maximum eigenvalue of the system

λ = |v|+ c, (2.16)

and cd the artificial viscosity or damping coefficient. Typical values are: cIId = 0.2, cIVd =

0.10, cV Id = 0.02, cV IIId = 0.02. For viscous cases, the artificial viscosity or damping coeffi-

cient of the momentum equations is reduced:

c∗d = cd · r(u) , r(u) = max(0,min(1, Reh − 1)) , Reh =
ρu∆x

µ
. (2.17)

Note that as the mesh is refined and the cell Reynolds number Reh falls below Reh = 1,

the artificial viscosity vanishes. The same type of advection and artificial viscosity is also

used for the temperature equation, but limited by the local Peclet number.
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Finally, for the Boussinesq terms the used approximation is simply:

ri = gβ (TB − Ti) . (2.18)

The same approximation is used for the source terms Sv, ST .

In order to achieve long vector loops the formation of right-hand sides (RHSs) is carried

out by forming a single array of point data. Given nx, ny, nz, and defining nxny = nx * ny,

the points are traversed as ip = nxny*(iz-1) + ny*(iy-1) + ix. In order to minimize

the use of registers, the RHSs are formed dimension by dimension.

2.1.2 Roe Type Solver for Low Mach Applications

A common approach to solve low Mach applications is to model incompressibility. The

standard process starts adding an artificial compressibility parameter β to the continuum

equation of the Navier Stokes equations. Here, a simpler set of formulas, the Euler equations,

are used to obtain the Roe approximate Riemann solver. The Euler system is defined as,

1

c2β2
pt + ρ(ux + vy + wz) = 0, (2.19)

ut + (u2 +
p

ρ
)x + (uv)y + (uw)z = 0, (2.20)

vt + (uv)x + (v2 +
p

ρ
)y + (vw)z = 0, (2.21)

wt + (uw)x + (vw)y + (w2 +
p

ρ
)z = 0. (2.22)

If Q = (p, u, v, w), the previous continuity and momentum equations can be represented

in vector form,

P−1Qt +A0Qx +B0Qy + C0Qz = 0, (2.23)

14



where P−1 and P are,

P−1 =



1

β2
0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


, P =



β2 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


, (2.24)

and A0, B0, C0 are the following matrices,

A0 =



0 c2ρ 0 0

1

ρ
2u 0 0

0 v u 0

0 w 0 u


, B0 =



0 0 c2ρ 0

0 v u 0

1

ρ
0 2v 0

0 0 w v


, C0 =



0 0 0 c2ρ

0 w 0 u

0 0 w v

1

ρ
0 0 2w


. (2.25)

Low Mach Preconditioner

If the Roe’s flux difference splitting [41] is adopted, the flux Hn with the Low Mach Number

Preconditioner defined in 1D is

Hn =
1

2
[H(Ql) +H(Qr)]−

1

2
P−1|PAi|(Qr −Ql), (2.26)

where Qr and Ql are the right and left states with H(Ql), H(Qr) their respective fluxes, and

the Jacobian matrices defined with A1=A=PA0, A2=B=PB0 and A3=C=PC0. The im-

plemented preconditioner is a form of Turkel’s preconditioning [42–45] and after expanding
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Eq. (2.26) into its characteristic configuration,

H =
1

2
[H(Ql) +H(Qr)]−

1

2

4∑
i=1

|λi|MwiP−1~ri, (2.27)

where Mwi are the wave strengths Mwi=
~lTi MQ and λi, ~ri and ~li are the eigenvalues, right

eigenvectors and left eigenvectors of the matrix PAi. In the next section it is shown how

the eigenvalues, eigenvectors and wave strengths are obtained for matrix A. For matrices B

and C the results can be found in the Appendix.

Matrix set-up for A term

The procedure used to obtain the wave strengths, eigenvalues and eigenvectors is similar to

the approach presented in [46] and [47]. First, the matrix A is

A = PA0 =



0 β2c2ρ 0 0

1

ρ
2u 0 0

0 v u 0

0 w 0 u


,

with eigenvalues,

λ1 = u, (2.28)

λ2 = u, (2.29)

λ3 = u−
√
β2c2 + u2 = u− l, (2.30)

λ4 = u+
√
β2c2 + u2 = u+ l, (2.31)
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with c the speed of sound. The preconditioning left and right eigenvectors are

R =



0 0
ρl(u+ l)

w

ρl(−u+ l)

w

0 0
−l
w

l

w

0 1
v

w

v

w

1 0 1 1


,

L = R−1 =



−w
l2ρ

−uw
l2

0 1

−v
l2ρ

−uv
l2

1 0

w

2l2ρ

−w(l − u)

2l2
0 0

w

2l2ρ

w(l + u)

2l2
0 0


,
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Then, eigenvectors ~ri are replaced in Eq. (2.27),

4∑
i=1

|λi|MwiP−1~ri =



0

0

0

1


λ1Mw1 +



0

0

1

0


λ2Mw2+

+



ρl(l + u)

β2w

−l
w

v

w

1


λ3Mw3 +



ρl(l − u)

β2w

l

w

v

w

1


λ4Mw4.

(2.32)

Finally, the wave strengths are

Mw1=−
wMp
l2ρ
− uwMu

l2
+ Mw, (2.33)

Mw2=−
vMp
l2ρ
− uvMu

l2
+ Mv, (2.34)

Mw3=
wMp
2l2ρ

− w(l − u)Mu
2l2

, (2.35)

Mw4=
wMp
2l2ρ

+
w(l + u)Mu

2l2
. (2.36)
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Beta calculation

In 1987 [42], Turkel mentioned that β should be proportional to M2 for a correct precondi-

tioning and stiffness removal for low Mach numbers. Three β coefficients were implemented.

• Turkel, Vatsa, Radespiel β [48]:

β2 = min

[
max

(
K1(u

2 + v2 + w2)(1 +
1−M2

0

M4
0

),K2(u
2
∞ + v2∞ + w2

∞)

)
, a2
]
,

(2.37)

where M0 is the cutoff value for the mach number and K1 is between 1 and 1.1 and

K2 is between 0.4 and 1.

• Darmofal, Siu β [46]:

β2 =


2M2

1−2M2 , forM < 0.5

1, forM ≥ 0.5,

(2.38)

where M is the Mach number.

• A third option implemented in FDFLO is:

if M << 1 ⇒ β = M∞. (2.39)

2.2 Temporal Discretization

2.2.1 Traditional and Low-Storage Runge-Kutta Methods

Runge-Kutta (RK) type schemes are the most used explicit algorithms to perform time

integration of the Navier Stokes equations. Since Jameson et al. [49] provided accurate

solutions for steady transonic flow past a NACA 0012 airfoil using RK explicit schemes,
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time stepping schemes have not been changed substantially in the last decades. In this

subsection it is assumed the spatial discretization is correctly accomplished so that the

system of equations may be expressed as a system of nonlinear ordinary differential equations

(ODEs) of the form

U,t = r(t, U). (2.40)

Typical RK methods are expressed as:

un+1 = un + ∆tbir
i, (2.41)

ri = r(tn + ci∆t,u
n + ∆taijr

j), i = 1, s, j = 1, s− 1. (2.42)

Based on the last equations it is observed that RK methods require a certain number of

stages s. For example, the classic fourth order RK scheme in Butcher tableau form is [50]:

0

1
2

1
2

1
2 0 1

2

1 0 0 1

1
6

1
3

1
3

1
6

However, it is proven in [51] that for an explicit RK scheme of order p the number of

stages s must satisfy s ≥ p, and for p ≥ 5 then s ≥ p+1. For instance, Luther [52] presented

a sixth order RK algorithm with seven stages.

Traditional RK schemes require the storage of several copies of the unknowns and more

important, demand multiple exchanges of unknowns between the computing nodes for large
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simulations between stages. It is reported in [11] that pure communication between cores,

on a machine with the latest communication network, can take on average 4msec. As noted

in the introduction in order to accomplish the industrial goal of overnight LES runs with

O(107) advective timesteps, one needs to run at 250 timesteps/sec, or 4 msec/timestep.

Eventually, it is important to recognize that minimizing the number of stages reduces the

overall runtime of CFD simulations.

Low-storage explicit Runge-Kutta (LSRK) methods are also implemented in FDFLO.

This procedure is of the form,

∆un+i = αi ∆t r(un + ∆un+i−1) , i = 1, s , ∆u0 = 0, (2.43)

It is important to remark that for linear ODEs the choice

αi =
1

s+ 1− i
, i = 1, s, (2.44)

in combination with Eqn. (2.43) leads to a scheme that is s-th order accurate in time. Like

all explicit schemes, the allowable timestep is bounded by the condition:

∆t < CFL ·min

(
h

|v|+ c
,
ρh2

µ
,
ρcph

2

λ

)
. (2.45)

where the allowable CFL factor is proportional and increasing with the number of stages

s. One complete timestep is given by the following steps:

- Apply BC / Transfer Info from Domain to Halo Points

- Get Allowable Timestep

- Set Timestep ∆t = 0 for Halo Points

- Loop Over the Stages:

- Set r = 0
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- Compute r

- Obtain ∆u = αi∆tr(u)

- Apply Boundary Conditions

- Update u

2.2.2 Multivalue Multistage Methods

One of the possible ways to achieve high order timestepping with a reduced number of

stages is combining the concepts of RK methods and linear multistep methods. Using stage

information from previous timesteps make it possible to obtain a better approximation of

the current step. There are two types of generalizations of this procedure: Pseudo Runge-

Kutta methods and ‘modified mutistep methods’ [51]. Only pseudo RK schemes will be

described in detail in the next sections.

Pseudo Runge-Kutta Methods

The first work in this area can be found in a 1966 paper by Byrne and Lambert [53]. In this

method stage derivatives from previous and the current step are used together, to calculate

the final result in the current step. Here, the notation differs in comparison to the last

section to be consistent with the literature. The changes are: u is replaced with y, ∆t with

h and r with F . The general definition of these schemes is:

If Fn−1j , i = 1, 2, ..., s, are the stage derivatives from previous steps and Fnj , i =

1, 2, ..., s, the derivatives in the current step n, then

Yi = yn−1 + h
s∑
j=1

aijF
n
j , i = 1, 2, ..., s, (2.46)

Fni = f(xn−1 + hci, Yi), i = 1, 2, ..., s, (2.47)
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yn = yn−1 + h

(
s∑
i=1

biF
n
i +

s∑
i=1

b̄iF
n−1
i

)
. (2.48)

An example of this method is the following fourth order p = 4 pseudo RK with three

stages s = 3 with the coefficients:

c A

b̄T

bT

0

1

2

1

2

1 −1

3

4

3

1

12
−1

3
−1

4

11

12

1

3

1

4

(2.49)

More details of the scheme implementation can be found in [51].

Two-Step Runge-Kutta Method

The second type of pseudo RK schemes is the Two-Step RK [54, 55]. This method intro-

duces a dependency between Yi and stage derivatives from previous steps in addition to

dependencies on yn. The Butcher tableau for this scheme is different compared with pseudo

RK schemes and can be written as follows:
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c Ā A

b̄T bT

.

The Yi, Fi and yn for this method are

Yi = yn−1 + h

s∑
j=1

āijF
n−1
j + h

s∑
j=1

aijF
n
j , i = 1, 2, ..., s, (2.50)

Fni = f(xn−1 + hci, Yi), i = 1, 2, ..., s, (2.51)

yn = yn−1 + h

(
s∑
i=1

b̄iF
n−1
i +

s∑
i=1

biF
n
i

)
. (2.52)

The coefficients for a fourth order (p = 4) Two-Step RK are [51]:

0 0 0 0 0 0 0

1

2
0 −1

4
0

3

4
0 0

1 0 1 0 −2 2 0

0 0 0
1

6

2

3

1

6

, (2.53)

To assess the order of convergence of these methods a unsteady heat equation is used.

The study is presented in the next subsection.
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Measuring ODE Discretization Error

The aim of this section is to measure the discretization error and the order of approximation

of the methods presented before. The procedure used in this study is based on [56].

The unsteady heat equation is considered,

ρcpT,t = ∇k∇T + s, (2.54)

where ρ is density, cp is the pressure coefficient, T temperature, t time, k conductivity

and s the source term. In 1D an exact unsteady solution only dependent on time (i.e.

constant in space) would be

s = cos(wt) , T =
1

ρcpw
sin(wt). (2.55)

The approximation error of this PDE is of the form

E(T h − T ) =
ct
p!

∆tp
∂pT

∂tp
+HOT, (2.56)

where ct is a constant that depends on the problem, HOT are the higher order terms

and p is the discretization error. If the problem is initialized with the exact solution and

integrated, after one timestep the solution will be given in Eq. (2.56).

The following procedure is implemented to measure the temporal discretization error:

• Pick an exact unsteady solution of the partial differential equation, which is constant

in the spatial domain. In this case a source term that varies in time is chosen.

• Set the initial values of the unknowns equal to an exact solution of the source term.

• Advance the solution one timestep and obtain some norm of the difference between

the initial values and the final values of the temperature.
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Two different source terms will be used to measure the convergence order of different

RK schemes; one is linear and the other nonlinear. The following parameters were chosen:

ρ = 1, cp = 1, T0 = 50 and k = 1, A = 5, ω = 10. The linear source term is given by

sL = −T , T (t) = T0e
−t , T (0) = T0. (2.57)

The nonlinear source used as an example for this study is

sNL = Aωcos(ωt) , T (t) = Asin(ωt) , T (0) = 0. (2.58)

For these cases the domain is given by 1 ≤ x ≤ 1, and the stepsize ∆t = 0.1. The schemes

compared are the Pseudo RK (Pseudo RK), Two-Step RK (2Step RK), low storage RK of

different orders (LSRK) and ”traditional” RK schemes.

In Figures 2.1 and 2.2 the L∞ norm is obtained for the linear and the nonlinear case

presented before and used to measure the discretization error. One can see that, as expected,

for the linear (−T ) source the predicted convergence rates are obtained, while for the

nonlinear (Aωcos(ωt)) source the low-storage Runge-Kutta schemes do not go beyond 2nd

order. From this simple study it is important to recognize the potential of Two-Step RK,

since it can solve linear and nonlinear PDEs with the correct convergence rate, with fewer

number of stages compared to LSRK and traditional RK schemes, and with the same or

higher step size.
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Figure 2.1: Discretization Errors for a Linear Problem.
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Figure 2.2: Discretization Errors for a Non Linear Problem.
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2.2.3 Lax-Wendroff Schemes

Traditional Runge-Kutta algorithms separate the spatial and temporal discretizations which

results in an improvement of the stability compared to other high order discretization meth-

ods such as Adams-Bashforth schemes. Unfortunately, RK methods require a minimum of

n stages for a sth order numerical accuracy. For example, for a sixth order explicit Runge-

Kutta method, 7 stages are required to solve the non-trivial system of equations [52].

Lax-Wendroff schemes are a alternative to RK that provide high order accuracy with

lower number of stages. For instance, for a system of conservation laws in 1D of the form

Ut + F (U)x = 0, (2.59)

where ()t and ()x denote the partial differentiation with respect to time and space

respectively, the finite difference approximation is written as

Un+1
i = Uni −

λ

2
(Fni+1 − Fni−1) +

λ2

2
[Ani+1/2(F

n
i+1 − Fni )−Ani−1/2(F

n
i − Fni−1)], (2.60)

A(U) =
∂F

∂U
. (2.61)

Note that A is the Jacobian matrix of the system and λ is the maximum eigenvalue of A.

This is a 2nd order accuracy method in time and space and is based on a Taylor expansion

in time of the nonlinear hyperbolic system (2.59). A key property used in the derivation of

the method is the fact that multiple time derivatives of the conservatives variables can be

written as spatial derivatives,

∂U

∂tn
= (−1)n

∂n−1

∂xn−1
(An−1Fx). (2.62)
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This classic scheme can be extended to higher order approximations. For example, a

fourth order finite difference scheme is represented in [57] as,

Un+1
i = Uni + λ

(
1

2
(Fni+1 − Fni−1)−

1

12
(Fni+2 − 2Fni+1 + 2Fni−1 − Fni−2)

)

+
λ2

2

(
Ani+1/2(F

n
i+1 − Fni )−Ani−1/2(F

n
i − Fni−1)

− 1

12

{
Ani+3/2(F

n
i+2 − Fni+1)− 3Ani+1/2(F

n
i+1 − Fni )

+3Ani−1/2(F
n
i − Fni−1)−Ani−3/2(F

n
i−1 − Fni−2)

})

+
λ3

6

(
(Ani+1)

2

2
(Fni+2 − Fni )− (Ani )2(Fni+1 − Fni−1) +

(Ani−1)
2

2
(Fni − Fni−2)

)

+
λ4
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(
(Ani+3/2)

3(Fni+2 − Fni+1)− 3(Ani+1/2)
3(Fni+1 − Fni )

+3(Ani−1/2)
3(Fni − Fni−1)− (Ani−3/2)

3(Fni−1 − Fni−2)
)
,

(2.63)

with

Ai±1/2 =
1

2
(Ai±1 +Ai)−

1

16
(Ai±2 −Ai±1 −Ai +Ai∓1). (2.64)

The main advantage of these type of schemes is that they require only one stage and

are CPU intensive. A Sod’s Shock Tube test is proposed in order to compare and test how

well LW methods handle the simpler Euler equations in one dimension.

Sod’s Shock Tube Test

A Sod Shock Tube test is used to compare the performance of LW schemes of different order

of approximation with a Van Albada 2 flux limiter scheme. The initial conditions at the
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left and right of the diaphragm are

ρ(x, 0) =


1.0 for x ≤ 1

2

0.125 for x > 1
2 ,

(2.65)

p(x, 0) =


1.0 for x ≤ 1

2

0.1 for x > 1
2 ,

(2.66)

u(x, 0) =


0.75 for x ≤ 1

2

0.0 for x > 1
2 ,

(2.67)

The number of grid points used is 400 and for the fine grid simulation the number of

intervals is 1000. The schemes compared are the first order Lax-Friedrichs, 2nd order Lax-

Wendroff and 2-step Richtmyer and a 4th order LW. Results obtained are in Figures 2.3,2.4

and 2.5. However despite obtaining good results in 1D series of factors render these LW

Figure 2.3: Density for several LW schemes at t = 0.2.
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Figure 2.4: Pressure for several LW schemes at t = 0.2.

Figure 2.5: Velocity for several LW schemes at t = 0.2.

schemes ‘inadequate’ to the purpose of this research. If an extension to multiple dimensions

is desired, the number of operations needed to obtain the stencils increase considerably.

In a study by Lörcher and Munz [58] the number of operations per point and time step

for the linearized Euler equations is calculated. For a fourth order scheme the number of

operations are 400 for a 2D case and 3,125 for a 3D case. For an eighth order scheme these
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numbers increase to 1,296 for a 2D problem and 18,225 in the 3D situation. The cost in

2D can be considered acceptable, but in 3D due to the large interpolation stencil the cost

is prohibitive if the goal is to obtain a ‘fast and cheap’ solver.
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Chapter 3: Interface Treatment for Nested Cartesian Grids

3.1 Introduction

3.2 Multiblock Option

A solver based on Cartesian Finite Differences may be very fast, and may be made applicable

to complex geometries via immersed or embedded techniques. However, its use is still

very limited when considering problems with varying spatial length scales. The best way

of addressing this problem while keeping the speed advantages of the basic solver is via

multiblocking [59,60]. The key idea is to consider each cartesian grid or block independently,

and to combine these by interpolating the unknowns of the halo points from the adjacent

blocks (Fig. 3.1).

Domain 2 [size: h/2] Domain 1 [size: h]

Grid Points

Halo Points

Figure 3.1: Multiblock Option.

33



3.3 h/2h Interpolation Between Cartesian Grids

The situation commonly encountered is shown in Figures 3.2–3.3 for the 1D and 2D cases

respectively. We denote the fine grids as grid h and coarse grid as grid 2h. At the h/2h

boundary, the Cartesian grids need to exchange information. The objective here is that in

order to maintain code modularity, halo points are used to transfer information between

grids (and also for boundary conditions). This way, the ‘update’ and ‘boundary condition’

stages are separated in a clean, modular fashion. At the beginning of each timestep, iter-

ation, or Runge-Kutta stage the information required for the halo points is obtained from

the appropriate neighbouring grids. Furthermore, it is assumed that the information given

at gridpoints is the most accurate and should therefore not be changed. This implies that

for points that coincide (labeled D in Figure 3.3) a direct injection / transfer of informa-

tion is desirable. On the other hand, for the points along edges or faces (labeled E, F in

Figure 3.3), one is at liberty to apply interpolation schemes of different order. Note that

this will only be required for grid h on a h/2h boundary, i.e. only for the finer grid.

Grid h Grid 2h

Halo Points of Grid h

Halo Points of Grid 2h

Halo Points

Grid Points

Figure 3.2: Interpolation Between FD Grids (1D).

3.3.1 Post Processing Interpolation

An interesting option when trying to maximize modularity is to transfer all direct injection

points first from 2h to h, and then obtain the missing information by post processing this
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Halo Point of Grid h

Halo Point of Grid 2h

Grid Point

Grid h Grid 2h

F

D

E

E

E

1

2

Figure 3.3: Interpolation Between FD Grids (2D).

data on grid h. In 2D, the cases that need to be considered are (see Figure 3.3):

• E1: Edge-points aligned with grid-lines from grid h.

• E2: Edge-points not aligned with grid-lines from grid h

• F : Face-points.

The distinguishing factor for points of type E1 is that information from the interior of grid

h is readily available and can be used to improve the interpolation order. Figure 3.4 shows

some of the possibilities, together with the interpolation weights. For the points of type

E2 regular high order Lagrangian interpolation schemes are employed. Figure 3.5 shows

some of the possibilities, together with the interpolation weights. Points of type F may be

interpolated either via a weighted average of the surrounding edge points, or by treating

them as points of type E1 with the additional required information obtained previously for

the points of type E2 (Figure 3.6).

For a 2D cell information is ‘known’ at 4 points, while 5 points need to be interpolated.

However, in 3D information is ‘known’ at 8 points, while 19 points require interpolation.

Based on this, the options for 3D cases are to use a simple bi/trilinear interpolation or to
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develop different techniques. For example, for a E2 point (the blue point in Figure 3.7), the

information needed to obtain the required value is obtained as a combination of linear (red

points) and high order (blue edges) interpolation.
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Figure 3.4: Interpolation Factors for Edges of Type E1.
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Figure 3.5: Interpolation Factors for Edges of Type E2.
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Figure 3.6: Interpolation Factors for Faces.

Figure 3.7: E2 Interpolation in 3D.
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3.4 Interpolation Limiters

In order to avoid spurious oscillations or sharp changes in the high order interpolation due

to Runge’s phenomenon, several limiters were implemented and tried.

• Barth-Jespersen limiter: This is a simple limiter where the maximum and minimum

(Umax, Umin) values from the closest points around the interpolated point are selected

and then used to limit the high order solution, Uh,

Ui = max(Umin,min(Umax, Uh)). (3.1)

• Radius of curvature limiter: Introduced in [61], this method constrains the high order

solution with the argument that the interpolated value is accurate as long as the

radius of curvature of an interface region is higher than three grid cells. It requires

the calculation of a linear or low order interpolation, Ul,

Ui =


Uh if |Uh − Ul| < β∆x,

Ul otherwise,

(3.2)

where β is heuristically chosen as β = 1/20.

• Modified radius of curvature limiter: Proposed in [62], this method attempts to over-

come possible discontinuities that can appear with the previous technique. A modifi-

cation is made to obtain a more regular interpolation

Ui =


Ul + β∆x if |Uh − Ul| > β∆x,

Uh otherwise.

(3.3)

• QMSL limiter: With the aim of using a simple and efficient limiter algorithm, and
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based on the Flux Corrected Transport technique, Bermejo [63] proposed the following

method. First define Umax and Umin and then set,

Q+ = Umax − Ul , Q− = Umin − Ul , P = Uh − Ul. (3.4)

The value of the interpolated point is defined as

C =


min(1, Q+

P ) if P > 0,

min(1, Q−P ) if P < 0,

1 if P = 0,

(3.5)

Ui = Ul + C(Uh − Ul). (3.6)
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Chapter 4: Examples and Performance

4.1 Convergence Study

The interpolation schemes developed were included and tested in FDFLO. In the following,

we show the performance of the different options implemented.

4.1.1 2D Lamb Vortex

The so-called Lamb vortex, centered at x, y = 0, was chosen to assess the accuracy of the

interpolation schemes developed. The unknowns parameters are given by:

u = u0 −
α

2π
yeφ(1−x

2−y2) , v =
α

2π
xeφ(1−x

2−y2) , p = −
( α

2π

)2 1

4π
e2φ(1−x

2−y2) (4.1)

and µ = 0. For the particular case tested, the domain was given by −5 ≤ x, y ≤ 5, and

α = 1, φ = 0.5, c = 1, ρ = 1, and the grids were of size h = 0.125 and 2h = 0.250. The

vortex was propagated for T = 200 time units. Given that the domain is doubly periodic,

the vortex should reappear in the exact location as at time T = 0 after traversing the mesh

twice.

Figure 4.1 shows the initial conditions for the mesh h2h, where the discretizations used

are clearly visible. Figures 4.2–4.4 show the pressure and velocity obtained using an 8th

order spatial discretization and a 5th order low-storage Runge-Kutta timestepping scheme.

From left to right, the cases are: mesh 2h, mesh h2h (i.e. mesh h inside mesh 2h) with

usual bilinear interpolation, mesh h2h with cubic interpolation, and mesh h. One can see

that for the case with bilinear interpolation, running the case on the mesh 2h yields

better results than the mesh h2h, defeating the purpose of mesh refinement.

This should be a cause of alarm if one considers complex flow problems where vortices and
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other flow structures will traverse grids with different mesh sizes. On the other hand, the

cubic interpolation does yield results on the mesh h2h that are demonstrably better than

those on the mesh 2h, indicating the potential of the procedures developed.

(a) Pressure (b) Velocity

Figure 4.1: Lamb Vortex: Initial Conditions, Mesh h2h.
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(a) Mesh 2h (b) Mesh h2h Bilinear

(c) Mesh h2h Cubic (d) Mesh h

Figure 4.2: Lamb Vortex: Comparison of Pressures
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(a) Mesh 2h (b) Mesh h2h Bilinear

(c) Mesh h2h Cubic (d) Mesh h

Figure 4.3: Lamb Vortex: Comparison of Velocities
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(a) Pressure: Mesh 2h (b) Pressure: Mesh h2h Cubic

(c) Velocity: Mesh 2h (d) Velocity: Mesh h2h Cubic

Figure 4.4: Lamb Vortex: Zoom Around the Vortex for Mesh 2h and h2h.
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4.1.2 2D Convergence Study with Stationary Lamb Vortex

In order to quantify the relative merit of the different interpolation schemes, a series of con-

vergence studies were carried out. The same domain as before was used, but the boundary

conditions were changed from periodic to gliding wall. The right half of the domain was of

size h, the left of size 2h. At the same time, uniform grids of size h and 2h were run for

comparison. A stationary Lamb Vortex (Eq. 4.1) was set as the initial condition. This is

an exact steady solution, so the initial residual can be used to measure the convergence of

the schemes. A typical configuration is shown in Figure 4.5.

(a) Pressure (b) Velocity

Figure 4.5: Stationary Lamb Vortex: Typical Initial Configuration.

Figures 4.6–4.9 show the convergence obtained for the 6th and 8th order solvers, together

with different interpolation schemes. The notation is as follows: L2 denotes the L2 norm,

LI the L∞ norm, P the pressure, V the velocity, UNH and U2H the convergence on uniform

grids of size h and 2h, 62 the 6th order discretization in time and space, 82 the 8th order

discretization in time and space and M00, M33, M43 the cases of mixed h, 2h grids with

simple bi/trilinear interpolation, cubic interpolation and quartic interpolation. As expected,

for the L2 norm the errors of the high order interpolation schemes fall between the values for

uniform grids of size h and 2h. This is not always the case for the L∞ norm. Furthermore,

in Figure 4.10 one can see the serious negative effect on convergence of the bi/trilinear
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interpolation. The results show that the aim of interpolation schemes that are balanced

and appropriate to the spatial discretization while being local and fast has been achieved.

(a) Pressure (b) Velocity

Figure 4.6: Stationary Lamb Vortex: L2 Convergence for 6th Order.

(a) Pressure (b) Velocity

Figure 4.7: Stationary Lamb Vortex: L∞ Convergence for 6th Order.
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(a) Pressure (b) Velocity

Figure 4.8: Stationary Lamb Vortex: L2 Convergence for 8th Order.

(a) Pressure (b) Velocity

Figure 4.9: Stationary Lamb Vortex: L∞ Convergence for 8th Order.
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(a) Pressure (b) Velocity

Figure 4.10: Stationary Lamb Vortex: Comparison of the L2 Norm for 6th and 8th Order.
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4.1.3 3D Lamb Vortex

The idea is similar to the 2D Lamb vortex but with triple periodic condition and z-velocity

w = 0. Two domains are defined, a coarser domain with coordinates −6 ≤ x, y, z ≥ 6 and

an inner finer domain −3 ≤ x, y, z ≥ 3. The vortex is propagated T = 120 time units and

the grid sizes are h = 0.25 and 2h = 0.5.

(a) Pressure (b) Velocity

Figure 4.11: 3D Lamb Vortex: Initial Conditions, h2h Mesh.

Figure 4.11 shows the initial condition and the mesh h2h in 3D. For this situation a 4th

order polynomial interpolation is used for the points, but using 4 and 6 Halo points (HP)

for the interface between the two meshes. The schemes adopted for this example were a 6th

order spatial discretization and a 6th order low-storage Runge-Kutta for the timestepping.

The L2 and L∞ norms are compared to a simple linear interpolation in Table 4.1.

It is important to note here that it is slightly better to use 4 Halo points instead of 6 Halo

points for a 4th order polynomial interpolation. However, a simple linear/bilinear/trilinear

interpolation provides a better result for this problem with less computational power re-

quired. This is mainly because the z-velocity should be zero in the whole domain but due

to interpolation in the interface area, the pressure gradient in the z-direction is not zero,

leading to an increased error. It is necessary to continue working on better interpolation
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Table 4.1: L2 and L∞ norms for the 3D Lamb Vortex.

norm/interpolation linear 4 HP 6 HP

velL2 1.0340 1.1106 1.2940

velL∞ 0.1454 0.1578 0.1767

pressL2 0.1100 0.1107 0.1205

pressL∞ 0.0192 0.0211 0.0208

(a) Linear Interpolation (b) 4th Order Interpolation with 4 Halo Points

Figure 4.12: 3D Lamb Vortex: Comparison of Pressure Magnitudes at T = 120.

schemes and limiters in order to obtain a more accurate solution and provide a competitive

alternative to solve problems with mesh h2h in 3D.
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(a) Linear Interpolation (b) 4th Order Interpolation with 4 Halo Points

Figure 4.13: 3D Lamb Vortex:Comparison of Velocities Magnitudes at T = 120.
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4.1.4 2D Lamb Vortex in 3D

Intrigued by the unsatisfying results of the previous case, a 2D Lamb vortex was run in 3D.

The x, y extent is the same as, the first case above, and the fine mesh extends all the way to

zmin, zmax. Note that unlike in the 2D case one now has points that require interpolation

along other faces and along the volume. As before, the vortex is propagated T = 120 time

units and the grid sizes are h = 0.25 and 2h = 0.5.

Figures 4.14–4.15 show the pressure and velocity obtained using an 6th order spatial

discretization and a 6th order low-storage Runge-Kutta timestepping scheme. From left to

right, the cases are: mesh 2h, mesh h2h (i.e. mesh h inside mesh 2h) with usual bilinear

interpolation, mesh h2h with cubic interpolation, and mesh h. One can see that running

on a 2h mesh yields better results than a h2h mesh, whether the interpolation is bilinear

or higher order. On the other hand, the high order interpolation yields better results than

the linear interpolation.

The L2 and L1 norms for all four combinations are compared in Table 4.2.

Table 4.2: L2 and L∞ norms for the 2D Lamb Vortex in 3D.

norm/interpolation 2h h2h lin h2h 4th h

velL2 0.3972 0.6987 0.4999 0.1263

velL∞ 0.0444 0.0517 0.0394 0.0112

pressL2 0.0531 0.1174 0.0669 0.0167

pressL∞ 0.0110 0.0134 0.0092 0.0018
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(a) Mesh 2h (b) Mesh h2h Bilinear

(c) Mesh h2h Quartic (d) Mesh h

Figure 4.14: Lamb Vortex: Comparison of Pressures.
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(a) Mesh 2h (b) Mesh h2h Bilinear

(c) Mesh h2h Quartic (d) Mesh h

Figure 4.15: Lamb Vortex: Comparison of Pressures.
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4.1.5 Cylinder

This classic testcase was added in order to show the effect of high-order interpolation for

wake flows. The domain considered was −4 ≤ x ≤ 10, −2 ≤ y ≤ 2, with gliding wall

boundary conditions at ymin, ymax, prescribed uniform inflow and prescribed pressure at

outflow. As can be seen from Figure 4.16, the mesh consisted of 10 domains, with three

levels of refinement: ∆x = 0.100, 0.050, 0.025. The physical parameters were set as follows:

ρ = 1.0,v∞ = (1, 0, 0), µ = 0.01, c = 5, and the diameter of the cylinder was d = 1.0,

yielding a Reynolds number of Re = 100. A 6-stage, low-storage RK scheme was used to

integrate in time with a Courant number of C = 0.4. The immersed boundary option was

used with a spatial discretization of 6th order. The case was run with the usual, low-order

bi/trilinear interpolation, the high-order interpolation with and without the QMSL limitor

and with a homogeneous fine mesh of h = 0.025. The results obtained for the latter one

at T = 100 are shown in Figure 4.17. A number of station time history points were placed

in the flow and the results recorded. Figures 4.18–4.19 show the values for the pressure,

x- and y-velocities for two stations. The most pronounced difference can be observed in

the pressures and x-velocities where the differences compared with the fine mesh results are

around 15% of the peak value. These differences are larger for the points far away from

the body. However, even the y-velocities show larger variations in time for the high-order

interpolation, indicating less dissipation. Note also that a slight change of frequency is

incurred when changing interpolation order. Due to the smooth behavior of the wake the

interpolated and limiter results are very similar to the values obtained with the high order

interpolation.
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Figure 4.16: Cylinder: Grid System Used.

Figure 4.17: Cylinder: Results at Time T = 100.

(a) Pressure (b) x-Velocity (c) y-Velocity

Figure 4.18: Cylinder: Station Time History for Station 5: x = (1, 0, 0).
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(a) Pressure (b) x-Velocity (c) y-Velocity

Figure 4.19: Cylinder: Station Time History for Station 7: x = (10, 0, 0).
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4.1.6 Flow Around a Sphere

In the previous subsection solutions of ‘simple’ 2D and 3D problems solved with a high order

FD solver were shown. To study the behavior of more complex geometries, flow around a

sphere before the drag crisis at two different Reynolds numbers (Re = 3 ·103 and Re = 105)

is used as a test case.

The sphere considered is of diameter d = 1m and is embedded in a domain of size

−5.2m ≤ x ≤ 11.5m, −3.8m ≤ y, z ≤ 3.8m. The minimum ∆x is 0.01m in the fine mesh,

0.03m in the medium mesh and 0.04m in the coarse mesh. The system of nested cartesian

grids with 5 levels of refinement and the coarse mesh are shown in Fig. 4.20 and Fig. 4.21,

respectively. The total number of active points in the fine mesh is nactv = 20, 698, 271,

in the medium mesh nactv = 4, 088, 775 and in the coarse mesh nactv = 2, 796, 928. The

initial conditions are ρ = 1kg/m3, u = 1m/s, csound = 10m/s and Cs = 0.1.

For the low Reynolds situations the obtained solution is compared to data from [64] and

to the recommended drag correlation presented in [65] for 260 ≤ Re ≤ 1500,

log10Cd = 1.6435− 1.1242w + 0.1558w2, (4.2)

where w = log10Re.

Results for the high Reynolds case are compared to experimental data from [2], a numer-

ical solution obtained with a Lattice Boltzmann solver [3] and the following drag correlation

from [65], valid for 1.5 · 103 ≤ Re ≤ 1.2 · 104,

log10Cd = −2.4571 + 2.5558w − 0.9295w2 + 0.1049w3. (4.3)

Three cartesian meshes are used in the Lattice Boltzman simulation: a coarse grid

with 410 nodes, a medium grid with 512 nodes and a medium grid with 640 nodes across

the sphere diameter, leading to a total of 40,769,886, 73,855,027 and 133,438,032 nodes,

respectively.

The simulation with FDFLO is solved with a second order LSRK, two fourth order RK
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Figure 4.20: System of Nested Cartesian Grids Used for the Simulation of Flow Around a
Sphere.

Figure 4.21: Coarse Mesh and Velocity Initial Condition.

schemes in time (LSRK and 2 Step RK), an eight stage LSRK scheme and three spatial

discretizations (2nd, 4th and 8th order). The variables used for diagnostics are the drag

coefficient Cd and the pressure distribution around the sphere.

60



Results at Reynolds Number 3 · 102

Between Reynolds numbers 270 and 1000 the flow through a sphere becomes unsteady. This

unsteadiness occurs as a waviness in the wake past the sphere. Table 4.3 displays the drag

coefficient Cd and run times for several discretizations and mesh configurations. In [64],

the computed average Cd is 0.656 and the value obtained with the formula given in [65] is

Cd = 0.6527. Other experimental data [66] result in an interpolated value of 0.629 and [67]

obtained Cd = 0.671. In order to obtain a averaged solution of the drag coefficient this test

is run for t = 70sec, although only the last 40sec are used for the average Cd. The entirety

of these simulations were run in four nodes. Each node has two IBM Power9 8335-GTH

with a total CPU count of 80 physical cores.

Table 4.3: Results for the Sphere Case at Re = 3 · 102.

FD Order Time Discretization Mesh Courant Cd Time (secs)

2nd Order 4nd LSRK Medium 0.2 0.675 4020

4th Order 4th LSRK Medium 0.2 0.657 4258

4th Order 4th LSRK Medium 0.25 0.660 3829

4th Order 2Step RK Medium 0.3 0.658 5297

4th Order 2Step RK Medium 0.5 0.658 3202

8th Order 8th LSRK Medium 0.3 0.656 7610

All the schemes achieved an acceptable Cd in the medium mesh, however the costs are

almost double with the eighth order method compared with second or fourth order schemes.

The 2Step Runge Kutta method is more expensive than the regular fourth LSRK at similar

Courant number. However if the Courant number is increased, due to a larger stability

zone, 2Step RK can be considerable faster than the low storage variant. The highest stable

Courant number for the fourth order LSRK found is 0.25.

Figure 4.23 demonstrates visually that the results in the coarser mesh are correct. Yet

Cd and Cp values are far from the experimental values. This is mainly due to a coarser
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discretization of the sphere and an incorrect representation of the forces over the sphere.

Discretization of embedded and immersed surfaces for higher order schemes requires further

detailed examination and testing. This is ongoing research.

(a) 2nd Order. (b) 4th Order.

(c) 2Step RK, 4th Order. (d) 8th Order.

Figure 4.22: Velocity Field and Pressure Contour at t = 70secs, Medium Mesh.
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(a) 4th Order. (b) 2Step RK, 4th Order.

(c) 8th Order.

Figure 4.23: Velocity Field and Pressure Contour at t = 70secs, Coarse Mesh.

Figure 4.24: Instantaneous Pressure Coefficient at t = 70secs, Medium Mesh.
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Results at Reynolds Number 104

At Reynolds Re = 104 the shear layer and the separation are in laminar conditions, however

downstream the wake becomes fully turbulent and unsteady. The formula presented in [65]

gives a Cd of 0.405 with the prescribed Reynolds number. The obtained drag coefficients

are displayed in Fig. 4.25 and are compared with measurements from [3] and [2].

Figure 4.25: Averaged Drag Coefficient, Cd. Experimental Data from [2] is Compared With
Lattice-Boltzman Method LB [3] on a Fine, Medium and Coarse Mesh, and Several Finite
Difference Discretization Orders FD.

Results shown in Figure 4.25 are not close to the drag coefficients obtained experimen-

tally and with a Lattice Boltzmann method. One of the causes of this are that despite the

mesh used is the ‘finest possible’ mesh based on hardware limitations, it is still coarse for

this simulation. With a minimum ∆x = 0.01cm the obtained y+ is 6 which is not enough
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to represent the boundary layer correctly. On the other hand, in the LB simulation on

the coarser mesh, with y+ ∼ 1.5, the obtained Cd is still reasonably higher compared to

the experimental measurement. In this example there are no clear advantages using higher

discretization methods and, as noted before, more effort has to be made on how to compute

the unknowns at the body boundaries. Despite this, the characterization of the flow past

a sphere at Re = 10000 is correct. Close to the sphere there is a laminar area and in the

wake area the flow becomes fully turbulent. This phenomena is visualized in Fig. 4.26.

(a) 2nd Order. (b) 4th Order.

(c) 2Step RK, 4th Order. (d) 8th Order.

Figure 4.26: Velocity Field and Pressure Contour at t = 30secs, Fine Mesh.

Due to limited computing resources this test is run for t = 30sec, however only the last

10sec are used for the average Cd calculation. These simulations were run on 16 nodes, with
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a total CPU count of 640 physical cores. As is reported in Table 4.4, 2Step RK order has two

main advantages when compared to low storage RK schemes; it has a larger stability zone

(i.e. a higher stable Courant number can be utilized) and fewer communication interactions

between computing nodes are needed. This second characteristics is more relevant when the

number of used nodes are higher. An example of this can be seen comparing two schemes

with a fourth order discretization in space and different RK schemes where the difference

in run time is ∼ 15%. The variation in run time between a second order and a fourth order

(2Step RK) in space is ∼ 8%.

Table 4.4: Required Time for Solving a Sphere at Re = 1 · 104 for 10secs.

FD Order Time Discretization Mesh Courant Time (secs)

2nd Order 4nd LSRK Fine 0.2 4210

4th Order 4th LSRK Fine 0.2 4635

4th Order 2Step RK Fine 0.5 3875

8th Order 8th LSRK Fine 0.3 16457
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Chapter 5: Energy Cascade

5.1 Introduction

In this chapter, the behavior of finite difference methods in low Mach number compressible

turbulent flows is analyzed. The benchmark used is the Taylor Green Vortex (TGV) at

Re = 1600 in 3D, which represents how a simple initial flow condition causes a fully isotropic

decay to turbulent state in time. This case has been used in repeatedly as a validation

for high order schemes, see for example [4, 68–70]. Furthermore it has been presented as

a difficult and baseline type test case in the first, second, fourth and fifth International

Workshop on High Order CFD Methods.

The objective of this chapter is to show how FD methods predict the turbulent en-

ergy cascade and the main flow characteristics on different uniform cartesian meshes, and

compare with the available data.

5.2 Problem Set-up

The geometry of the problem consists in a triply periodic domain with size 0 ≤ x, y, z ≤ 2π

with initial conditions,

u(t0) = u0sin(x/L)cos(y/L)cos(z/L), (5.1)

v(t0) = −u0cos(x/L)sin(y/L)cos(z/L), (5.2)

w(t0) = 0, (5.3)
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p(t0) = p0 + ρ0

(
cos

(
2x

L

)
+ cos

(
2y

L

))(
cos

(
2z

L

)
+ 2

)
/16, (5.4)

with constants L = 1, u0 = 1, ρ0 = 1 and p0 = 100. The velocity of sound is cs = 10,

the viscosity is set to 6.2510−4 in order to obtain the desired Reynolds number Re = 1600

and the total simulation time is t = 20. Three meshes are used in the simulations: a coarse

mesh of 1003 nodal points, a medium mesh of 2003 nodal points and a fine mesh of 4003

nodal points. Initial conditions and the outline of the coarse mesh are shown in Fig. 5.1.

(a) Pressure (b) Velocity

Figure 5.1: Taylor Green Vortex: Initial Conditions.

5.3 Results

Simulations solved with second and fourth order spatial discretization are handled with a

fourth order LSRK scheme and the results with a eight order spatial discretization make

use of a eight order LSRK scheme.

The expected results as time advances consist of a series of key physical processes in

turbulence: vortex roll-up, vortex stretch and interaction, and finally total dissipation of the

energy in the fluid leading to a steady state. Solutions obtained at t = 8secs and t = 16secs

68



using several FD orders of approximation and mesh sizes are shown in Figures 5.2, 5.4, 5.3

and 5.5.

Figure 5.2: Taylor Green Vortex: Pressure (Left) and Velocity (Right) at t = 8secs, Coarse

Mesh. Top: 2nd Order, Middle 4th Order, Bottom: 8th Order FD Approximation.
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Figure 5.3: Taylor Green Vortex: Pressure (Left) and Velocity (Right) at t = 16secs, Coarse

Mesh. Top: 2nd Order, Middle: 4th Order, Bottom: 8th Order FD Approximation.
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Figure 5.4: Taylor Green Vortex: Pressure (Left) and Velocity (Right) at t = 8secs, Fine

Mesh. Top: 2nd Order, Middle: 4th Order, Bottom: 8th Order FD Approximation.
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Figure 5.5: Taylor Green Vortex: Pressure (Left) and Velocity (Right) at t = 16secs, Fine

Mesh. Top: 2nd Order, Middle: 4th Order, Bottom: 8th Order FD Approximation.
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Several volume averaged quantities are compared with other published results:

• The average kinetic energy,

Ek =
1

ρ0V

∫
V

1

2
ρu · udV, (5.5)

• The energy dissipation rate,

De = −dEk
dt

(5.6)

• The vorticity dissipation rate, which is a measure of how well the inertial range of

turbulence is resolved,

Dv =
2µ

ρ0

1

ρ0V

∫
V

1

2ρ
ω · ωdV, (5.7)

ωi = εijk
∂uk
∂xj

, (5.8)

where V is the total volume, ω is the vorticity and µ is the dynamic viscosity. Fig. 5.6

shows the average kinetic energy with 2nd, 4th and 8th order FD using a coarse (1003

nodes), medium (2003 nodes) and fine mesh (4003 nodes). Results are compared with [71]

which uses a ‘Dispersion-Relation-Preserving’ (DRP) scheme on a 5123 element mesh and

[70] which implements a Flux Reconstruction scheme that recovers a Spectral Difference

method (FR-SD).

In [70], Bull noted that De −Dv is an important error measure and corresponds to an

estimation of the numerical dissipation introduced by the numerical method selected. In

Fig 5.7, the vorticity, kinetic energy and numerical dissipation rate obtained using different

approximation orders and mesh sizes are compared.

As expected when the order of the approximation or the size of the mesh increase the

results approach the solution provided by the DRP scheme on a 5123 mesh. Furthermore,

73



Figure 5.6: Taylor Green Vortex: Kinetic Energy vs Time on a Coarse (1003 Nodes),

Medium (2003 Nodes) and Fine (4003 Nodes) Mesh.

the numerical dissipation decreases and, as can be seen for the 4003 mesh, is similar to the

numerical dissipation introduced by the FR-SD method in a 643 mesh with a p3 solution

(i.e. corresponding to a mesh of 2563 degrees of freedom).

Another important observation contained in Fig. 5.7 is that 8th order FD approximations

are similar to 2nd order FD approximations with a mesh size 23 times coarser. Figure

5.8 substantiates the last statement by comparing kinetic energy, vorticity and numerical

dissipation rate using the 2nd and 8th order FD method and varying the mesh size.

Simulation with a coarse and medium grid were performed on a Intel Xeon E5-2637 v4

and the runtimes are shown in Table 5.1. If the mesh size is maintained, an eight order

FD simulation is around 2.8 − 3.5 times slower than a second order simulation. However
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(a) 1003 mesh (b) 2003 mesh

(c) 4003 mesh

Figure 5.7: Taylor Green Vortex: Kinetic energy (tke), vorticity (vor) and numerical (num.
diss) dissipation rate for different approximation orders and mesh sizes. ‘FR-SD-63X4’ is a

p3 solution using the FR-SD method on a 643 mesh.

if the approximation order is constant now and the mesh size is increased 23 times, the

computation time increases by a factor of roughly 23 ∗ 2 = 16 (the last 2 is due to the

reduction in the timestep).

In conclusion, there is a clear advantage of using high order FD methods for unsteady

turbulent flows compared with solutions obtained with low order FD methods in finer

meshes. Run times are around 5 times faster for similar solution properties while maintain-

ing hardware configuration and simulation time.
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Figure 5.8: Taylor Green Vortex: Kinetic energy (tke), vorticity (vor) and numerical (num.

diss) dissipation rate vs time. Left: Comparison between a 2nd order FD approximation

on a 2003 mesh and a 8th order FD approximation on a 1003 mesh. Right: Comparison

between a 2nd order FD approximation on a 4003 mesh and a 8th order FD approximation
on a 2003 mesh.

5.3.1 Energy Cascade

The energy cascade allows the observation of how the transfer of energy from large scales

to the small scales of motion occurs. This concept is important in the theory of turbulence

and displays how eddies generated in turbulent conditions dissipate at the Kolmogorov

microscales for the most part due to viscosity.

The energy spectrum of turbulence E(k) is obtained as a function of the wave number

k. Low wave numbers represent the large eddies and high wave numbers the small eddies.

The E(k) is associated to the mean turbulence kinetic energy as,

∫ ∞
0

E(k)dk = 1/2( ¯uiui). (5.9)

The transfer of energy from the low to the high wave numbers represented in the energy

cascade is performed at a certain rate. This is supported by Kolmogorov’s hypothesis,

E(k) = Cε2/3k−5/3, (5.10)
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Table 5.1: Runtimes for the Taylor Green Vortex.

Mesh Size FD Order Time (sec) Factor

1003 2nd Order 1542

4th Order 1936 1.26

8th Order 5314 3.45

2003 2nd Order 28840

4th Order 39362 1.36

8th Order 82296 2.85

where C is a constant and ε is the dissipation rate. To obtain the flow of energy of

the domain in the wave number space and calculate the ”Energy Cascade” it is necessary

to perform a Discrete Fourier Transform (DFT). This is performed here using the ‘Fastest

Fourier Transform in The West’ [72], a C library of routines for computing DFT in one or

more dimensions. The DFT of a 1D real array X of size n is,

Yk =
n−1∑
j=0

Xje
−2πjk

√
−1/n, (5.11)

where Yk is the unnormalized output array. The highest resolvable wave number is

defined by the relation kmax = NDOF/2, where NDOF are the number of degree of

freedom in 1D. After each velocity component ui is transformed into the Fourier space ûi,

then the energy spectrum is obtained as,

E(k) =

∫ ∫
ûiûi

?dA(k), (5.12)

where ûi
? is the conjugate of ûi and dA(k) = 4πk2dk.

Figure 5.9 displays how the numerical methods implemented follow the reference so-

lution presented in [4] and compared against the Optimized Flux Reconstruction schemes
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presented in [70]. This energy spectrum is obtained at t = 9secs close to the peak of the

dissipation rate. Note how well higher order methods maintain the energy content of the

high wave number scales on coarse meshes and when the number of DOF increases, the

energy at low scales gets closer to the reference solution. The Kolmogorov length scale at

t = 9secs for each spatial discretization method and mesh are shown in Table 5.2 .

Table 5.2: Kolmogorov Lenght Scales, at t = 9secs.

Mesh Size FD Order Length

1003 2nd Order 0.01207

4th Order 0.01217

8th Order 0.01218

2003 2nd Order 0.01212

4th Order 0.01198

8th Order 0.01178

4003 2nd Order 0.01181

4th Order 0.01178

8th Order 0.01176
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(a) 1003 mesh (b) 2003 mesh

(c) 4003 mesh

Figure 5.9: Taylor Green Vortex: Energy cascade for different approximation orders and
mesh sizes at t = 9secs. ‘OFR’ refers to an optimized FR scheme on a coarse (163) and

medium (323) mesh with a p3 and p5 solution. Spectral refers to the reference solution
obtained in [4] with a Spectral method. The last value corresponds to the slope value
predicted by the Kolmogorov hypothesis.
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Chapter 6: The Ahmed Body

6.1 Introduction

The Ahmed Body was first presented as a basic ground vehicle type by Ahmed et al. [6].

It consists in a bluff body and is used as a benchmark to study the flow field, mainly

around the regions of separated flow. A sketch of the geometry is presented in Fig. 6.1. It

consists of a flat front with rounded corners and a base slant angle in the rear end. The first

experimental article about its flow behavior presented force and pressure measurements and

a detailed wake survey [6].

This model configuration is selected because it can replicate the main features of flow

past real vehicles without geometrical complexities, such as: rotating wheels, a complex

chassis, lateral mirrors and the receptacle under the hood. Nevertheless the study of this

bluff body provides a qualitative understanding of the relation between different aerody-

namic characteristics: pressure distribution, drag and wake structure.

The first experimental tests were performed in subsonic wind tunnels at Braunschweig

and Göttingen [6]. These open test section tunnels have a frontal surface of 3m by 3m and

the length of the test-section is 5.8m. Based on the geometric characteristics the blockage

factor of the tunnel (defined as the fraction between the Ahmed body frontal area and tunnel

one) is 1.245%. All the tests presented in [6] were performed at a wind speed of 60m/s and

a Reynolds number of 4.29 million based on the longitude of the model. Figure 6.2 shows

the variation of the drag coefficient (Cd) with the slant angle ϕ.

Even though the flow is unsteady the time-averaged measurements shows a defined flow

macro structure. There are two variations of this macro structure and they are dependent

on the angle ϕ. For angles between 5◦ and 25◦ Figure 6.3 displays the vortex system created

at the rear end of the bluff body. The main features of the wake are:
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Figure 6.1: Ahmed Body geometry, dimensions are in mm. Figure from [5].

• An upper ”A” and a lower ”B” recirculatory flow region. This configuration is gener-

ated by two horseshoe vortices in the separation bubble ”D”.

• A roll up of vortices ”C” at the slant corner edge.

For angles ϕ above 25◦ there is a large area of separated flow above the rear slant. This

configuration is not studied in the present thesis.

In 2000, Lienhart et al. [73] presented the ‘Models for Vehicle Aerodynamics’ (MOVA)

Project, a program established by several European consortium partners (TU Delft, Uni-

versity of Manchester, Universität Erlangen-Nürnberg, Electricite de France, AVL List and

PSA Peugeot Citroen). The aim of this project was to develop, refine and validate turbu-

lence models that accurately represent the vehicle aerodynamics. The Ahmed Body is one

of the benchmarks selected in the MOVA Project and experimental results are presented in

[73–75].

In recent years CFD simulations of the Ahmed Body have been common in the literature.

Examples of this are the following articles [7,15,16,76–85]. A study of drag and flow pattern

is conducted with the results collected from these articles. In addition, computing times,

when available, are compared.
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Figure 6.2: Cd curve for several ϕ angles. Here, cW is the drag coefficient, cR is the friction
drag coefficient, cB is the vertical base pressure drag coefficient, cK is the forebody pressure
drag coefficient and cS is the slant surface pressure drag coefficient. Figure from [6].
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Figure 6.3: Flow macro structure at the rear slant of the Ahmed Body. Figure from [6].
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6.1.1 Geometry and Test Set-up

The main dimensions of the Ahmed Body are length l = 1044mm, height h = 288mm,

width w = 389mm and it is placed 50mm above ground. The angle ϕ is set to 25 degrees

in all the simulations. The flow initial conditions are u = 30m/s, ρ = 1.225kg/m3, µ =

6.67 · 10−5kg/(m · s), csound = 300m/s and the Smagorinky constant is set to Cs = 0.13.

The system of cartesian grids is displayed in Fig. 6.4 and the number of domains is 3158.

Two grids will be used for the simulations: a fine mesh with a total number of active points

nactiv = 29584137 and a coarse mesh with nactiv = 5849745. The minimum mesh size is

2.61mm (y+ ≈ 83) in the fine mesh and 5.2mm (y+ ≈ 165) in the coarse mesh (Fig. 6.5).

The size of the domain is −4.8m ≤ x ≤ 8.6m, 0m ≤ y ≤ 2m and −2m ≤ z ≤ 2m, with a

blockage factor of 1.4%.

Figure 6.4: System of Cartesian Grids for the Ahmed Body.
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Figure 6.5: Coarse Mesh, Ahmed Body.

6.2 Results

In this section three main characteristics of the simulation results are detailed,

• the flow structures around the Ahmed Body are reported and compared with experi-

mental data,

• the drag coefficient, and

• run times.

6.2.1 Flow Structures

The vortex structure in the rear of the Ahmed Body is shown in Figure 6.3. At the angle

ϕ = 25◦ in the mean flow in the center plane, the reattachment of the flow over the slant

and the recirculation areas behind the body are important characteristics reported in the

literature. In Figure 6.6, two counter rotating vortices are observed, which are created by

the flow evacuating the top and bottom edges of the rear vertical plane.
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Results from the simulations are displayed in Fig. 6.7. In this figure the line integral

convolution (LIC) is visualized. This is a vector field technique that convolves noise with a

vector field, producing patterns that follow vector field tangents [86]. The expected vortices

are presented in all the cases, but better defined in the fine meshes compared with the

coarse ones. In the coarse mesh, there is a large separation region above the rear slant

and no re attachment of the flow. This is a phenomenon also observed in [7], where DES -

k-ω SST, LES-NWM (LES with Smagorinsky model and wall function) and LES-NWR

(wall resolving LES with dynamic Smagorinky model) simulations predicted fully separated

flow or attached flow over the entire slant. [83] shows that RANS models over predict

the separate region and DDES (Delayed DES) methods failed to predict the correct re

attachment point.

Meanwhile, results in the fine mesh are similar to the experimental data in [73–75], where

all the methods predict a re attached flow and two counter-rotating vortices clearly defined.

Location of the vortices and comparison with experimental data are found in Table 6.1.

All the schemes in the fine mesh accurately capture the lower vortex, however the solution

of the upper vortex has greater discrepancies between the method used. This issue is also

discussed in [78] were simulations are performed with LES schemes.

Figure 6.6: Experimental Streamlines Behind the Ahmed Body (Source [7]).
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(a) Coarse Mesh, 4th Order. (b) Coarse Mesh, 8th Order.

(c) Fine Mesh, 2nd Order (d) Fine Mesh, 4th Order

(e) Fine Mesh, 4th Order, 2Stage RK

Figure 6.7: LIC Surfaces of the Flow Behind the Body

Another important feature are a pair of counter rotating vortices which are located above

and behind the lateral of the rear slant. These vortices are characteristic of the mean flow
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Table 6.1: Vortex Position Behind the Ahmed Body, Fine Mesh, Position in mm.

Vortex Method x/h y/h

Upper Vortex Experiment 0.2 0.6

2nd Order 0.17 0.64

4th Order 0.18 0.61

2Step RK, 4th Order 0.18 0.64

Lower Vortex Experiment 0.35 0.25

2nd Order 0.33 0.25

4th Order 0.34 0.25

2Step RK, 4th Order 0.34 0.25

and their shape depends on how well the flow and the turbulent fluctuations are defined. The

velocity contours at three different positions behind the body are compared in Figures 6.8,

6.9 and 6.10. The main flow structures are represented at the four studied positions and it

can be seen how higher order methods conserve the vortex resolution better than the lower

order algorithms. At x/h = 1.74 and x/h = 3.08 with the 8th order method vortices are

clearly visible and better defined than with the second or fourth order approximation. The

differences between a fourth order method with linear interpolation and with high order

interpolation are indistinctly close and far from the body.

To conclude, in order to display the turbulent flow structure behind the body, the Q

criterion is applied. This is the second invariant of the velocity gradient tensor, and is

represented by

Q =
1

2
(‖ Ω ‖2 − ‖ S ‖2). (6.1)

S is the strain tensor, Ω the vorticity and Q represents the areas dominated by the

vorticity if Q > 0 or by the strain tensor if Q < 0. The Q criterion and the instantaneous

velocity field at t = 0.4 are shown in Fig. 6.12 and 6.13.
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(a) Experimental Data [7]. (b) 2nd Order.

(c) 4th Order. (d) 2Step RK, 4th Order.

(e) 4th Order + Interpolation (f) 8th Order

Figure 6.8: Normalized Mean Velocity at x/h = −0.135. Experimental Data at x/h =
−0.13.
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(a) Experimental Data [7]. (b) 2nd Order.

(c) 4th Order. (d) 2Step RK, 4th Order.

(e) 4th Order + Interpolation (f) 8th Order

Figure 6.9: Normalized Mean Velocity at x/h = 0.278. Experimental Data at x/h = 0.27.
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(a) Experimental Data [7]. (b) 2nd Order.

(c) 4th Order. (d) 2Step RK, 4th Order.

(e) 4th Order + Interpolation (f) 8th Order

Figure 6.10: Normalized Mean Velocity at x/h = 1.74. Experimental Data at x/h = 1.74.
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(a) 2nd Order. (b) 4th Order.

(c) 2Step RK, 4th Order. (d) 4th Order + Interpolation

(e) 8th Order

Figure 6.11: Normalized Mean Velocity at x/h = 3.08.

92



(a) 2nd Order. (b) 4th Order.

(c) 2Step RK, 4th Order. (d) 4th Order + Interpolation

(e) 8th Order

Figure 6.12: Q-Criterion at t = 0.4.
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(a) 2nd Order. (b) 4th Order.

(c) 2Step RK, 4th Order. (d) 4th Order + Interpolation

(e) 8th Order.

Figure 6.13: Instantaneous Velocity Field at t = 0.4.
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6.2.2 Drag Coefficient and Run Time

The drag coefficient reported in the first experimental study of the Ahmed body is intro-

duced in 6.2. The approximate values of the drag coefficients due to different components

of the geometry at ϕ = 25◦ are:

• The slant surface cS = 0.14.

• The vertical base pressure drag coefficient cB = 0.073.

• The forebody pressure drag coefficient cK = 0.02.

• The friction drag coefficient cR = 0.053.

The total experimental drag coefficient of the body is Cd = 0.286. The results obtained

in the simulations with FDFLO are represented in Table 6.2. As is noted in the case of the

sphere, high order schemes do not estimate the drag coefficient correctly, requiring a more

detailed study of the stencils and calculation of the forces over the geometry.

Table 6.2: Drag Coefficients of the Ahmed Body. ‘4th Order + Interpolation’ Corresponds to
a Discretization of Fourth Order With High Order Interpolation Between Grids Activated.

Mesh Method Cd

Experiment 0.286

Coarse Mesh 4th Order 0.330

Coarse Mesh 8th Order 0.389

Fine Mesh 2nd Order 0.256

Fine Mesh 4th Order 0.287

Fine Mesh 4th Order + Interpolation 0.333

Fine Mesh 2Step RK, 4th Order 0.291

Fine Mesh 8th Order 0.35

All the simulations were run from t = 0s to t = 0.4s with only the last 0.1s used for

the calculation of the drag coefficient. The variation of the Cd during the time used for
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statistics is displayed in Fig. 6.14 for the 4th Order scheme in the fine mesh. It is important

to comment that the solution has not converged but limited hardware access hindered

simulations to run for longer periods of time.

Figure 6.14: Drag Coefficient.

The number of cores used to perform the simulation were in all the cases ncore = 320.

Wall time to obtain the solutions and the corresponding Courant number used are presented

in Table 6.3.

As comparisons of runtimes with those presented in other articles are difficult, a dimen-

sionless time is defined as

t̄ = (tf − t0) · U∞/L, (6.2)

with t0 the initial time, tf the final time and L the longitude of the car. Then, the

following relations are used to estimate the total core time per point per time step and per

dimensionless total time,
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Table 6.3: Run Times for the Ahmed Body Simulations.

Mesh Method Courant Turbulence Time(s)

Coarse Mesh 4th Order 0.2 no 930

Coarse Mesh 8th Order 0.2 no 4398

Fine Mesh 2nd Order 0.2 no 7726

Fine Mesh 4th Order 0.2 yes 12540

Fine Mesh 2Step RK, 4th Order 0.5 no 7512

Fine Mesh 8th Order 0.3 no 19620

∆̄t =
twallncore

1 · npoin
, (6.3)

T̄ =
twallncore

t̄ · npoin
. (6.4)

Here, twall is the wall time in hours, ncore the number of cores and npoin the number

of points in the mesh. These metrics are listed in Table 6.4 contrasted with information

provided in other publications. 2Step Runge Kutta method achieves a speed up of 1.7

times higher compared with regular fourth order low storage Runge Kutta mainly due to a

greater Courant number and lower communication overhead. Furthermore, it has a similar

run time as a second order scheme but with the advantage of using a higher order of fine

discretization.
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Table 6.4: Run Times for the Ahmed Body. FV2 = second order finite volume method, PS
= pseudo spectral method, BDF2/3 = second/third order backward Euler, CN = implicit
Crank-Nicolson, RK2/3 = second/fourth order Runge Kutta.

Code Numerical Method Npoin (106) ∆̄t T̄ Cd

FDFLO 4th Order 5.8 2.8 · 10−5 2.8 · 10−6 0.330

FDFLO 8th Order 5.8 6.7 · 10−5 8.7 · 10−6 0.389

FDFLO 2nd Order 29.6 2.3 · 10−5 3.0 · 10−6 0.256

FDFLO 4th Order 29.6 3.8 · 10−5 5.0 · 10−6 0.287

FDFLO 2Step RK, 4th Order 29.6 2.3 · 10−5 3.0 · 10−6 0.291

ISIS-CFD [7] FV2-BDF3 23 8.7 · 10−4 2.5 · 10−5 0.343

FASTEST [7] FV2-CN 40 1.3 · 10−4 1.2 · 10−4 0.346

LESOCC2 [7] FV2-RK2 18.5 1.6 · 10−3 2.1 · 10−4 0.317

SVVLES [7] PS-BDF2/RK4 21.3 2.3 · 10−5 2.1 · 10−6 0.431
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Chapter 7: Conclusions

7.1 Conclusions

Computational Fluid Dynamics (CFD) has been a successful tool for industry applications

during the last decades. However, at present accurate solutions involving vortex propa-

gation, separated and turbulent flows are still associated with high computing costs. LES

simulations of complex geometries, such as an automobile, at high Reynolds number require

several days to obtain a solution with statistically relevant information.

FDFLO is a Finite Difference code, developed for industrial applications at the CFD

Center at George Mason University. FDFLO is able to perform LES simulation with the

aim of overnight turnarounds. This code is optimized for speed and solves the weakly

compressible Navier Stokes equations. The following strategies were implemented during

the development of FDFLO and are part of this thesis.

Simple interpolation schemes based on post-processing raw bi-/trilinear halo-point trans-

fer for nested cartesian grid systems have been developed. This allows to maximize mod-

ularity while preserving locality. Results obtained for model problems indicate that the

simple interpolation schemes improve the convergence rates and thus preserve the overall

accuracy of finite difference codes with varying grid sizes.

High order schemes of second, fourth and eighth order, were applied to simple and

complex configurations, showing the expected overall performance. Turbulent flows at low

Mach number were successfully resolved using the Taylor Green Vortex as an example. The

resulting turbulent energy cascade and the main flow characteristics were in good agreement

with the bibliography.

The Ahmed body, a bluff body used for the automotive industry as benchmark of CFD

codes, was studied and compared with experimental results. Regions of separate flow,
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vortex and aerodynamic characteristics were in accordance with published experimental

results. Despite using a coarser mesh size than other LES simulations the physics of the

flow was correctly predicted in less simulation time. However, better immersed and embed-

ded techniques have to be developed for discretization schemes of order higher than two.

Furthermore, additional validations should be performed for complex geometries.

Future work in order to achieve the main goal of a FD solver with overnight turn around

times for industrial applications includes:

• Further extensions of Runge-Kutta type schemes to higher than fourth order approx-

imations with reduced stage number.

• Development of immersed or embedded boundary methods compatible with high order

discretization.

• Additional code optimization. There is a 20% run time difference between simulations

with and without an activated turbulence model. This is an example of a section of

the code that can still be optimized.

• Validation of complex geometries. DrivAer is an openly available car geometry devel-

oped by BMW, Audi AG and the Technische Universität München (TUM). This is

an example of a realistic geometry that can be evaluated with FDFLO.

• Development of robust boundary conditions.

• Assesment of the code performance with an arbitrary high number of cores (ncore >>

1000).

LES simulations that run overnight have been envisioned by the industry and the CFD

community in the last decades. It is expected that with further code optimization and

hardware developments FDFLO may achieve the aim of overnight LES runs in the near

future.
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Appendix A: Roe Solver Matrices

A.1 Matrix set up for B term

If B is given by,

B = PB0 =



0 0 β2c2ρ 0

0 v u 0

1

ρ
0 2v 0

0 0 w v


,

with corresponding eigenvalues,

λ1 = v, (A.1)

λ2 = v, (A.2)

λ3 = v −
√
β2c2 + v2 = v − l, (A.3)

λ4 = v +
√
β2c2 + v2 = v + l. (A.4)

The preconditioning right and left eigenvectors are defined by,

R =



0 0
ρl(v + l)

w

ρl(−v + l)

w

0 1
u

w

u

w

0 0
−l
w

l

w

1 0 1 1


,
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L = R−1 =



−w
l2ρ

0
−vw
l2

1

−u
l2ρ

1
−uv
l2

0

w

2l2ρ
0
−w(l − v)

2l2
0

w

2l2ρ
0

w(l + v)

2l2
0


.

Equation Eq. (2.27) for the B term is,

4∑
i=1

|λi|MwiP−1~ri =



0

0

0

1


λ1Mw1 +



0

1

0

0


λ2Mw2+

+



ρl(l + v)

β2w

u

w

−l
w

1


λ3Mw3 +



ρl(l − v)

β2w

u

w

l

w

1


λ4Mw4.

(A.5)

Finally the wave strengths are,

Mw1=−
wMp
l2ρ
− vwMv

l2
+ Mw, (A.6)

Mw2=−
uMp
l2ρ
− uvMv

l2
+ Mu, (A.7)
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Mw3=
wMp
2l2ρ

− w(l − v)Mv
2l2

, (A.8)

Mw4=
wMp
2l2ρ

+
w(l + v)Mv

2l2
. (A.9)

A.2 Matrix set up for C term

The same procedure as in the term A and B is detailed next.

C = PC0 =



0 0 0 β2c2ρ

0 w 0 u

0 0 w v

1

ρ
0 0 2w


,

with eigenvalues,

λ1 = w, (A.10)

λ2 = w, (A.11)

λ3 = w −
√
β2c2 + w2 = w − l, (A.12)

λ4 = w +
√
β2c2 + w2 = w + l. (A.13)
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The right and left eigenvectors are

R =



0 0 −(w + l)ρ (−w + l)ρ

0 1
−u
l

u

l

1 0
−v
l

v

l

0 0 1 1


,

L = R−1 =



−v
l2ρ

0 1
−vw
l2

−u
l2ρ

1 0
−uw
l2

−1

2lρ
0 0

(l − w)

2l

1

2lρ
0 0

(l + w)

2l
0


.
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so, the final result is,

4∑
i=1

|λi|MwiP−1~ri =



0

0

1

0


λ1Mw1 +



0

1

0

0


λ2Mw2+

+



−ρ(l + w)

β2

−u
l

−v
l

1


λ3Mw3 +



ρ(l − w)

β2

u

l

v

l

1


λ4Mw4.

(A.14)

Finally the wave strengths are,

Mw1=−
vMp
l2ρ
− vwMw

l2
+ Mv, (A.15)

Mw2=−
uMp
l2ρ
− uwMw

l2
+ Mu, (A.16)

Mw3=−
Mp
2lρ

+
(l − w)Mw

2l
, (A.17)

Mw4=
Mp
2lρ

+
(l + w)Mw

2l
. (A.18)
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Appendix B: Interpolation Weights

The procedure used to derive the 1D interpolation weights is presented in this section.Using

similar arguments the method can be extended to 2D and 3D. Given n points xi, i = 1, n

and n values ui at these points, the Lagrange Polynomial is given by:

u(x) =
n∑
i=1

uiLi(x). (B.1)

where the Lagrange polynomial associated with point xi is:

Li(x) =
Ni(x)

Di
=

∏
j=1,j 6=i(x− xj)∏
j=1,j 6=i(xi − xj)

. (B.2)

This may also be written as:

Li(x) =
n−1∑
k=0

aikx
k. (B.3)

where aik are the product entries of
∏
j=1,j 6=i(x− xj) ordered in ascending powers of x,

divided by Di.

106



Bibliography

107



Bibliography

[1] “Energy Cascade,” https://en.wikipedia.org/wiki/Energy cascade.

[2] H. Schlichting and K. Gersten, Fundamentals of Boundary-Layer Theory. Berlin,
Heidelberg: Springer Berlin Heidelberg, 2017, 10.1007/978-3-662-52919-5 2.

[3] M. Geier, A. Pasquali, and M. Schönherr, “Parametrization of the cumulant lat-
tice boltzmann method for fourth order accurate diffusion part ii: Application to
flow around a sphere at drag crisis,” Journal of Computational Physics, July 2017,
10.1016/j.jcp.2017.07.004.

[4] C. C. de Wiart, K. Hillewaert, M. Duponcheel, and G. Winckelmans, “Assessment
of a Discontinuous Galerkin Method for the Simulation of Vortical Flows
at High Reynolds Number,” International Journal for Numerical Methods in
Fluids, vol. 74, no. 7, pp. 469–493, 2014, 10.1002/fld.3859. [Online]. Available:
https://onlinelibrary.wiley.com/doi/abs/10.1002/fld.3859
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