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ABSTRACT 

Mechanisms Underlying Dopaminergic Modulation of Striatal Firing and Learning 

Sriraman Damodaran, Ph.D. 

George Mason University, 2015 

Dissertation Director: Dr. Kim Blackwell       

 

This dissertation investigates the mechanisms underlying the changes in firing, 

oscillations and synaptic plasticity after dopamine depletion in order to identify potential 

therapeutic targets for Parkinson’s disease. Dopamine depletion leads to an imbalance in 

the activation of the two classes of MSNs and aberrant oscillations in β-band frequencies 

observed in the basal ganglia output nuclei. Therefore, understanding the mechanisms 

underlying balanced firing in the control condition, and mechanisms controlling 

oscillations and synchrony in the dopamine depleted condition, can help us understand 

how to restore normal activity in Parkinson’s disease. In order to investigate these 

mechanisms, we used a detailed computational model of striatal medium spiny neurons 

(MSN), and a striatal network model consisting of MSNs and fast spiking interneurons 

(FSI).  I first investigate the mechanisms that modulate striatal firing by analyzing the 

firing frequency of direct (D1 MSN) and indirect (D2 MSN) pathway neurons in 

response to excitatory synaptic input in a network of 1049 neurons. I show that though 
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D2 MSNs are significantly more excitable than D1 MSN in response to current injection 

both neuron classes fire at similar frequencies in the network. Simulations also reveal that 

the synchronized firing of FSIs is critical in producing this balance and the removal of 

gap junctions between FSIs was sufficient to eliminate the balance in firing.  I extend this 

work by investigating whether the striatum can be the source of the aberrant β-band 

oscillations observed in the basal ganglia output nuclei after dopamine depletion. I 

modeled the dopamine depleted striatal network by implementing changes to cellular and 

network properties that have been reported to occur after dopamine depletion. 

Simulations reveal that these changes are sufficient to produce increased β-band 

oscillations and imbalanced firing in the MSNs. Simulations also reveal that reducing the 

synchronicity between FSIs by blocking gap junctions is sufficient to restore oscillations 

and balance in firing in the dopamine depleted network to control levels. I then begin to 

investigate learning by the striatal network in response to realistic in vivo input by 

developing a calcium-based synaptic plasticity rule to investigate mechanisms whereby 

dopamine contributes to cortico-striatal plasticity. The plasticity rule is implemented in a 

MSN with sophisticated model of calcium diffusion, buffering, and pump extrusion, 

tuned to match experimentally reported post-synaptic calcium dynamics during timed 

plasticity protocols. Using this model I show that a calcium-based plasticity rule is 

sufficient to predict the direction of plasticity in both D1 and D2 MSNs in response to 

several different STDP protocols. In conclusion, this dissertation presents insights about 

striatal physiology that helps us better understand diseased states involving the basal 

ganglia, and that will potentially lead to novel therapeutic targets.  
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CHAPTER ONE: STRIATAL CELLULAR MODELS 

Striatal Function in Disease and Health 
The striatum is the main input structure of the Basal Ganglia, and is implicated in 

habit learning, addiction, and neuropathologies such as Parkinson’s Disease and 

Huntington’s Disease.  Parkinson’s Disease is a motor dysfunction caused by 

degeneration of dopaminergic neurons that project strongly to the striatum.  Huntington’s 

disease is another motor dysfunction caused by degeneration of a subset of the neurons in 

the striatum.  Experiments in both humans and animals have demonstrated that normal 

habit learning involves the striatum, and in particular changes in striatal neural activity 

are observed consequent to cortical glutamatergic activity (in response to environmental 

stimuli or motor activity) and dopamine release in response to reward. 

Motor dysfunction in Parkinson’s disease is linked to aberrant oscillations in the 

globus pallidus (the output structure of the basal ganglia) and imbalanced activation of 

the direct and indirect pathways. The direct pathway is comprised of striatal medium 

spiny neurons (MSNs) that express dopamine D1 receptors (D1 MSNs) and projects to 

both the Substantia Nigra pars reticulata (SNr) and the internal segment of the globus 

pallidus. The indirect pathway is comprised of MSNs that express dopamine D2 receptors 

(D2 MSNs) and projects to the external segment of the globus pallidus. Studies report 

synchrony and oscillations within the cortex (Goldberg et al., 2002), the striatum 

(Courtemanche et al., 2003; Costa et al., 2006), and between the cortex and striatum 

http://www.springerreference.com/docs/html/chapterdbid/183177.html
http://www.springerreference.com/docs/html/chapterdbid/119775.html
http://www.springerreference.com/docs/html/chapterdbid/113644.html
http://www.springerreference.com/docs/html/chapterdbid/117971.html
http://www.springerreference.com/docs/html/chapterdbid/333024.html
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(Costa et al., 2006) following dopamine depletion. These observations are consistent with 

the hypothesis that the striatum is the source of the aberrant activity; however, the closed 

feedback loop of the basal ganglia could be generating striatal oscillations. The limited 

knowledge on how changes to the striatum propagate through the striatal circuit to 

produce oscillations and changes to firing is due to the technical difficulty in 

experimentally isolating the effects of different GABAergic inputs in vivo. 

Computational modeling can therefore provide key insights into striatal physiology that 

can potentially lead to new therapeutic targets for diseased states.   

Several computational models of the striatal network with simple single neuron 

models (Alexander and Wickens, 1993; Humphries et al., 2009; Yim et al., 2011) have 

been developed to address some of these questions. Though these studies provide key 

insights to striatal physiology, the lack of detailed biophysics in the component single 

neuron models makes it difficult for these network models to provide experimentally 

testable predictions about key mechanisms underlying these diseases. Thus, large-scale 

network models need to include single neuron models with specific channels and 

synapses that can be experimentally targeted in experiments.    

Cell classes in the striatum 
The projection neurons of the striatum are the medium spiny neurons (MSNs) 

which make up the majority (90-95%) of the neurons. MSNs are further subdivided into 

two classes: those with dopamine D1 receptors, which co-release substance P and 

dynorphin, and those with dopamine D2 receptors, which co-release mu-opiods. Three 

other classes of interneurons have been extensively studied: the GABAergic fast spiking 
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interneurons (FSIs) which are connected by gap junctions, the GABergic neuropeptide Y 

positive (NPY) interneurons which also produce nitrous oxide, and the acetylcholinergic 

(ACh) interneurons, also called the tonically active neuron because of its spontaneous 

and regular firing pattern. More recently it has been possible to characterize a set of 

tyrosine hydroxylase expressing neurons using transgenic expression systems. These 

neurons exhibit four different firing patterns, but their role in striatal circuits remains to 

be elucidated. The GABAergic interneurons are in a position to modulate the timing and 

pattern of firing of the projection neurons of the striatum. In addition, their 

interconnections via both chemical and electrical synapses may play a role in 

synchronization. The acetylcholinergic neurons modulate dopamine release from the 

substantia nigra, and modulate striatal neuron properties through pre- and post-synaptic 

metabotropic receptors. 

One of the compelling questions about striatal function is the role of the D1 

versus D2 MSNs. The prevalent theory regarding Parkinson’s disease is that dopamine 

increases excitability of D1 MSNs and decreases excitability of D2 MSNs. This leads to 

overactivity of the D2 MSNs which tend to inhibit motor movement. Thus, some striatal 

models have been developed to evaluate which characteristics of MSNs can explain the 

difference between D1 and D2 neurons and the effect of dopamine. Both neuron classes 

exhibit a characteristic bi-modal membrane potential distribution during anesthesia and 

sleep, known as up-states and down-states.  Though the significance of this activity is still 

unclear, several models have investigated which neuron mechanisms underlie this 

activity. Both normal habit learning and the overly strong habit learning of drug addiction 



4 

 

likely involve synaptic plasticity of the MSNs, thus several models have investigated the 

control of calcium concentration during synaptic and neuronal activity, which are 

essential for synaptic plasticity. 

Simple MSN Models 
Some models contain only a subset of cellular components and attempt to 

reproduce a specific cellular phenomenon. The purpose of these types of models is to 

explain cellular behavior using the smallest possible subset of mechanisms. This has the 

dual advantage of minimizing the number of free parameters and also demonstrating that 

specific channels/interactions are required.  It has the disadvantage of being unable to 

demonstrate possible alternative mechanisms which might explain the data just as well. 

An example of this approach is Gruber et al. (2003) which uses two potassium channels 

and one calcium channel to test whether the known effects of dopamine on these channels 

affects membrane bi-stability. Another model (Koos et al. 2004) represents the complete 

morphology, but contains no voltage-dependent channels. This model shows that 

morphological characteristics, such as electrotonic distance, can account for the 

difference in amplitude of inhibitory post-synaptic potentials (IPSPs) produced by FSIs 

compared to MSNs.  

 Complex MSN Models 
Another class of striatal models includes the complex models. These contain a 

large number of cellular features, and attempt to reproduce many characteristics of 

voltage and/or calcium waveforms. The advantage of this approach is being able to 

isolate specific channels or morphological characteristics within the context of many 
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cellular characteristics to demonstrate the necessity or sufficiency of a mechanism in 

replicating an experimental finding.  These models can often be re-used to explain new 

data with minimal change.  The disadvantage of this approach is having numerous free 

parameters, and the complexity can sometimes hinder the ability to illuminate concepts.  

The first complete MSN model (Wolf et al. 2005) used the NEURON simulation 

software to model a neuron from the ventral striatum (also called the nucleus 

accumbens). It contains two sodium channels, six potassium channels, and six calcium 

channels, as well as synaptic channels (NMDA, AMPA, GABA). This model replicates 

many of the characteristics of MSNs such as the long delay to action potential at rheobase 

and the low frequency of spiking. The model was used to test the effects of the 

NMDA/AMPA ratio on entrainment to oscillation (Wolf et al., 2005) and later to test the 

effects of dopamine modulation on synaptic integration (Moyer et al.2007). The inwardly 

rectifying potassium current (Kir) was re-tuned (Steephen and Manchanda, 2009) and 

implemented in this model to investigate the role of inactivating Kir in MSN excitability. 

This model was  adapted by Spiga et al. (2010), who added morphology based on a 

digital reconstruction of an MSN and tested the effects of spine loss and AMPA current 

reduction on AP frequency during simulated upstates.  

Several other complex models of dorsal striatal MSNs have been developed. A 

NEURON model MSN by (Gertler et al. 2008) has one sodium channel, one calcium 

channel, five potassium channels and synaptic channels (AMPA). The model was used to 

test the contribution of morphological differences between D1 and D2 MSNs in 

describing their different electrophysiological characteristics. This model was adapted by 

http://www.neuron.yale.edu/neuron/
http://www.neuron.yale.edu/neuron/
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(Plotkin et al. 2011) to test the ability of distal dendrites to evoke sustained somatic 

depolarizations.  A similar model, by the same group (Day et al., 2008) was used to 

investigate the back propagation of the action potential into MSN dendrites.  

Another NEURON model MSN by Flores-Barrera et al. (2009) has one sodium 

channel, two calcium channels, and five potassium channels as well as synaptic channels 

(NMDA,AMPA, GABA). This model is used to test whether GABAergic input, which is 

depolarizing below its reversal potential (roughly -60mV), plays a role in maintaining the 

depolarization of an MSN during a cortico-striatal upstate.  

The most recent models (Evans et al., 2012, 2013) use the GENESIS simulation 

software to model a dorsal striatum MSN containing one sodium channel, six potassium 

channels, five calcium channels, and four different NMDA receptor types as well as 

AMPA receptors. This model is used to test whether the NMDA receptor subtypes, based 

on the four GluN2 subunits, differentially affect the calcium influx into spines during 

closely-timed pairings of pre and post-synaptic activity (spike timing dependent plasticity 

protocols).  

Interneuron Models 
Most striatal models focus on the spiny projection neurons, but there are several 

models of striatal interneurons. 

The first complete model of a fast spiking interneuron (FSI) (Hellgren Kotaleski 

et al. 2006) contains three potassium channels, one sodium channel and synaptic channels 

(AMPA, GABA). This model replicated the observed spike latency and high firing 

frequency of striatal FSIs. This model was used to investigate how upstate firing of FSIs 

http://www.genesis-sim.org/GENESIS/
http://www.genesis-sim.org/GENESIS/


7 

 

is controlled by transient potassium currents and the contribution of these channels to 

enhancing signal detection. This model was further used to construct a network model 

(Hjorth et al. 2009) that investigated the contribution of gap junctions in FSI sensitivity to 

coincident input from the cortex. This network model was further modified and 

connected to a network of MSNs (Damodaran et al., 2014), to investigate the contribution 

of synchronized firing of FSIs on balanced firing between D1 and D2 MSNs in the 

striatum.   

Several simple models of acetylcholinergic neurons (ACh) have been developed.  

The goal of most of these models is to explain mechanisms underlying the rhythmic 

firing and burst firing observed in these neurons.  Two models demonstrate two different 

set of currents which can explain membrane potential oscillations in these models. The 

first model (Wilson 2005) demonstrates that Kir, HCN (Hyperpolarization-activated and 

cyclic nucleotide-gated channel) and leak conductance in a single compartment could 

explain membrane potential oscillations in the voltage range of -80 to – 60 mV. A second 

model investigates yet a different mechanism responsible for a slower time course of 

oscillations. This model (Wilson and Goldberg 2006) is implemented in XPPAUT and is 

also a single compartment. It contains an L type calcium channel, high voltage activated 

potassium channel, leak current, a calcium dependent potassium current, and calcium 

concentration calculated using a single time constant of decay. Simulations investigated 

why the slow afterhyperpolarization (sAHP) is activated by long depolarizations (even of 

small amplitude) but not activated by brief ones. Another model of ACh neurons 

(Goldberg et al., 2009) was used to investigate the role of calcium channel colocalization 

http://www.math.pitt.edu/~bard/xpp/xpp.html
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in mediating slow and fast after hyperpolarizations. This model had a single electrical 

compartment that was subdivided into multiple concentric calcium compartments 

coupled by diffusion. Several calcium binding proteins enabled the model to demonstrate 

that the transient calcium influx produced by an action potential preferentially binds to 

SK channels, whereas the lower but more prolonged calcium influx produced by 

subthreshold depolarization preferentially binds to the slower, higher affinity binding 

proteins. 

Striatal Network Models 
Similar to the variation in single neuron models network models can also be 

differentiated based on the level of complexity, being largely dependent on the 

complexity of the single neurons used in the network. An example of a striatal network 

model with simple neurons is Humphries et al. (2009) that used Izhikevich neurons to 

show that, with realistic in vivo background input, small assemblies of synchronized 

MSNs spontaneously appear. The model contains 1400 neurons (1359 MSNs and 41 

FSIs) and uses a detailed model of striatal anatomy. 

The first complex striatal network model is a recent model that uses  GENESIS 

simulation software to model a section of the dorsal striatum using detailed MSN (Evans 

et al., 2012) and FSI (Kotaleski et al., 2006; Hjorth et al., 2009) single neuron models and 

detailed striatal anatomy of both the MSN and FSI networks (Damodaran et al., In Press., 

2014). These studies found that blocking gap junctions between fast-spiking interneurons 

after dopamine depletion was sufficient to restore striatal firing and oscillations to control 

levels. This striatal network model will be explained in detail in the next two chapters.   

http://www.genesis-sim.org/GENESIS/
http://www.genesis-sim.org/GENESIS/
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Conclusion 
There are several models of striatal neurons that contain cellular detail. These 

models vary in complexity, morphology, and active channels. Each model is configured 

to test a specific aspect of striatal physiology as efficiently and accurately as possible, 

and therefore both the simple and the complex models are valuable.  With the increasing 

power of computers and tools for parameter optimization, the accuracy and efficiency of 

complex models is likely to increase. 

 

Table 1 Computational Models of striatal neurons 

Citation Cell type Simple/complex Software Available 

modelDB 

Gruber et al. 2003 MSN Simple NEURON Yes 

Moyer et al. 2007; Wolf et 

al. 2005 

MSN, N. Acc. Complex NEURON Yes 

Steephen and Manchanda 

2009 

MSN, N. Acc. Complex NEURON Yes 

Spiga et al. 2010 MSN, N. Acc. Complex NEURON Yes 

Koos et al. 2004 MSN Simple NEURON No 

Gertler et al. 2008 MSN Complex NEURON No  

Day et al. 2008 MSN Complex NEURON No 

Flores-Barrera et al. 2009 MSN Complex NEURON No 

Evans et al. 2012 MSN Complex Genesis Yes 

Humphries et al., 2009 MSN, FSI Simple MATLAB Yes 

Damodaran et al. 2014 MSN, FSI Complex Genesis  Yes 

Hellgren Kotaleski et al. 

2006 

FSI Complex Genesis Yes 

Wilson 2005 ACh Simple XPPAUT No 

Wilson and Goldberg 

2006 

ACh Simple XPPAUT No  

Goldberg et al. 2009 ACh Simple XPPAUT No 
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CHAPTER TWO: SYNCHRONIZED FIRING OF FAST-SPIKING 

INTERNEURONS IS CRITICAL TO MAINTAIN BALANCED FIRING 

BETWEEN DIRECT AND INDIRECT PATHWAY NEURONS OF THE 

STRIATUM 

Abstract 

The inhibitory circuits of the striatum are known to be critical for motor function, yet 

their contributions to Parkinsonian motor deficits are not clear. Altered firing in the 

globus pallidus suggests that striatal medium spiny neurons (MSN) of the direct (D1 

MSN) and indirect pathway (D2 MSN) are imbalanced during dopamine depletion. Both 

MSN classes receive inhibitory input from each other and from inhibitory interneurons 

within the striatum, specifically the fast-spiking interneurons (FSI). To investigate the 

role of inhibition in maintaining striatal balance, we developed a biologically-realistic 

striatal network model consisting of multi-compartmental neuron models: 500 D1 MSNs, 

500 D2 MSNs and 49 FSIs. The D1 and D2 MSN models are differentiated based on 

published experiments of individual channel modulations by dopamine, with D2 MSNs 

being more excitable than D1 MSNs. Despite this difference in response to current 

injection, in the network D1 and D2 MSNs fire at similar frequencies in response to 

excitatory synaptic input. Simulations further reveal that inhibition from FSIs connected 

by gap junctions is critical to produce balanced firing. Though gap junctions produce 

only a small increase in synchronization between FSIs, removing these connections 

resulted in significant firing differences between D1 and D2 MSNs, and balanced firing 
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was restored by providing synchronized cortical input to the FSIs. Together these 

findings suggest that desynchronization of FSI firing is sufficient to alter balanced firing 

between D1 and D2 MSNs. 

 

INTRODUCTION 

Dopamine depletion leads to an imbalance in the activation of the direct and indirect 

pathways of the striatum (Albin et al., 1989; DeLong, 1990; Hikosaka et al., 2000; Obeso 

et al., 2004; Mallet et al., 2006). The direct pathway is comprised of striatal medium 

spiny neurons (MSNs) that express dopamine D1 receptors (D1 MSNs) and projects to 

both the Substantia Nigra pars reticulata (SNr) and the internal segment of the globus 

pallidus. The indirect pathway is comprised of MSNs that express dopamine D2 receptors 

(D2 MSNs) and projects to the external segment of the globus pallidus. The two 

populations of MSNs differ in their intrinsic excitability with D2 MSNs more responsive 

to somatic current injection (Gertler et al., 2008b). Inhibitory circuits of the striatal 

network, including feedback inhibition from other MSNs and feedforward inhibition 

from fast-spiking interneurons (FSIs), modulate this excitability (Koós and Tepper, 1999; 

Plenz, 2003). The contributions of these circuits to maintaining balanced firing between 

D1 and D2 MSNs in the network (Mallet et al., 2006; Cui et al., 2013) are not clear.  

A strong source of GABAergic inhibition to MSNs is feedforward inhibition from 

the parvalbumin-positive (PV+) fast-spiking interneurons (Koós and Tepper, 1999). FSIs 

receive convergent input from multiple cortical regions (Ramanathan et al., 2002) and are 

interconnected by gap junctions that increase synchronicity of FSI firing (Traub et al., 
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2001; Hjorth et al., 2009b). Each FSI in turn projects to over 100 MSNs (Kita et al., 

1990; Bennett and Bolam, 1994) and therefore synchronous activation of FSIs can have 

wide-spread effects. Dopamine depletion reduces the immediate-early gene response of 

PV+ neurons in the striatum (Trevitt et al., 2005) and therefore loss of dopamine might 

release MSNs from normal FSI inhibition, thus affecting the activation of the direct and 

indirect pathways. The effect of synchronicity of FSI firing, specifically the modulation 

of gap junctions, on MSN output and its contribution to striatal balance is not known. 

Another source of GABAergic inhibition to MSNs is feedback inhibition from 

other MSNs. One of the differences between MSN and FSI input to MSNs is in their 

strength of inhibition (Koós and Tepper, 1999). Multiple factors contribute to this 

difference in strength, including the increased level of synchronization between FSIs, and 

the more proximal distribution of FSI synapses. Since it is difficult to investigate the 

effects of MSN inhibition experimentally, a realistic network model of the striatum is a 

plausible alternative approach. 

In this paper, a computational model of the striatal network, consisting of multi-

compartmental models of 1000 MSNs and 49 FSIs, was used to identify the inhibitory 

mechanisms critical for striatal balance. Simulation experiments show that network 

interactions produced balanced firing, which is disrupted with selective removal of FSI 

input but not with removal of MSN input. The balancing effect of FSI inhibition is 

disrupted when gap junctions between FSIs are removed, suggesting that the base level of 

synchronization that these connections provide could be critical for FSIs to balance 

striatal firing.  
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MATERIALS AND METHODS 

Ethics Statement 

All animal handling and procedures were in accordance with the National Institutes of 

Health animal welfare guidelines and were approved by the George Mason University 

institutional animal care and use committee (IACUC). 

D1 and D2 MSN models 

D1 and D2 MSN models were generated by modifying a previously published MSN 

model (Evans et al., 2012b). The morphology of both MSN models was the same as this 

previous model except with the spines removed (to improve computational efficiency), 

and consisted of 189-compartments with 4 primary dendrites which divide into 8 

secondary and then 16 tertiary dendrites. Each primary dendrite was 20 µm long, 

secondary dendrites were 24 µm and tertiary dendrites were comprised of 11 

compartments, each 36 µm long. The kinetics of the channels included in the model were 

identical to the previous model (Evans et al., 2012b). D1 and D2 MSN models were 

created by changing the maximal conductance of intrinsic and synaptic channels from 

values used for our previous MSN model (Table 2), based on experimental data 

measuring the effect of D1 or D2 receptor agonists, as summarized in (Nicola et al., 

2000; Moyer et al., 2007b). The maximal conductances of the AMPA and NMDA 

receptors of both MSN classes were additionally adjusted to maintain the NMDA/AMPA 

ratio of 2.75/1 measured in cortico-striatal terminals from dorsal striatum of adult animals 

(Ding et al., 2008), as used previously (Evans et al., 2012b). Note that this value is 
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considerably greater than the NMDA/AMPA ratio measured in the striatum from other 

striatal regions (ventral -0.22; Popescu et al., 2007) or from younger animals (~1.0; 

Logan et al., 2007).  

For simulations that investigate the contribution of morphology differences 

between D1 and D2 MSNs in explaining differences in excitability, the number of 

primary dendrites for D1 MSNs was increased from 4 to 6 based on reconstructions of 

these neurons (Gertler et al., 2008b). The intrinsic channel properties of both MSN 

classes were set to match those of a D2 MSN for these simulations since this produced F-

I curves that matched experimental results most accurately. 

FSI network 

A previously published FSI network model was used (Hjorth et al., 2009b) and extended 

to include chemical synapses, as seen experimentally (Gittis et al., 2010). Each FSI in this 

network consisted of 127 compartments with a soma and 2 primary dendrites, which 

divide into 4 secondary and 8 tertiary dendrites. The channels incorporated in this model 

included a fast-sodium channel (NaF), Kv3.1, Kv1.3 and an A-type (transient) potassium 

channel (KA)(Kotaleski et al., 2006b). The gap junction connections between the FSIs 

were modeled as resistive elements between the primary dendrites, with a conductance of 

0.5nS, coupling coefficient of 25% and probability of gap junction connection between 

nearby FSIs of 0.3 (Koós and Tepper, 1999; Galarreta and Hestrin, 2002; Hjorth et al., 

2009b).  Chemical synapses were GABAergic, chloride permeable channels (rise time 

constant, 1.33 ms; decay time constant, 4 ms; reversal potential, -60 mV; maximal 

conductance, 1 nS; (Gittis et al., 2010)). The probability of chemical synapse connection 
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between FSIs was 0.58 (Gittis et al., 2010) and was independent of the probability of gap 

junction connection.  

Striatal network 

The striatal network consisted of 1000 MSNs (500 D1 MSNs and 500 D2 MSNs) and 49 

FSIs (Fig 2A).  The MSN:FSI ratio was based on experimental observations; each MSN 

receives input from 55% of nearby striatal FSIs (Tecuapetla et al., 2007), and between 4-

27 converge on the same MSN (Koós and Tepper, 1999). Based on these estimates the 49 

neuron FSI network corresponded to the FSI network seen by 1000 postsynaptic MSNs. 

Though the percentage of FSIs is slightly larger than observed experimentally, a smaller 

number of FSIs would have incorrectly produced homogenous FSI input to each MSN in 

the network model.  A heterogeneous network of neurons was generated by changing the 

A-type (transient) potassium channel conductance (both MSNs and FSIs) and NMDA 

channel conductance (MSN only) by +10%. The range of activity of MSNs used in the 

network, in response to current injections, was within the range of experimentally 

observed responses (Fig 2B; electrophysiology methods described below). The distance 

between each MSN soma in the model was 25 µm both in the x-axis and the y-axis based 

on experimental observations (Tunstall et al., 2002), resulting in a 775x775 µm
2
 grid. At 

each grid location, the assignment of either D1 or D2 MSNs was random with 

probability=0.5. 

The probabilities of connection of MSN-MSN and FSI-MSN synapses were 

modeled using a distance-based exponential function, tuned to match experimentally 
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observed probabilities of connections (Plenz, 2003; Taverna et al., 2008; Gittis et al., 

2010; Planert et al., 2010):  

   ( )   
-((  -  )

 
 (  -  )
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    here f=95 µm
2
. FSIs were connected to MSNs with 

GABAergic synapses (rise time constant, 0.25ms; decay time constant, 3.65ms; reversal 

potential, -60mV; maximal conductance, 8.4nS; (Gittis et al., 2010)) whereas the 

GABAergic synapses between MSNs had a maximal conductance of 0.75 nS with the 

same rise and decay times (Koos et al., 2004b). Note that GABAergic synapses in MSNs 

are depolarizing due to the hyperpolarized (-80 to -90 mV) resting membrane potential of 

mature MSNs (Wilson and Kawaguchi, 1996), coupled with GABA responses which 

reverse between -60 and -50 mV (Kita, 1996; Tunstall et al., 2002; Mercuri et al., 1991). 

The FSI-MSN synapses also were more proximal than MSN-MSN synapses (Oorschot et 

al., 2010). The probability and strength of connection of MSN-MSN and FSI-MSN 

synapses in the network model were independent of the type of pre- or post- synaptic 

MSN (Planert et al., 2010). The transmission delays were distance-based using a 

conduction velocity of 0.8 m/s for both FSI and MSN synapses (Wilson, 1986; Wilson et 

al., 1990; Tepper and Lee, 2007). 

Extrinsic Synaptic Input 

Excitatory input to the striatum comes primarily from the cortex and thalamus. We 

simulated this glutamatergic input as Poisson distributed spike trains with a minimum 

time between spikes of 100 µs. Both MSN classes in this model have 360 AMPA and 

NMDA synapses and 227 GABA synapses. Note that each Poisson train represents 

activity from more than one cortical neuron, and each synapse represents the population 
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of synapses in a single isopotential compartment. Thus the 100 µs minimum interspike 

interval is to prevent more than 1 spike per time step to each MSN.  Each synaptic 

channel in the MSN model receives an input of 10 Hz during the upstate which results in 

a total input of ~ 800 synaptic inputs per second and 1/20 of this input during down states 

(Blackwell et al., 2003). Each FSI model has 127 AMPA synapses and 93 GABA 

synapses, resulting in a total AMPA input of 282 Hz and GABA input of 207 Hz when 2 

Hz input is provided to each synapse (Kotaleski et al., 2006b). To introduce correlations 

within both the MSN and FSI input, each spike from the set of spike trains was assigned 

to more than one synapse, with probability P=1/n, where      √ (   ) , 

N=number of synapses, and c=0.5 (Hjorth et al., 2009b). For each neuron, starting from a 

single mother spike train per neuron, spike trains for each synapse were created by 

assigning the spike to that synapse if a uniform random number was greater than P. This 

produced a mean number of synapses activated by each spike of 1.4 for the control 

simulations. To introduce between-neuron input correlation, an additional shared set of 

input spikes was generated. The between-neuron input correlation was then adjusted by 

changing the fraction of input each neuron received from this shared pool (as opposed to 

the spike trains that were unique to each neuron). Unless otherwise stated, 30% of all 

excitatory synaptic input to either the FSI or MSN populations was shared; with FSIs and 

MSNs each having their own sets of shared inputs. This base level of between-neuron 

correlation was incorporated based on studies that report correlation among the cortical 

input to the striatum (Krüger and Aiple, 1988; Ts’o and Gilbert, 1988; Stern et al., 1998). 

For the case where synchronized cortical input was provided to FSIs to compensate for 
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lack of gap junctions, the correlation value was doubled for FSI inputs only. 

 The model was implemented in GENESIS (Bower and Beeman, 2007) and 

simulations used a time step of 100 µs. The simulation time was 2 seconds with five 0.2 s 

duration upstates separated by 0.2 s duration downstates.  Each upstate used a different 

set of cortical input spikes and thus was an independent observation of the network 

response. Each network simulation experiment took three weeks to run. The cortico-

striatal Poisson spike trains were generated using MATLAB (version 2007b, 

MathWorks). The simulation and output processing software along with the files used for 

the simulations are freely available from the authors’ website 

(http://krasnow.gmu.edu/CENlab/) and modelDB 

(http://senselab.med.yale.edu/ModelDB/)  

Analysis of spikes 

Mean firing frequency during upstates was plotted by averaging across neurons of the 

same class using 10 ms time bins. The firing frequency was expressed as mean + S.D of 

values obtained from five different upstates.  To investigate the contribution of gap 

junctions on synchronization, cross-correlograms were constructed for each directly 

coupled neuron pair in the FSI network, and then averaged over the network (Hjorth et 

al., 2009b). Cross-correlograms also were constructed for directly coupled MSN pairs. 

Correlation was corrected for firing frequency by subtracting the shuffled cross-

correlograms for the same network condition. Statistical analyses were performed using 

SAS. When only two groups were being compared, the procedure TTEST was 

used.  When more than two groups were compared, one-way analysis of variance was 
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performed using the GLM procedure with network condition as the independent variable 

and difference between D1 and D2 MSN frequencies as the dependent variable. Each of 

the five upstates was considered as an independent replication and p<0.05 was considered 

significant.  Post-hoc analyses used Bonferonni correction for multiple comparisons with 

p<0.01 considered significant.  

Electrophysiology for Model Tuning 

Patch clamp recordings were performed to obtain a range of responses of MSNs to 

somatic current injection (Fig 1B). C57B6 male and female mice (at least 20 days old) 

were anesthetized with isoflurane and decapitated. Brains were quickly extracted and 

placed in oxygenated ice-cold slicing solution (in mM: KCL 2.8, Dextrose 10, NaHCO3 

26.2, NaH2PO4 1.25, CaCl2 0.5, Mg2SO4 7, Sucrose 210). Hemicoronal slices from both 

hemispheres were cut 350 µm thick using a vibratome (Leica VT 1000S). Slices were 

immediately placed in an incubation chamber containing artificial cerebrospinal fluid 

(aCSF) (in mM: NaCl 126, NaH2PO4 1.25, KCl 2.8, CaCl2 2, Mg2SO4 1, NaHCO3 26.2, 

Dextrose 11) for 30 minutes at 33°C, then removed to room temperature (21-24°C) for at 

least 90 more minutes before use. 

 A single hemislice was transferred to a submersion recording chamber (ALA 

Science) gravity-perfused with oxygenated aCSF containing 50 µM picrotoxin. 

Temperature was maintained at 30-32°C (ALA Science) and was monitored with an 

external thermister. Whole cell patch clamp recordings were obtained from neurons under 

visual guidance using infrared differential interference contrast imaging (Zeiss 

Axioskop2 FS plus). Pipettes were pulled from borosilicate glass on a laser pipette puller 
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(Sutter P-2000) and fire-polished (Narishige MF-830) to a resistance of 3-7 MΩ. Pipettes 

were filled with a potassium based internal solution (in mM: K-gluconate 132, KCl 10, 

NaCl 8, HEPES 10, Mg-ATP 3.56, Na-GTP 0.38, EGTA 0.1, Biocytin 0.77) for all 

recordings. Intracellular signals were collected in current clamp and filtered at 3 kHz 

using an Axoclamp2B amplifier (Axon instruments), and sampled at 10-20 kHz using an 

ITC-16 (Instrutech) and Pulse v8.80 (HEKA Electronik). Series resistance (6-30 MΩ) 

was manually compensated. 

 

RESULTS 

Changes in channel properties between D1 and D2 MSNs are sufficient to reproduce 

electrophysiological dichotomy 

Development of a network model of D1 and D2 MSNs required single neuron models 

which have similar intrinsic excitability to that seen experimentally (Gertler et al., 

2008b). Differences in morphology or intrinsic channel properties (Nicola et al., 2000; 

Moyer et al., 2007b) have been proposed to explain the observation that D2 MSNs are 

more excitable than D1 MSNs (Kreitzer and Malenka, 2007; Gertler et al., 2008b). We 

simulated the response to current injection in D1 and D2 MSNs created two different 

ways, and compared these responses to experimental measurements. 
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Figure 1. Differences in intrinsic channel properties are sufficient to describe the dichotomy in excitability 

between D1 and D2 MSNs. 

A. Experimental observations of responses of D1 and D2 MSNs to current injection. Adopted from (Gertler et al., 

2008b) with permission from the authors and Journal of Neuroscience. A1. D1 MSNs have significantly higher 

rheobase current (median, 270 pA, n=35) than D2 MSNs (median, 130pA, n=31). A2. F-I plot of D1 and D2 MSNs 

demonstrate higher intrinsic excitability in D2 MSNs. B. Models of D1 and D2 MSNs constructed with differences in 

intrinsic excitability reproduce electrophysiological dichotomy. The intrinsic channels with different properties are the 

L-type calcium channels, fast-sodium channels, A-type potassium channels and inward-rectifying potassium channels. 

B1. D1 and D2 MSN models have rheobase current of 275 pA and 155pA, respectively. B2. F-I plot of these models 

reproduce experimentally observed differences in spiking activity. C. Simulations suggest that models of D1 and D2 

MSNs differentiated based solely on morphological differences do not replicate dichotomy in spiking activity. C1. D1 

MSN models constructed with six primary dendrites and D2 MSN models constructed with four primary dendrites have 

rheobase currents of 210 pA and 160 pA, respectively. C2. The F-I plot of these MSN models does not replicate the 

dichotomy of D1 and D2 MSN excitability seen experimentally. 

 

 

 

We first evaluated whether the larger number of primary dendrites in D1 MSNs 

(Gertler et al., 2008b) could explain the difference in D1 and D2 MSN excitability. The 

morphology of both MSN classes was modeled the same except for the number of 

primary dendrites, with the D1 MSNs having six and the D2 MSNs having four (Gertler 

et al., 2008b). The intrinsic channel properties were the same between both MSN models 

(see Methods). In response to current injection, the D1 MSN model had significantly 

greater rheobase current than the D2 MSN model (D1 MSN, 210 pA; D2 MSN, 160 pA; 

Fig 1C1). These results match experimental observations (Fig 1A; Gertler et al., 2008). 

However, the shape of the F-I curve (Fig 1C2) did not match experiments and thus 

spiking activity differences were not accurately modeled by morphological differences 

alone. 

Since anatomical differences were not sufficient to accurately describe 

electrophysiological differences between the D1 and D2 MSNs, the contribution of 

intrinsic channel differences alone in describing the excitability difference was 

investigated. The morphology of both neuron models was made the same, with each 
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MSN model containing four primary dendrites. The channel properties were changed 

based on studies that measured the effects of D1 and D2 agonists on intrinsic and 

synaptic channels of both types of MSNs (Table 2) (Nicola et al., 2000; Moyer et al., 

2007b). The differences between D1 and D2 MSN excitability in response to current 

injection, including the F-I curve, were replicated using these MSN models (Fig 1B). The 

rheobase current for D1 MSNs was 275pA and for D2 MSNs was 155pA. Intrinsic 

channel differences between D1 and D2 MSNs were thus sufficient to describe the 

dichotomy between D1 and D2 MSN spiking activity. This suggests that differences in 

excitability between D1 and D2 MSNs measured in identified neurons may be due to 

basal levels of dopamine present in the slice.  These models (same morphology, 

differences in channels) were used for the remainder of the study. 

 

Table 2: Modulation of Channel Conductances 

Channels D1  D2 

Fast Sodium Channel (NaF) 95 110 

Slow A-type Potassium Channel (KAs) No Change 110 

Inward-rectifying Potassium channel (KIR) 125 No Change 

L-type Calcium (CaL1.2) 200 No Change 

L-type Calcium (CaL1.3) No Change 75 

NMDA  (synaptic) 130 No Change 

AMPA (synaptic) No Change 80 

Numbers represent % of  the conductance value reported in Evans et al. (2012). 
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Figure 2. Model of striatal network with 1000 MSNs and 49 FSIs. 

A. Schematic of network model with MSNs receiving inhibitory input from FSIs and other MSNs. Roughly equal 

numbers of  D1 and D2 MSNs are randomly distributed on a regular grid. FSIs receive input from other FSIs through 

both GABAergic synapses and gap junction (GJ) connections. Excitatory input to both MSNs and FSIs is provided by 

simulated Poisson trains. B. Heterogeneous distribution of MSNs was generated by changing A-type potassium channel 

and NMDA channel conductances by +10%. The range of responses of these D1 and D2 MSN model neurons to 

somatic current injection was within the range of responses seen experimentally. C. Raster plots of D1 (C1) and D2 

(C2) MSNs in response to synaptic input in the striatal network. D. Firing frequencies of D1 and D2 MSN populations 

during the upstate, calculated from rasters in (C) by averaging across the neurons within a class and across upstates. 

Excitatory synaptic input (green) is illustrated to show latency of MSN firing with respect to input. Both MSN classes 

have similar firing frequencies (D1 MSNs: 10.77+0.60 Hz; D2 MSNs: 9.59+ 0.13 Hz). E. D1 and D2 MSNs have 

balanced firing frequencies across a range of cortical input frequencies.  

 

Network inhibition balances excitability between D1 and D2 MSNs 

In order to investigate the mechanisms that balance activation of the direct and indirect 

pathways, a striatal network model was developed. We used 500 each of the D1 and D2 

MSN models, together with 49 FSIs to create the network (Fig 2A). A heterogeneous 

network of these neurons was created using small random changes (within +10% of 

original value) in A-type potassium channel and NMDA channel conductance, and this 

produced a range in rheobase current comparable to that observed experimental on 

unidentified MSNs (Fig 2B). The probability of connections between MSNs was 

determined using an exponential distance-based function that matched the probabilities 

and strength of connections seen experimentally (see Methods; Koós and Tepper, 1999; 

Taverna et al., 2008). The probability of FSI-MSN connections also was described using 

the exponential distance-based function, but these connections were made stronger and 

more proximal than the MSN inputs (Gittis et al., 2010; Planert et al., 2010). The network 

(MSNs and FSIs) was activated with excitatory input from Poisson trains that represented 

cortical input and simulated up and down states (Fig 2C), as seen in organotypic co-

cultures and in anesthetized animals. For the simulations that explored single neuron 

differences, that were described in the previous section, synaptic channels were not 
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included; however, for all network simulations, the synaptic channels of the MSN classes 

differed between D1 and D2 models as measured experimentally in response to dopamine 

agonists (Table 1; Nicola et al., 2000). 

Figure 2D shows the firing rates of D1 and D2 MSNs, averaged across neurons 

and upstates, in response to cortical input and network inhibition. Both MSN classes had 

similar firing rates when connected in this network (D1 MSN: 10.77+2.16 Hz; D2 MSN: 

9.59+1.53 Hz), representing balanced firing. These results, that D1 and D2 MSNs fire at 

similar frequencies in the network, is consistent with two in vivo studies: one in 

anesthetized rats (Mallet et al., 2006), and another in awake behaving mice where spike 

frequencies were measured between tasks (Cui et al., 2013). Therefore, the imbalance in 

D1 and D2 MSN firing rates in response to current injection is overcome in the presence 

of synaptic excitation and inhibition in the network. This balanced firing was observed 

for a range of cortical input frequencies (Fig 2E). 

Two different variations on inhibitory connectivity were evaluated to verify that 

the balanced network output does not depend on the specific connectivity results 

implemented. Some studies have reported slight imbalances in connectivity between D1 

and D2 MSNs (Tunstall et al., 2002; Taverna et al., 2008), specifically the higher 

occurrence of presynaptic D2 MSNs as compared to presynaptic D1 MSNs (Taverna et 

al., 2008). In order to confirm that the balanced network output was independent of these 

changes to MSN-MSN connectivity, simulations were repeated in a network with a 

higher probability of connection from presynaptic D2 MSNs (twice that of presynaptic 

D1 MSNs), and with stronger connections from presynaptic D2 MSNs (double the 
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strength of connections from presynaptic D1 MSNs). This did not produce significant 

differences in the firing rates of either MSN class nor in the balance produced in the 

network between the two MSN classes (D1 MSN: 11.66+3.36 Hz; D2 MSN: 10.06+3.12 

Hz; p=0.153). Another possible variation in network connectivity is based on differences 

in connectivity between FSIs and MSNs. Experimental studies have reported both similar 

(Planert et al., 2010) and different  probabilities of connections (Gittis et al., 2010) from 

FSI input to the two MSN classes. To confirm that the function of FSI-MSN synapses in 

balancing firing is independent of differences in connectivity, simulations were repeated 

with FSI connections to D1 MSNs 15% higher than FSI connections to D2 MSNs (Gittis 

et al., 2010). These changes did not produce significant changes in the firing rates of 

either MSN class in the intact network and was similar to that seen in the control 

condition (D1 MSNs: 10.16+2.35 Hz; D2 MSNs: 9.72+1.31 Hz; p=0.204). This suggests 

that the effects of FSI inhibition to striatal balance are independent of slight differences in 

connectivity from FSIs to the two MSN classes. 

In order for network inhibition to balance firing, the intrinsic channels of the 

MSNs had to be differentially modulated between the MSN classes. When the differential 

intrinsic excitability of MSNs was produced through a difference in morphology alone 

(e.g. Fig 1C), the two MSN classes were imbalanced even in the presence of network 

inhibition and differences in synaptic channels (D1 MSN: 2.82+0.12 Hz, D2 MSN: 

11.65+0.18 Hz; p<0.01). The network also was imbalanced in the presence of synaptic 

modulation (Table 2) but not intrinsic channel modulation (D1 MSN: 4.84+1.73 Hz; D2 

MSN: 14.35+3.61 Hz). This suggests that intrinsic channel differences might allow D1 
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and D2 MSNs to be influenced differently by network inhibition. The interaction between 

network inhibition and intrinsic channels was investigated later in the study.  

 

Table 3: Differences between MSN-MSN and FSI-MSN synapse properties 

Synapse property MSN-MSN FSI-MSN 

GABA gmax 0.75 nS 8.4 nS 

Latency to fire (observed) 75 ms 10 ms 

Distribution Distal Proximal 

 

 

Inputs from FSIs are responsible for striatal balance 

The contributions of the two main inhibitory circuits of the striatum to balanced MSN 

firing were studied next. These circuits are the local feedforward inhibition from FSIs to 

MSNs and the more numerous but weaker feedback inhibitory connections from MSNs to 

other MSNs. The differences in properties of MSN-MSN and FSI-MSN connections in 

our model are listed in Table 3. Both types of synaptic inhibition were removed 

separately to observe their specific roles on MSN firing. Since MSN-MSN synapses were 

more widespread, two approaches were used to investigate the effect of their removal. In 

one simulation, removal of MSN-MSN synapses was followed by a replacement of ~30% 

of those GABAergic inputs with Poisson distributed input trains that had the same 

latency and frequency of MSN inputs as seen during the control condition. This was done 

to maintain the same number of GABAergic input as the FSI removal condition and to 
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prevent a large increase in overall MSN firing from masking the specific effects that 

feedback inhibition had on the two MSN classes. 

 

 
 
Figure 3. Contribution of FSI-MSN and MSN-MSN synapses to striatal balance. 

A. Removing FSI inhibition (F) to MSNs introduces a 40% imbalance in firing between D1 and D2 MSNs. B. 

Removing MSN-MSN synapses (M) and replacing those GABAergic synapses with extrinsic input trains (Ext) that 

keep the overall inhibition similar to control level results in a large increase in firing frequency, but only 18% 



31 

 

difference between D1 and D2 MSN firing frequencies. C. Reducing the weight (dashed lines) of FSI-MSN synapses to 

the level of MSN-MSN synapses (8.4 nS to 0.75nS) produced slight changes (9%) to firing differences between D1 and 

D2 MSNs. D. Removing proximal FSI-MSN synapses and making FSI-MSN synapses as distal as MSN-MSN 

synapses also did not disrupt balance of firing. E. A delay of 65ms was added to FSI-MSN synaptic connections to 

identify the contribution of early FSI firing on disrupting balance in firing. This resulted in a 10% difference in firing 

between the MSN classes. All percent differences are calculated as difference divided by mean. F. Table of mean firing 

frequencies and % differences between D1 and D2 MSNs for the control condition and for the conditions represented 

by the respective panels. 

 

 

 

Simulations revealed that FSIs are more significant for balanced firing than 

MSNs. Removing FSI-MSN input resulted in increased firing in both MSNs but 

produced even higher firing frequencies in D2 MSNs as compared to D1 MSNs 

(D1:13.17+5.96 Hz; D2:19.79+5.31 Hz; Fig 3A).  

In contrast to FSI removal, replacing the feedback inputs between MSNs 

produced a smaller change in the balance of firing between D1 and D2 MSNs (18% vs 

40% during FSI block) despite a greater overall increase in firing frequency (Fig 

3B;D1:19.42+3.99 Hz; D2:23.29+3.36 Hz). Removing MSN-MSN synapses but not 

replacing any of those inputs with Poisson trains also produced the same effect; i.e., a 

smaller change in the balance of firing between the two MSN classes as compared to FSI 

removal (D1:26.91+3.93 Hz; D2:23.98+3.78 Hz). GLM reveals that the differences in D1 

and D2 MSN firing for the control (fully intact network), no FSI-MSN and no MSN-

MSN groups were significantly different from each other (F(3,19)=109.24, p<0.05). Post-

hoc tests (Bonferroni correction for paired comparisons) show that difference in firing for 

FSI-MSN removal > difference for MSN replacement ~= difference for MSN removal > 

control (p<0.01). These results suggest that FSI inhibition is more important for 

producing balanced firing than is MSN inhibition. 
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To identify the properties of FSI-MSN synaptic connections that elicit differential 

responses from D1 and D2 MSNs, simulations were repeated with each property 

(conductance, proximity, latency) individually changed to match that of MSN-MSN 

synapses (see Table 3). FSI-MSN synapses with the conductance of MSN-MSN synapses 

produced a slight imbalance, but only during the beginning of the upstate, with the D2 

MSNs firing more than the D1 MSNs (Fig 3C). A lack of proximal FSI-MSN synapses 

also produced a slight imbalance in the beginning of the upstate, again with the D2 MSNs 

firing more than the D1 MSNs (Fig 3D). Removing early FSI inhibition (adding a latency 

in FSI firing such that synaptic input from FSI arrives at a similar time as synaptic input 

from MSNs) did not produce any significant difference in striatal balance during the 

entire upstate (Fig 3E). GLM shows that all of these groups are significantly different 

from the no FSI-MSN group (F(3,19)=751.56, p<0.05). In summary, an isolated 

modulation of any one of these properties was not sufficient to reproduce the imbalance 

seen during the FSI block condition. 
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Figure 4. Contributions of FSI-FSI interactions on balance of firing between D1 and D2 MSNs. 

A. The mean firing frequency of FSIs is minimally affected by gap junction inputs from other FSIs. Removal of gap 

junctions (GJ) results in slightly higher firing of the FSIs. Providing synchronous cortical input to FSIs when gap 

junctions are removed does not produce significant changes to FSI firing frequencies. B. Cross correlograms of FSIs 

during the same conditions as in A show that GJ removal decreases synchrony, and synchronous input restores 

synchrony though not quite to the same level seen in the intact network. Note that synchrony is calculated between 

connected FSIs (Hjorth et al., 2009b). Cross-correlogram between non-connected FSIs reveals no synchrony (data not 

shown). Inset shows cross-correlograms over entire simulation period, and depicts slight oscillatory behavior. C. Firing 

frequencies of D1 and D2 MSNs when gap junctions between FSIs are removed. D2 MSNs fire at a significantly higher 

frequency as compared to D1 MSNs. D. Balance in firing is restored when synchronous cortical input is provided to 

FSIs during gap junction block. E. Cross correlograms of MSNs during control and No FSI conditions. In addition to 

leading to disruption of balance between D1 and D2 MSN firing, removing FSI results in decreased overall synchrony 

between MSNs. Inset shows cross-correlogram over entire simulation period. 
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Synchronization of FSIs by gap junctions is critical for striatal balance    

The contribution of FSI-FSI interactions to the balance of firing between D1 and D2 

MSNs was investigated next. The FSIs are connected by GABAergic synapses (1 nS; 

connection probability of 0.58; (Gittis et al., 2010)) and gap junctions (0.5 nS, connection 

probability of 0.3; (Koós and Tepper, 1999)). Removing the GABAergic synapses did not 

cause a significant change to overall firing of FSIs (CNTL: 16.89+1.68 Hz; No GABA: 

16.45+1.51 Hz; p=0.703) or to the balance in firing between the two MSN classes 

(D1:10.86+2.75 Hz; D2:9.96+1.812 Hz, p=0.303). In contrast, removing gap junctions 

induced a differential responses from D1 and D2 MSNs (D1:6.55+1.61 Hz; 

D2:15.02+3.93 Hz; p<0.01;Fig4C), despite producing a non-significant change in FSI 

firing frequency (CNTL:16.89+1.68 Hz; No Gap:17.58+1.32Hz; p=0.161; Fig 4A). To 

confirm that the imbalance was not due to the slight increase in FSI firing, simulations 

were repeated in the absence of gap junctions with either a weaker cortical input (lower 

frequencies), or synchronous cortical input (see Methods) to FSIs. Weaker cortical input 

restored FSI firing to the level that occurs in the presence of gap junctions, but did not 

restore the balance between D1 and D2 MSN firing (D1:5.14+1.51 Hz; D2:13.82+4.43 

Hz). Synchronization of cortical input to FSIs with no gap junctions increased the level of 

synchronization between FSIs towards the level seen in the intact network (~30% of 

control; Fig 4B). This increase in synchronization was sufficient to restore the balance 

between D1 and D2 MSN firing (D1:7.99+1.82 Hz; D2:7.79+1.55 Hz; Fig 4D). 

Removing FSIs lead to a reduction in overall synchrony of MSNs, suggesting that FSIs 

possibly modulate MSN synchrony in addition to affecting MSN balance (Fig 4E). GLM 
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reveals that the differences in D1 and D2 MSN firing for the control, no gap junctions, no 

gap junctions + weak input, and no gap junctions + synchrony groups were significantly 

different (F(3,19)=439.33, p<0.05). Post-hoc tests confirmed that no gap junctions + 

synchrony did not differ from the control (P=0.653), and that both of these cases differed 

from the other two no gap junctions groups (p<0.01). Collectively, these simulations 

show that input to MSNs from FSIs, which are weakly synchronized by gap junctions, 

produces balanced firing between D1 and D2 MSNs.  

 

 
 
Figure 5. Effects of modulating channel properties and their interaction with inhibitory input on affecting 

striatal balance.  
A. Equalizing CaL, NaF, KAs or KIR produces imbalance between D1 and D2 MSN firing (p<0.01 for all conditions). 

B. When CaL or KAs/KIR (data not shown) conductances are equalized between D1 and D2 MSNs, removing FSIs or 

gap junctions do not affect the imbalance in firing. When NaF properties are equalized, removing gap junctions no 

longer produces the significant difference in firing between the two MSN classes, restoring balance in firing between 

D1 and D2 MSNs. 

 

 

 

Direct modulation of intrinsic channels is sufficient to disrupt striatal balance 

Given that differences in intrinsic channels are required to produce both the observed F-I 

curves and balanced firing, we investigated the contribution of individual channel 
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differences between MSN classes on maintaining striatal balance in the intact network. 

Channel differences were eliminated by changing the maximal conductance of the 

channels in the D2 MSN to be identical to that of the D1 MSN for four channels: L-type 

calcium channels (CaL), fast-sodium channels (NaF), inward-rectifying potassium 

channels (KIR), and slowly inactivating A-type potassium channels (KAs) (Table 2). 

Removing the differences in conductance of any one of these channels, by setting the D2 

conductance equal that of the D1 conductance, was sufficient to produce differential 

firing between D1 and D2 MSNs, with D2 MSNs firing more than D1 MSNs (Fig 5A; 

F(4,24)=210.49, p<0.05).  The most profound effect was seen when CaL was made the 

same between D1 and D2 MSNs, possibly due to the bigger difference in conductance of 

these channels as compared to the other channels. To further investigate the role of CaL, 

simulations were repeated with CaL blocked in both D1 and D2 MSNs. Removal of CaL 

from both MSN classes did indeed disrupt striatal balance in the striatal network mode l 

(D1:3.7+1.82 Hz; D2:21.2+4.25 Hz), which is consistent with a recent in vitro study that 

showed blocking CaL produced imbalanced firing between D1 and D2 MSNs (Flores-

Barrera et al., 2011). 

The intrinsic channel differences that interact with correlated FSI input in 

balancing MSN firing were investigated next. Simulations revealed that when the 

differences of each of CaL (Fig 5B), KAs and KIR were removed in the absence of FSI-

MSN synapses or gap junctions, the imbalance was no greater than the effect of removing 

intrinsic channel differences alone. Curiously, equalizing NaF channels eliminated the 

difference in firing between D1 and D2 MSNs produced by gap junction removal (Fig 
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5B). The difference in firing during this condition (NaF equal+ No gap junctions) was 

significantly different from either No gap junctions or equal NaF alone (F(2,24)=618.34, 

p<0.05). This suggests that NaF differences might be critical in allowing differential 

sensitivity of D1 and D2 MSNs to synchronous inhibitory input.   

 

 



38 

 

 

 
 

 

Figure 6. Summary of conditions that produce Parkinsonian imbalance and conditions that restore striatal 

balance. 

This schematic shows the nature of connections between FSI and MSNs and between MSNs, and the effect of 

removing these connections. When input from FSIs (black) to D1 (red) and D2 (blue) MSNs is removed, D2 MSNs fire 

more than D1 MSNs. When gap junctions between FSIs are removed D2 MSNs again fire at higher frequencies as 

compared to D1 MSNs. These two cases have been labeled as Parkinsonian Imbalance. In the latter case, balance is 

restored when the synchronicity of FSIs is increased by alternative means such as providing highly correlated cortical 

input to the FSIs. Making NaF the same between D1 and D2 MSNs also restores balance during gap junction block. 

The network output seen in the control network where the connections are intact is labeled as Striatal balance. 

Glutamatergic input to both FSIs and MSNs, along with feedback connections between MSNs have been omitted from 

the schematic to highlight the effect of FSI-MSN connections on striatal balance. 

 

 

 

DISCUSSION 

Recent studies have evaluated the contributions of differential cortical input (Mallet et al., 

2006) and direct channel modulations (Flores-Barrera et al., 2011) on disrupting the 

balance in firing between D1 and D2 MSNs in the striatum. However, the role of striatal 

inhibitory circuits in modulating striatal balance is not clear. We constructed a striatal 

network model of MSNs and FSIs to identify the inhibitory circuits that modulate MSN 

excitability differently between the two classes. The model was based on a previously 

published FSI network model (Hjorth et al., 2009b) and MSN single neuron model 

(Evans et al., 2012b). We found that removing FSI inhibition or reducing the correlation 

between FSI action potentials by blocking gap junctions produced imbalanced firing 

between D1 and D2 MSNs (Fig 6). Additionally, intrinsic and synaptic channels of 

MSNs interact with these inhibitory mechanisms to modulate differences in firing 

between the two MSN classes. 

 

 

FSI inhibition produces striatal balance by reducing D2 MSN activity  
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In our striatal network model, feedforward inhibition from FSIs was found to inhibit D2 

MSNs more than D1 MSNs. Since D2 MSNs have a higher intrinsic excitability, the 

increased inhibition by FSIs brings the level of D2 MSN firing down to that of D1 MSNs. 

The striatal network model by Humphries et al. (2009) that uses Izhikevich neurons 

suggests that removing FSIs might alternatively lead to a decrease in overall MSN firing. 

In their network model they use an FSI-MSN conductance five times stronger than their 

MSN-MSN conductance. This ratio, lower than that used in our network model, 

combined with the somatic location of all their MSN synapses, implies that removing FSI 

synapses eliminates a much smaller fraction of the total inhibitory synaptic current than 

in our model. Our FSI-MSN:MSN-MSN conductance ratio was estimated based on a 

recent experimental paper that uses transgenic mice (Gittis et al., 2010) that suggests that 

the FSI-MSN conductance is closer to 8 nS, which is the value used in this paper.  

Selective inhibition of FSIs in the striatum recently was shown to produce 

dyskinesia in mice (Gittis et al., 2011b) and a mixed effect on MSN firing, with 54% of 

MSNs having increased firing rates and 38% having reduced firing rates. This is 

consistent with our results that show that the two populations of MSNs have disparate 

responses to FSI removal. Though that experimental study did not record from identified 

D1 and D2 MSNs, our simulations predict that the recorded neurons with reduced firing 

were D1 MSNs and the neurons with increased firing were D2 MSNs. In that study, 

block of FSIs produced dyskinesia, and not the hypokinesia typically observed with 

excess D2 MSN firing (Kravitz et al., 2010), which suggests that the most significant 

behavioral effect of FSI block may be caused by changes in MSN synchrony, and not an 
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imbalance in firing. Alternatively, dyskinesia may be caused by changes in synchrony 

interacting with the modest imbalances in firing produced by selective block of FSI 

activity, as opposed to the strong imbalance and synchronous firing produced by 

optogenetic stimulation of D2 MSNs. This hypothesis is consistent with our finding, that 

removing FSI inhibition results in a reduction in overall MSN synchrony and an 

imbalance in firing between the two MSN classes.  

Though inhibition from FSIs and MSNs constitute a critical part of inhibitory 

input to MSNs, they are not the only sources of inhibition. MSNs receive inhibitory input 

from other interneurons in the striatum and also from GABAergic projection neurons in 

the globus pallidus (Mallet et al., 2008, 2012a), that innervate both MSNs and 

interneurons. The contributions of these other inhibitory sources to MSN balance must 

also be explored to form a complete picture of the contribution of inhibitory input on 

striatal balance.   

 

Desynchronization of FSIs is sufficient to disrupt striatal balance 

Reducing the correlation between FSIs by removing gap junctions disrupts the balance in 

firing between the D1 and D2 MSNs. The strength of FSI inhibition is modulated by the 

presence of gap junctions that reduce the number of FSI action potentials and increase the 

level of synchronization between the FSIs (Traub et al., 2001; Hjorth et al., 2009b). 

Simulations were performed to confirm that the ability of FSIs to balance firing between 

D1 and D2 MSNs was not dependent on the level of input correlation (data not shown). 

Direct measures of FSI correlation in vivo are problematic due to the low numbers of 
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FSIs in the striatum; however, the entrainment of FSIs to the striatal gamma rhythm 

(Berke et al., 2004; Berke, 2009) suggests some degree of correlation among FSIs. The 

small reduction in FSI correlation due to removal of gap junctions was sufficient to 

produce striatal imbalance in our network model. That synchronization of FSIs is critical 

for striatal balance was confirmed when increasing the level of correlation between 

cortical inputs to FSIs restored the balance. Our finding that a change to correlation 

between FSIs did not change the mean firing of MSNs in the network is consistent with 

another computational study that used simplified single neuron models to study the 

effects of correlated inputs on striatal function (Yim et al., 2011). This implies that even 

though changes to correlation between FSIs might not affect overall firing frequency of 

MSNs, they can modulate D1 and D2 MSN firing rates differently. This suggests that 

changes to FSI synchrony can lead to targeted activation of a population of MSNs 

without changing the overall activity. Gap junctions can thus act as a key modulator of 

striatal balance because of their specific role in FSI synchronization. 

 For the FSI-FSI connections in our network we did not use distance-dependent 

connections because of the relatively small size of the network. We confirmed that fixed 

probabilities and distance-dependent probabilities produce similar synchronization levels 

in our network (data not shown). This is in contrast to the results presented in a recent 

computational study (Lau et al., 2010) that reports that the synchronous activity of the 

network is sensitive to the connection type between the neurons (local versus global). We 

think that this contrast in results might be due to the difference in network architectures 
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between that study and this present study. Their network model consisted of 200 neurons 

arranged in a 1D lattice as compared to our 2D, 49 neuron network.   

The imbalance produced by gap junctions was altered in our model by modulating 

NaF. Lowering the conductance of NaF channels in D2 MSNs (to that of D1 MSNs) 

increased the firing frequency of D2 MSNs, but it also changed their sensitivity to FSI 

input. With lowered NaF conductance in D2 MSNs, removing FSI inhibition produces a 

smaller increase in firing frequency than in the control case. This result in the striatum is 

similar to that reported recently in the globus pallidus. Edgerton et al (2010) found that in 

the presence of synaptic excitation, the density of fast-sodium channels can alter the 

sensitivity of globus pallidus neurons to synaptic inhibition. The novel aspect of our 

result is that eliminating the correlation among FSIs restored the balance when NaF is the 

same in D1 and D2 MSNs. A possible mechanism is that the synchronized FSI inputs in 

combination with elevated NaF conductance may enhance NaF inactivation leading to 

lower firing rates.  Either lower NaF conductance or desynchronized FSI inputs avoids 

this NaF inactivation, permitting higher firing of D2 MSNs.  This mechanism is 

analogous to the enhancement in hippocampal FSI firing produced by Kv3.1 (Erisir et al., 

1999). Evaluation of the inactivation gate variable of NaF of D2 MSNs was not different 

between the different conditions (data not shown), possibly because of the increase in the 

firing frequency of D2 MSNs in the lower NaF condition. The increase in firing in the D2 

MSNs is predicted to increase inactivation which may mask the predicted reduction in 

inactivation per spike. 
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Functional Implications of Dopamine 

Dopamine may modulate the ability of FSIs to control striatal balance. Dopamine 

depletion has been shown to reduce the immediate-early gene response of PV+ neurons 

in the striatum (Trevitt et al., 2005). In addition, FSIs are depolarized by dopamine 

through D1/D5 receptors (Bracci et al., 2002; Centonze et al., 2003) and thus reduced 

dopamine can result in lower FSI input to both MSN classes. This makes reduction of FSI 

input a potential mechanism of disrupting striatal balance during dopamine depletion.   

The excitability differences between D1 and D2 MSNs in our model are due to 

modulation to synaptic and intrinsic channels. Changes to instrinsic channels were 

sufficient to replicate firing frequency differences between the two MSN classes in 

response to current injection (Fig 1) measured in identified D1 and D2 MSNs. This 

implies that the intrinsic excitability of D1 and D2 MSNs in the absence of dopamine 

should be more similar than in the control condition. This is consistent with recent studies 

using transgenic mice (Day et al., 2006; Chan et al., 2012), where the current-firing 

frequency curves of D1 MSNs in the control and dopamine depleted condition was 

indistinguishable whereas that of the D2 MSN had diminished considerably in the 

dopamine depleted condition. This reduced firing frequency profile of the D2 MSN 

during dopamine depletion was much closer to that of the D1 MSN than it was in the 

control condition (Chan et al., 2012), suggesting that ‘intrinsic’ differences in channel 

differences might be largely due to basal dopamine in slice preparations.  
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Modulation of MSN excitability by direct changes to properties of the intrinsic 

channels can also disrupt balanced striatal firing. In particular, L-type calcium channels 

have previously been identified as one of the key targets through which dopamine 

balances excitability in the striatal network (Surmeier et al., 2007; Flores-Barrera et al., 

2011). Additionally, L-type calcium channels are located near cortical synaptic inputs 

(Freund et al., 1984; Higley and Sabatini, 2010) and may be involved in corticostriatal 

integration. Flores-Barrera et al (2011) showed that blocking CaL produces imbalanced 

firing of D1 and D2 MSNs in response to synchronous input. Here, we show that striatal 

imbalance is also produced during block of CaL in response to asynchronous, in vivo-like 

input. Further removal of either FSI inputs or FSI correlation does not enhance the 

imbalance. This effect is also observed when CaL is increased in the D2 MSNs to match 

that of D1 MSNs. These results suggest that modulations to FSI inputs and to CaL on 

MSNs might have similar effects on MSN excitability. However, an alternative 

explanation for occlusion of the effect of removing FSI inputs is that the difference in 

firing between D1 and D2 MSNs has reached its maximum in the absence of differential 

L-type calcium channels. Thus, our simulations suggest that the absence of dopaminergic 

modulation of L-type calcium channels may be a mechanism whereby dopamine 

depletion disrupts striatal balance.  

 An imbalance in firing between D1 and D2 MSNs is not the only striatal 

mechanism considered to produce pathological globus pallidus activity. Changes to 

synchrony among MSNs have also been suggested to occur after loss of dopamine (Costa 

et al., 2006; Burkhardt et al., 2007). Experimental and computational studies have shown 
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that synchronously firing MSNs dynamically appear after dopamine depletion (Carrillo-

Reid et al., 2008; Humphries et al., 2009), with recent large-scale simulations suggesting 

that the feedback inhibitory connections between MSNs supports the formation and 

switching between of synchronous assemblies of MSNs (Ponzi and Wickens, 2010). It is 

not clear whether dopamine also causes a change in FSI correlation, and whether changes 

to FSI correlation would contribute to the change in MSN synchrony. 

A recent in vivo study reported that dopamine depletion leads to doubling of FSI 

input to D2 MSNs (Gittis et al., 2011a). Simulations done in that study predicted that this 

remodeling of FSI input increased the level of synchronization between MSNs. Doubling 

FSI input to D2 MSNs did not affect striatal balance in our network model (data not 

shown), suggesting that different mechanisms might be involved in producing 

imbalanced versus synchronous firing in the striatum. The link between striatal imbalance 

and increased correlation of MSNs thus should be explored further. 

In summary, using a large-scale network model of heterogeneous, biologically-

realistic striatal neurons we have demonstrated a critical role for the synchronization of 

FSIs through gap junctions in maintaining a balance between the direct and indirect 

pathway neurons of the striatum. We have also shown that the FSI control of this balance 

is mediated through channels governing intrinsic excitability differences between the D1 

and D2 MSNs, specifically the fast-sodium channels and L-type calcium channels. 
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CHAPTER THREE: DESYNCHRONIZATION OF FAST-SPIKING 

INTERNEURONS REDUCES ΒETA BAND OSCILLATIONS AND IMBALANCE 

IN FIRING IN THE DOPAMINE-DEPLETED STRIATUM 

Abstract  

 
Oscillations in the β-band (8-30 Hz) that emerge in the output nuclei of the basal ganglia 

during Parkinson’s disease, along with an imbalanced activation of the direct and indirect 

pathways, have been linked to the hypokinetic motor output associated with the disease. 

Though dopamine depletion causes a change in cellular and network properties in the 

striatum, it is unclear whether abnormal activity measured in the globus pallidus and 

substantia nigra pars reticulata is caused by abnormal striatal activity. Here we use a 

computational network model of medium spiny neurons (MSN) – fast spiking 

interneurons (FSI), based on data from several mammalian species, and find that robust 

β-band oscillations and imbalanced firing emerge from implementation of changes to 

cellular and circuit properties caused by dopamine depletion. These changes include a 

reduction in connections between MSNs, a doubling of FSI inhibition to D2 MSNs, an 

increase in D2 MSN dendritic excitability and a reduction in D2 MSN somatic 

excitability. The model reveals that the reduced decorrelation between MSNs due to 

weakened lateral inhibition enables the strong influence of synchronous FSIs on MSN 

firing and oscillations. Weakened lateral inhibition also produces an increased sensitivity 

of MSN output to cortical correlation, a condition relevant to the Parkinsonian striatum. 
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The oscillations of FSIs, in turn, are strongly modulated by fast electrical transmission 

between FSIs through gap junctions. These results suggest that pharmaceuticals that 

desynchronize FSI activity may provide a novel treatment for the enhanced β-band 

oscillations, imbalanced firing and motor dysfunction in Parkinson’s disease. 

 

Introduction 

The pathophysiology of Parkinson’s disease begins with the depletion of dopamine from 

the striatum and leads to an increase in oscillations in the globus pallidus and substantia 

nigra pars reticulata, especially in the 8-30 Hz range (β-band) (Brown and Williams, 

2005), and to an imbalance in the activation of the direct and indirect pathways (Albin et 

al., 1989; Bergman et al., 1990, 1994; Mallet et al., 2006). Studies report synchrony and 

oscillations within the cortex (Goldberg et al., 2002), the striatum (Courtemanche et al., 

2003; Costa et al., 2006; Jáidar et al., 2010; López-Huerta et al., 2013), and between the 

cortex and striatum (Costa et al., 2006) following dopamine deletion. These observations 

are consistent with the hypothesis that the striatum is the source of the aberrant activity; 

however, the closed feedback loop of the basal ganglia could be generating striatal 

oscillations. Furthermore, observed striatal changes caused by dopamine depletion have 

not been demonstrated to produce oscillatory activity. Enhanced acetylcholinergic tone in 

the striatum supports generation of oscillatory activity in both cortex and striatum 

(McCarthy et al., 2011), but different mechanisms may be operating during dopamine 

depletion. 



49 

 

 Several studies have identified changes in the cellular and circuit properties of 

the striatum caused by dopamine depletion, but their direct influence on the emergence of 

abnormal striatal oscillations and firing activity has largely been speculative. The cellular 

changes include increases in Ca
2+

 transients in D2 MSN distal dendrites (Day et al., 2006, 

2008b) and a reduction in D2 MSN somatic excitability (Chan et al., 2012). The circuit 

changes include a drastic reduction in lateral inhibition (LI) (MSN interconnections) 

(Taverna et al., 2008; Tecuapetla et al., 2009) and increased feedforward inhibition (FFI) 

from fast-spiking interneurons (FSIs) (Gittis et al., 2011a) to D2 MSNs. The limited 

knowledge on how these changes propagate through the striatal circuit to produce 

oscillations and changes to firing is due to the technical difficulty in experimentally 

isolating the effects of different GABAergic inputs in vivo.  

We developed a mathematical network model consisting of more than 1000 

biophysically realistic MSN and FSI model neurons to answer the following questions : 

1) Can the experimentally observed changes in connectivity and intrinsic excitability lead 

to emergence of β-band oscillations and imbalanced firing in the striatal network and to 

an increase in striatal susceptibility to cortical correlation? 2) Which cellular or circuit 

level changes are most important in modulating striatal imbalance and oscillations, and 

are there potential mechanisms that are suitable to target for pharmacological intervention 

to restore normal oscillatory activity in the striatum during dopamine depletion? The 

results indicate that the reduction in decorrelation by weakening of LI is critical in 

allowing FSI oscillatory activity to drive MSN oscillations in the dopamine-depletion. 

Weakened LI makes MSNs more sensitive to cortical correlation because FSIs tend to 
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synchronize in response to high cortical correlation. Our mathematical model further 

predicts that direct reduction of FSI oscillations through blocking gap junctions between 

FSIs is a viable mechanism for restoring normal oscillatory and firing activity in the 

striatum.  

 

Materials and Methods 

Striatal network 

A previously published striatal network model (Damodaran et al., 2014), 

consisting of 500 D1 MSNs, 500 D2 MSNs and 49 FSIs, was modified for the present 

study by changing intrinsic synaptic connections (i.e., GABAergic connections) as 

described below. The distance between each MSN soma in the model was 25 µm both in 

the x-axis and the y-axis (Tunstall et al., 2002), resulting in a 775x775 µm
2
 grid. At each 

grid location, the assignment of either D1 or D2 MSNs was random with probability=0.5. 

Each MSN receives input from 55% of striatal FSIs within 100 μm (Tecuapetla et al., 

2007), and between 4-27 converge on the same MSN (Koós and Tepper, 1999). Based on 

these estimates the 49 neuron FSI network corresponded to the FSI network seen by 1000 

postsynaptic MSNs. Though the percentage of FSIs is slightly larger than observed 

experimentally, a smaller number of FSIs would have incorrectly produced homogenous 

FSI input to each MSN in the network model. The 49 FSIs were evenly distributed in 

space.  

The morphology of both MSN models consisted of 189-compartments with 4 

primary dendrites which divide into 8 secondary and then 16 tertiary dendrites. Each 
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primary dendrite was 20 µm long, secondary dendrites were 24 µm and tertiary dendrites 

were comprised of 11 compartments, each 36 µm long. Each MSN neuron had the 

following ionic channels: Fast sodium, fast and slow transient potassium, inward-

rectifying potassium, delayed-rectifier potassium, calcium-dependent potassium, L-type 

calcium, N-type calcium, R-type calcium, T-type calcium. In addition, each MSN had the 

following synaptic channels: AMPA, NMDA and GABA. D1 and D2 MSN models were 

created by changing the maximal conductance of intrinsic and synaptic channels 

(Damodaran et al., 2014) from values used for our previous MSN model (Evans et al., 

2012b), based on experimental data measuring the effect of D1 and D2 receptor agonists, 

as summarized in Nicola et al. (2000) and Moyer et al. (2007). Each FSI in this network 

consisted of 127 compartments: one soma; 2 primary dendrites, 4 secondary dendrites 

and 8 tertiary dendrites. The channels incorporated in this model included a fast-sodium 

channel, Kv3.1, Kv1.3, A-type (transient) potassium channel, AMPA and GABA 

synaptic channels (Kotaleski et al., 2006b). A heterogeneous network of neurons was 

generated by changing the A-type (transient) potassium channel conductance (both MSNs 

and FSIs) and NMDA channel conductance (MSN only) by +10%. The range of activity 

of MSNs used in the network, in response to current injections, was within the range of 

experimentally observed responses (Damodaran et al., 2014).  

Intrinsic Synaptic Inputs 

MSNs had 227 GABA synapses (1 per isopotential compartment) with a distance-

dependent probability of GABAergic connection between MSNs and from FSIs to MSNs. 

GABAergic synapses on MSNs had a rise time constant of 0.75 ms, decay time constant 
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of 6.7 ms, and reversal potential of -60 mV (Czubayko and Plenz, 2002; Koos et al., 

2004b; Gittis et al., 2010).  Synapses from FSIs had a maximal conductance of 3.6 nS 

(Gittis et al., 2010) whereas the synapses between MSNs had a maximal conductance of 

0.75 nS (Koos et al., 2004b). The FSI-MSN synapses also were more proximal than 

MSN-MSN synapses (Oorschot et al., 2010). The gap junction connections between the 

FSIs were modeled as resistive elements between the primary dendrites, with a 

conductance of 0.5 nS, coupling coefficient of 25% and probability of gap junction 

connection between nearby FSIs (those within 100 µm) of 0.3 (Koós and Tepper, 1999; 

Tepper et al., 2004; Hjorth et al., 2009b).  Each FSI model had 93 GABA synaptic 

channels with a rise time constant of 1.33 ms, decay time constant of 4 ms, reversal 

potential of -60 mV, and maximal conductance of 1 nS (Gittis et al., 2010). The 

probability of chemical synapse connection between FSIs was 0.58 (Gittis et al., 2010) 

and was independent of the probability of gap junction connection. The difference in 

feedforward and lateral inhibition connectivity observed between the two MSN types in 

the control network was implemented for this study. Connection probability from D2 

MSNs to either type of MSN was doubled, and strength of connection was doubled from 

D2 MSNs as compared to connections from D1 MSNs (Taverna et al., 2008). 

Additionally, FSI connections to D1 MSNs were 15% more probable than were FSI-D2 

MSN connections (Gittis et al., 2010). The transmission delays were distance-based using 

a conduction velocity of 0.8 m/s for both FSI and MSN synapses (Wilson, 1986; Wilson 

et al., 1990; Tepper and Lee, 2007).    
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Extrinsic Synaptic Input 

Both MSN classes in this model have 360 AMPA and NMDA synaptic channels, and 

each FSI model has 127 AMPA synaptic channels. Glutamatergic input to all neurons 

was simulated as Poisson distributed spike trains (generated using MATLAB, version 

2007b, MathWorks) where each Poisson train represents activity from more than one 

cortical neuron, and each synaptic channel represents the population of synapses in a 

single isopotential compartment. Each excitatory synaptic channel in the MSN model 

receives an input of 5 Hz (unless otherwise stated) and each excitatory synaptic channel 

in the FSI model also receives an input of 5 Hz (unless otherwise stated) (Zheng and 

Wilson, 2002; Blackwell et al., 2003; Humphries et al., 2009). Since this study focuses on 

the relationship between striatal activity and motor deficits observed during dopamine 

depletion the distribution of cortical inputs to D1 and D2 MSNs matched the values 

reported from motor cortices to the MSNs with the D1 MSNs receiving 20% less inputs 

than D2 MSNs (Wall et al., 2013). Extrinsic GABA input to FSIs (70% of inputs), 

representing input from either globus pallidus or striatal neurons not included in the 

network, is provided by Poisson trains of 2 Hz producing a total of 207 GABAergic 

inputs per second (Kotaleski et al., 2006b).  

To introduce correlations within both the MSN and FSI input, each spike from the 

set of cortical spike trains was assigned to more than one synapse, with probability 

P=1/n, where      √ (   ) , N=number of synapses, and c=0.5 (Hjorth et al., 

2009b). To introduce between-neuron input correlation, an additional shared set of input 

spikes was generated. The between-neuron input correlation was then adjusted by 
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changing the fraction of input each neuron received from this shared pool (as opposed to 

the spike trains that were unique to each neuron). Cortical input correlation values of 0-

0.5 were referred to as low levels whereas input correlation values of 0.6-1 were referred 

to as high levels. For experiments where the contribution of different intrinsic properties 

to overall β-band power was investigated, cortical input correlation was fixed at 0.3 (to 

represent low input correlation) and at 0.6 (to represent high input correlation). This was 

done to evaluate the contribution of intrinsic properties with extrinsic input fixed.   

Dopamine depletion – Cellular changes  

The response to current injection and the dendritic excitability of MSNs during dopamine 

depletion were tuned to match experimental observations. The spine reduction in D2 

MSNs (Arbuthnott et al., 2000; Stephens et al., 2005; Day et al., 2006) was implemented 

by increasing the membrane resistance and decreasing membrane capacitance to account 

for spine loss (Koch and Zador, 1993) since the single neuron models did not have 

explicit spines. Additionally, transient K
+
 channels have been implicated in modulating 

dendritic excitability in the MSNs during dopamine depletion (Day et al., 2008b) and this 

was implemented by decreasing KAf channel conductance in D2 distal dendrites.  

Dopamine depletion – Circuit changes 

MSN-MSN connectivity was modulated differently based on the MSN types. All 

connections between D1 MSNs were removed, connection probability between D2 MSNs 

was reduced by 50 %, connection probability between D2 MSNs and D1 MSNs was 

reduced by 70% (Taverna et al., 2008). The strength of connections between MSNs was 

reduced by 70%. Connection probability from FSI to D2 MSNs was doubled with no 
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change to the conductance of FSI-MSN connections, as has been experimentally reported 

(Gittis et al., 2011a).  

Analysis of spikes 

The simulation time was 2 s with no downstates, and Python was used to analyze the 

resulting network spiking activity. To measure synchrony and oscillatory power, cross-

correlograms were constructed for each directly coupled neuron pair in the FSI and MSN 

network, and then averaged over the network (Damodaran et al., 2014). Correlation was 

corrected for firing frequency by subtracting the shuffled cross-correlograms (Rivlin-

Etzion et al., 2006) for the same network condition. The Fourier Transform was used for 

estimation of the power spectra for the different conditions. All simulations were 

repeated three times, each with a different random seed controlling intrinsic synaptic 

connections and extrinsic input. The firing frequency was expressed as mean + S.E.M of 

values obtained from the three different runs of each condition. Error bars in the figures 

represent S.E.M. Statistical analyses were performed using SAS, with N=3 networks for 

each condition. When only two groups were being compared, the procedure TTEST was 

used and P<0.01 was considered significant. When more than two groups were 

compared, analysis of variance was performed using the GLM. Post hoc analyses used 

Bonferroni correction for multiple comparisons with P<0.01 considered significant. 

The model was implemented in GENESIS (Bower and Beeman, 2007) and 

simulations used a time step of 100 µs. The model was based on data from several 

mammalian species of both sexes. Each network simulation experiment took three weeks 

to run. The simulation and output processing software along with the files used for the 
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simulations are freely available from the authors’ website: 

(http://krasnow.gmu.edu/CENlab/) and modelDB 

(http://senselab.med.yale.edu/ModelDB/). 

 

http://senselab.med.yale.edu/ModelDB/
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Results
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Figure 7. Differences in cellular and circuit properties between control and dopamine depletion conditions. 

(A,C) Current-Frequency curves for the model neuron with the median parameters (dashed lines) and experiments 

(solid lines). (A) D1 MSN (red), and (C) D2 MSN (Control: blue, No DA: green). Experimental data (solid) were 

replotted from published reports (Gertler et al., 2008b; Chan et al., 2012) for control and dopamine depletion 

conditions. (Inset) Models of D1 and D2 MSNs constructed with differences in intrinsic excitability reproduce 

electrophysiological dichotomy. The intrinsic channel conductances that differ between D1 and D2 MSNs are the L-

type calcium channels, fast-sodium channels, A-type potassium channels and inward-rectifying potassium channels. 

(B,D) Change in amplitude of calcium transients evoked by action potentials versus distance from the soma is 

calculated by normalizing the distal Ca2+ transient to the most proximal transient in D1 (B, red, dashed lines) and D2 

MSN (D, blue, dashed lines). Simulations are from D1 and D2 MSNs with the median parameters. Experimental data 

(solid lines) were replotted from a published report (Day et al., 2008b) for control (blue) and No DA (green) conditions. 

The magnitude of the Ca2+ transients decrements more in the D1 MSNs vs the D2 MSNs. The distal dendrites of D2 

MSNs have enhanced excitability during dopamine depletion vs control. (E) Schematic representation of network 

connections during control and dopamine depletion conditions. During dopamine depletion, increased synaptic 

connections of D2 MSNs by FSIs have been observed. Additionally, reduced and weaker lateral inhibition between 

MSNs, specifically an absence of presynaptic connections from D1 MSNs, has also been observed. 

 
Implementation of Dopamine Depletion changes 

In order to accurately model the response of the striatal network to changes in cellular 

and circuit properties, changes in medium spiny neuron excitability and inhibitory 

connectivity were implemented using biophysically and anatomically realistic 

compartmental neuron models (Evans et al., 2012b; Damodaran et al., 2014). Dopamine 

depletion was implemented by changing excitability through modulation of potassium 

channels in distal dendrites of D2 MSNs (Day et al., 2008b) and reduction of spines in 

D2 MSNs (see Methods; Arbuthnott et al., 2000; Stephens et al., 2005; Day et al., 2006) 

to produce firing frequency in response to somatic current injection (Fig. 7A,C, inset) 

consistent with experimental findings (Day et al., 2008b; Gertler et al., 2008b; Chan et 

al., 2012). The reduction in amplitude of calcium transients with distance from soma in 

D1 and D2 MSNs in normal dopamine, along with the increase in calcium transient 

amplitude in distal D2 MSN dendrites during dopamine depletion (Fig. 7B,D) also were 

consistent with empirical observations (Day et al., 2008b). In addition, reduction in 

strength and connectivity of MSNs (Taverna et al., 2008) and a selective increase in FSI-
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D2 MSN connectivity (Gittis et al., 2011a) were implemented as per experimental 

observations (Fig 7E).   
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Figure 8. Emergence of β-band oscillations in dopamine-depleted striatal network model. 

(A) Raster plot of 200 MSNs in the normal striatal network (Control) in response to (A1) low (0.3) and (A2) high (0.6) 

cortical input correlation. (B) Raster plot of 200 MSNs in the dopamine-depleted striatal network in response to (B1) 

low (0.3) and (B2) high (0.6) cortical input correlation. Raster plots depict first second of the 2 s simulation, with 

spikes from D1 MSNs indicated in red, and spikes from D2 MSNs indicated in blue. (C) Power spectra of normal 

striatal network in response to low (0.3) (light gray) and high (0.6) (black) cortical input correlation. The power of α- 

and β- band oscillations are higher in the network in response to high cortical input correlation. (D) Power spectra of 

dopamine-depleted striatal network in response to low (0.3) (light green) and high (0.6) (dark green) cortical input 

correlation. Power of α- and β- band oscillations are significantly increased in the dopamine depletion condition as 

compared to the control condition, especially in response to high cortical input correlation.  (E,F) Plot of β-band 

oscillation power vs cortical input correlation for D1 MSNs, D2 MSNs and all MSNs for the (E) control and (F) 

dopamine depletion conditions. MSNs have a higher power of β-band oscillations and an increased sensitivity to 

changes in cortical input correlation in the dopamine depletion condition as compared to control. β-band power of D2 

MSNs increases more than that of D1 MSNs in the transition from control to dopamine depletion.  (G) Higher β-band 

power of MSNs in the dopamine depletion condition as compared to the control condition in response to different input 

frequencies (5, 7 and 10 Hz). The effect is robust to changes in input frequency. The cortical input correlation is 0.6. 

(H) % difference in firing between D1 and D2 MSNs in the control and dopamine depletion conditions in response to 

different input frequencies (5, 7 and 10 Hz). % difference is calculated as difference divided by mean firing of D1 

MSNs. The imbalance in firing between the two MSN classes is also robust to changes in input frequency. The cortical 

input correlation is 0.6. Error bars represent S.E.M. 

 

 

Table 4: Balance in firing for different network conditions. Cortical input frequency 

is 5 Hz. Values shown are the mean + standard error mean, in Hz. 

Condition D1 D2  D1+D2 % Diff 

Control  

 

low 

corr:0.3 

3.3 + 0.1 3.5 + 0.13      3.4 + 0.1 6 

high 

corr:0.6 

3.5 + 0.12 3.8 + 0.14 3.65 + 0.13 9 

No DA low 

corr:0.3 

3.9 + 0.16 5.7 + 0.19 4.8 + 0.16 46 

high 

corr:0.6 

3.9 + 0.15       6.7 + 0.2 5.3 + 0.2 71 

No DA + 

No Gaps 

low 

corr:0.3 

3.3 + 0.12 3.5 + 0.13 3.4 + 0.13 6 

high 

corr:0.6 

3.4 + 0.14 3.6 + 0.13 3.5 + 0.14 5 

 

 

Emergent β-band oscillations and striatal imbalance sensitive to level of cortical 

input correlation 

Raster plots of our 1049-neuron striatal model (1000 heterogeneous MSNs, 49 

heterogeneous FSIs; see Methods)  reveal changes in MSN firing frequency and 

oscillatory behavior between the control (Fig 8A) and dopamine depletion (Fig 8B) 
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conditions similar to that observed in experimentally induced Parkinson’s Disease. Each 

excitatory synaptic channel in the MSN and FSI models receives an input of 5 Hz (unless 

otherwise stated) (Zheng and Wilson, 2002; Blackwell et al., 2003; Humphries et al., 

2009). The average firing frequency of MSNs and the imbalance in firing between D1 

and D2 MSNs are higher in the dopamine depleted network as compared to the control 

network (Table 4). The average rate for MSNs in the control condition in response to 

high cortical input correlation (0.6) is 3.6 +  0.13 Hz, consistent with the average MSN 

spiking rate seen in vivo during wakefulness (Mahon et al., 2006), with D1 and D2 MSNs 

firing at similar rates (Table 4, Fig 8H). MSNs fire at a higher overall rate (5.3 + 0.2 Hz) 

in the dopamine depleted network in response to high cortical input correlation, caused 

mostly by an increased firing of D2 MSNs (Table 4). The observed increase in MSN 

firing frequency after dopamine depletion is consistent with some in vivo studies (Kish et 

al., 1999; Tseng et al., 2001) though there is a report of overall decrease in the firing of 

all striatal neurons (Chang et al., 2006).  

The raster plots reveal enhanced oscillations in addition to the altered firing rates. 

In response to highly correlated cortical input, the power spectra of the entire population 

peaks at a frequency of 21 + 1.8 Hz in the dopamine depleted network whereas the power 

is more uniform across the different frequencies in the control network (Fig 8C,D). The 

overall β-band power of MSNs increases with increasing cortical input correlation 

especially after dopamine depletion (Fig 8E,F). This was confirmed using the GLM 

procedure with condition and cortical input correlation as the independent variables 

(F(3,59)=310.84, P<0.001; P(condition)<0.001, P(correlation)<0.001, 
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P(condition*correlation)<0.001). There are also peaks at lower frequencies in the power 

spectra of the dopamine depleted network, consistent with studies that report both lower 

and higher frequency of β-band oscillations in the basal ganglia output nuclei after 

dopamine depletion (Brown and Williams, 2005). The emergence of β-band oscillations 

(Fig 8G) and firing imbalance between D1 and D2 MSNs (Fig 8H) are independent of the 

frequency of the input trains confirming that these effects are not unique to a particular 

cortical firing frequency.   

In both the control and dopamine depleted networks, β-band power is higher for 

D2 MSNs than for D1 MSNS (Fig 8E,F). This was confirmed using the GLM procedure 

with condition and MSN class as the independent variables at a cortical input correlation 

of 0.6 (F(3,11)=46.74, P<0.001; P(condition)<0.001, P(MSN class)<0.001, 

P(condition*MSN class)<0.001). The cause of this difference in the control network is 

that D2 MSNs receive less inhibitory inputs than D1 MSNS, as observed experimentally 

(see Methods; Taverna et al., 2008; Gittis et al., 2010). When D1 and D2 MSNs receive 

similar inhibitory input under control conditions, they exhibit similar β-band power (data 

not shown). The asymmetry between D1 MSN and D2 MSN β-band power after 

dopamine depletion is explained by the differences in network connections that are 

producing the enhanced β-band power overall, and these are explained in the next 

section.  
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Figure 9. Contribution of network, cell properties and GABAergic decay constant to power of β-band 

oscillations. 

(A,B) Power of β-band oscillations is significantly increased from control when only LI is decreased or when only FFI 

is increased. Decreasing LI alone is significantly higher than increasing FFI alone. Changing only cellular properties of 

MSNs produced small changes to the power of β-band oscillations from the levels seen in control; * indicates P<0.01. 

(A) In response to high cortical input correlation decreasing LI alone produces β-band power close to that seen in the 

dopamine depletion condition. (B) In response to low cortical input correlation, both LI and FFI changes together were 

required to produce β-band power close to that seen in the dopamine depletion condition. (C) When the GABAergic 

decay constant was changed it shifted the peak oscillation frequency of the MSNs though the peak frequency remained 

with the β-band. The power spectra represented are for the dopamine depletion condition in response to high cortical 

input correlation (0.6). Error bars represent S.E.M. 

 
 

Reduction of LI results in largest change in β-band power in response to high 

cortical input correlation   

By isolating the different classes of changes implemented in the dopamine-depleted 

network, we investigated whether any one specific change was critical in producing the 

increase in β-band oscillations. The results presented for these experiments are for two 

values of cortical input correlation (low=0.3 or high=0.6) so as to evaluate the specific 

roles of cellular and circuit properties of the network, independent of the changes in 

extrinsic input.  Altering the experimentally observed changes to cellular properties but 

not the changes to circuit properties (only channel changes) resulted in a small increase in 

β-band power for both input correlation values (Fig 9). We then investigated the distinct 

contribution of alterations in either FFI or LI to changes in network activity. In response 

to high cortical input correlation, reducing LI alone was sufficient to increase β-band 

power close to the levels seen in the dopamine depletion condition whereas increasing 

FFI connectivity alone raised β-band power significantly less than that produced by 

reducing LI alone, though it was significantly higher than the power seen in control (Fig 

9A). GLM reveals that the β-band power for the control, dopamine depletion, only LI 

change, only FFI change and only cellular changes groups were significantly different 
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from each other [F(4,14) = 89.27, P<0.001]. Post hoc tests (Bonferroni correction for 

paired comparisons) show that β-band power for dopamine depletion ~= only LI change 

> only FFI change > only cellular changes ~= control (P<0.01). In response to low input 

correlation, reducing LI alone was not sufficient to increase β-band power to the levels 

seen in the dopamine depletion condition (Fig 9B), instead changes to both LI and FFI 

were required to recapitulate the dopamine depletion condition. GLM reveals that the β-

band power for the control, dopamine depletion, only LI change, only FFI change and 

only cellular changes groups were significantly different from each other F(4,14)=105.20, 

P<0.001.  Post hoc tests (Bonferroni correction for paired comparisons) show that β-band 

power for dopamine depletion > only LI change > only FFI change > only cellular 

changes ~= control (P<0.01). These results suggest a fundamental role for LI in the 

striatal network, namely to decorrelate the MSNs from synchronous input. Nonetheless, 

for decorrelation to play such a significant role during dopamine depletion, there must be 

sources of highly synchronous input to the network.  

We observed that the final frequency at which the MSN network oscillates is due 

to an interaction between multiple factors: level of inhibition (LI vs FFI) between MSNs, 

intrinsic excitability of MSNs, and GABAA-receptor decay time constant of MSNs. 

Changing the GABAergic decay constant shifted the peak oscillation frequency of the 

MSNs though the peak frequency remained within the β-band, when the constants were 

within the range of experimentally measured values (Koos et al., 2004; Gittis et al., 2010; 

Fig 9C). The power spectra shown are for the dopamine depletion condition in response 

to high cortical input correlation (0.6). The oscillations at β-band in the striatal network 
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model were thus an emergent property based on parameters constrained by 

experimentally observed measures. 

 

 

 
 

Figure 10. Blocking gap junctions compensates for weak decorrelation by LI during dopamine depletion.  

(A,B) Plot of β-band oscillation power vs cortical input correlation and power spectra for MSNs (A) and FSIs (B). 

(A1,B1)  MSNs are more sensitive to higher levels (0.6-1) of cortical input correlation during the dopamine depletion 

condition (light green) as compared to the control condition (black). FSIs with intact gap junctions (GJ, black) are also 

more sensitive to higher versus lower cortical input correlation levels, exhibiting a sigmoidal shaped input-output curve 

under the control condition. Removing gap junctions between FSIs (purple) reduced the FSI correlation, especially in 
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response to high cortical input correlation. Removing gap junctions between FSIs in the dopamine-depleted network 

restores sensitivity of MSNs to cortical input correlation (purple), to the sensitivity seen in the control condition. 

Blocking chemical synapses between FSIs (light brown) or increasing their conductance to equal the strength of 

GABAergic synapses between MSNs (cyan) did not alter the sensitivity of FSIs to cortical input correlation. Error bars 

represent S.E.M, and in some cases are smaller than the symbols. (A2, B2) Power spectra of MSNs and FSIs for 

different conditions in response to high cortical input correlation (0.6). (A2) The power of β-band oscillations increase 

drastically for the dopamine-depleted condition (green) as compared to the control condition (black). Blocking gap 

junctions between FSIs (purple) during the dopamine depletion condition restores the power of the oscillations to 

control levels. (B2) FSIs have higher power of oscillations as compared to the MSNs. FSIs do not undergo any changes 

in the dopamine-depleted condition in the network and thus they have the same oscillatory power in control and 

dopamine-depleted networks. Similar to MSNs during dopamine depletion, oscillatory power in the FSIs decreases 

with gap junction block. (C) Blocking all LI resulted in emergent β-band oscillations higher than that seen in dopamine 

depletion whereas an increase in LI connectivity from control levels lead to a decrease in β-band power. Reducing the 

cortical input correlation only to FSIs (0.6 to 0.3) was also sufficient to reduce β-band power of MSNs. The values 

shown are for the MSN network in response to high cortical input correlation (0.6). The control and dopamine 

depletion bars are the same as the bars depicted in Fig 3 for the respective conditions and were placed in this panel for 

comparison purposes. (D) % of Reduction in β-band power by blocking gap junctions or reducing FSI input correlation 

for varying levels of intact LI in the MSN network. Lower the level of LI higher the % of reduction in β-band power in 

response to reduction in FSI correlation.* indicates P<0.01. Error bars represent S.E.M. 

 
 

Blocking gap junctions restores MSN oscillations and firing during dopamine 

depletion 

Two significant feedforward inputs to MSNs are the cortical (excitatory) and FFI input, 

and their effects on MSN β-band power are investigated next. The power of β-band 

oscillations of the MSN population increases only slightly with increasing cortical input 

correlation under the control condition, but increases dramatically during dopamine 

depletion (Fig. 10A), especially for higher levels of cortical input correlation (0.6-1). 

Prior research demonstrating that cortical input synchrony is required for gap junctions to 

correlate FSIs (Hjorth et al., 2009b; Damodaran et al., 2014), prompted us to evaluate the 

oscillations of the FSI network. The power spectra of the FSI network (Fig 10B) reveals 

highly oscillatory behavior among the FSIs in the control condition, in response to high 

levels of cortical input correlation. The sharp increase in FSI β-band power at 0.6 cortical 

input correlation is due to a threshold effect, at which the influence of gap junctions 

between FSIs transition from a predominantly shunting effect to a predominantly 
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synchronizing effect (Hjorth et al., 2009b; Russo et al., 2013). The threshold and the 

sensitivity of FSIs to cortical input correlation is robust to small changes in gap junction 

conductance, but can be modified by large changes. Specifically, a change from 0.5 nS to 

3 nS reduced the level of cortical input correlation required to significantly increase the 

power of oscillations of the FSIs to 0.5 instead of 0.6 (data not shown). Though FSIs are 

connected by GABAergic synapses, these are not sufficient to decorrelate the FSIs, as 

blocking them did not have an effect on the response of the FSIs to cortical input 

correlation (Fig 10B). 

We separated the contribution of cortical from FSI correlation by altering FSI 

correlation using several methods. First, providing low cortical input correlation (0.3) to 

FSIs, independent of the cortical input correlation to MSNs, was sufficient to bring the 

MSN β-band power to that seen during the control condition (Figure 10C; Control vs 

reduced FSI: T(4)=-0.8, P=0.48). Second, electrical synapses have been implicated to be 

responsible for oscillations of FSIs in other brain regions (Draguhn et al., 1998; 

Whittington and Traub, 2003). Thus, we reduced the level of FSI correlation independent 

of its cortical input correlation, by blocking gap junctions. This manipulation drastically 

reduced the power of β-band oscillations of both FSIs (Fig 10B) and MSNs to control 

levels (Fig 10A; Control vs no gap junctions: T(4)=0.5, P=0.66). Blocking gap junctions 

also restored balanced firing between D1 and D2 MSNs in the dopamine depleted 

network (Table 4). This effect is independent of the presence of GABAergic synapses 

between FSIs as blocking or increasing GABAergic conductance between FSIs did not 

have an effect on the response of the FSIs to cortical correlation (Fig 10B). This is 
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consistent with a recent study in mouse striatal slices that reported the effect of gap 

junctions on firing and synchronicity of FSIs being independent of GABAergic synapses 

(Russo et al., 2013).  These results identify a specific and tangible mechanism through 

which balance and oscillatory power of MSNs can be modulated. 

To better understand the contribution of LI towards enhanced β-band oscillations, 

the interaction between LI manipulation and reduced FSI correlation was evaluated in 

response to high cortical input correlation. Just eliminating LI in the control network 

produced highly oscillatory MSN activity in the β-band whereas doubling LI (as 

compared to control levels) attenuated the existing β-band oscillations in the control 

network, confirming the robust decorrelation effect of LI (Fig 10C). Additionally, the 

percentage reduction in MSN β-band power was independent of the method for reducing 

FSI correlation (either blocking gap junctions or reducing FSI input correlation) but did 

depend on the level of LI between the MSNs (GLM: F(7,23) = 104.56, P<0.001, 

P(method)=0.3482; P(LI)<0.001; Fig 10D). Specifically, eliminating FSI correlation has 

a significantly smaller effect on the normal or high LI connection networks. Post-hoc 

tests show that percentage reduction in β-band power in the MSNs due to reduction of 

FSI correlation for no LI > dopamine depletion > control > double LI (P<0.01). In 

summary, the reduced decorrelation due to weaker LI connectivity allows MSNs to be 

controlled by increased FSI correlation and subsequently increased cortical correlation. 

 

 

 



71 

 

 

 

Table 5: α-band power for different conditions. Values shown are the mean + 

standard error mean, in s
2
. 

Condition α-band power 

Control (high corr;0.6) 21 + 1.8 

Dopamine depletion (high corr;0.6) 40 + 3.3 

Dopamine depletion + No GJ (high 

corr;0.6) 

16 + 1.1 

 

 

The importance of β-band oscillations in Parkinson’s disease has been extensively 

studied but the contribution of oscillations in other bands, specifically α-band, is less 

clear. Pathological oscillations in the α-band (3-8 Hz) develop in the globus pallidus 

internal segment and in the subthalamic nucleus of some monkeys after MPTP treatment 

and of Parkinson’s disease patients with tremor at rest (Brown, 2003; Hutchison et al., 

2004). Our striatal network model is consistent with this observation and produces a 

doubling in the power of emergent α-band oscillations, in response to high input 

correlation, in dopamine depletion as compared to control. Blocking gap junctions 

between FSIs in the dopamine depleted network results in a reduction in the α-band 

power to levels slightly lower than the control condition (Table 5). Our network also 

produces γ-band oscillations though they had lower power and did not change 
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significantly across conditions. Thus, although dopamine depletion and restorative 

measures applied to FSIs predominantly affect β-band oscillations, the effect on α- band 

oscillations is consistent with existing experiments and theories on Parkinson’s disease.  
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Figure 11. Contribution of striatum to abnormal oscillatory activity experimentally observed in Parkinson’s 

Disease. 
(A) Feedback loop amplifies correlation during dopamine depletion. Each column represents a different state, and 

within each column the x-axis represents time. The tan boxes with gray and green bell-shaped traces represent choice 

points, where the subsequent state of the cortex-striatum loop depends on whether dopamine is normal (gray) or 

depleted (green). A normal transient increase in cortical correlation (State 1, gray cortical trace) is decorrelated by the 
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normal striatum (State 1, striatal gray trace), thus the cortex and striatum remain in the normal state of transient 

increases in correlation. In the dopamine-depleted striatum (State 1, striatal green trace), the transient increase in 

cortical correlation leads to a higher striatal correlation, with a subsequent transition into State 2 which has a higher 

cortical correlation. Feedback from striatum to the cortex through the GP-STN loop contributes towards increased 

cortical correlation (State 2, cortical green trace). The normal striatum can decorrelate even this elevated cortical 

correlation (State 2, striatal gray trace), but the dopamine-depleted striatum produces a further increase in correlation 

(State 2, striatal green trace) with a subsequent transition into State 3 with higher and more prolonged cortical 

correlation. In State 3, the striatum is unable to decorrelate the cortex, thus no gray, low correlation striatal trace is 

shown.  (B) Raster plot of 200 MSNs in the dopamine-depleted striatal network in response to a switch in cortical input 

correlation from 0.3 to 0.6 at t= 1s (indicated by arrow). (C) Cortical input correlation (top) and striatal oscillations, 

measured as power of β-band oscillations (bottom), showing that the dopamine-depleted striatal network takes only ~60 

ms to respond to the switch in cortical input correlation. The first 0.1 s was eliminated from the analysis since it 

represents transient increase as the network transitions from the downstate. 

 

 

Striatal network responds quickly to increases in cortical correlation 

Our simulation results suggest that synchrony and oscillations emerge from the feedback 

loop from cortex to striatum and ultimately back to the cortex. Small increases in cortical 

correlation, as observed experimentally (Riehle et al., 1997, 2000; Engelhard et al., 

2013), are decorrelated by the normal striatum, but instead are amplified by the 

dopamine-depleted striatum (Fig 11A). The enhanced striatal synchrony, possibly 

amplified by globus pallidus and subthalamic nucleus (Plenz and Kital, 1999; Brown, 

2007) are transmitted back to the cortex, enhancing its correlation even further. Our 

simulations show that one second (or longer) of cortical correlation is sufficient to 

produce striatal synchrony and oscillations, but what if the increases in cortical 

correlation are briefer than one second? In order for this positive feedback loop of 

correlation to produce the pathological synchrony and oscillations, the striatum should be 

able to respond quickly to this transient increase. We tested this hypothesis by measuring 

the time required for the striatum to increase its correlation following a change in cortical 

correlation. Results show that the increase in striatal oscillations is detectable within ~60 

ms (Fig 11B,C), suggesting that the network does not require a long period of time to 
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register a change in cortical correlation. This allows the pathological correlation feedback 

loop to amplify these normal, transient increases in correlation observed during behavior. 

 
Discussion 

Our results, using a striatal network model, demonstrate that dopamine depletion 

produces an increase in striatal oscillations in the β-band, as measured by multi-unit 

activity. Due to the difficulty in recording simultaneously from multiple units in the 

striatum, most measurements of synchrony and oscillations in the striatum employ local 

field recordings (Bergman et al., 1994; Mallet et al., 2006). Our measurements of 

correlation between MSNs is based on directly coupled pairs of MSNs; whereas 

measurement of correlation among the entire population reveals no correlations, 

suggesting that even multi-unit recordings using electrode arrays in vivo may not detect 

such correlations. However, our result is consistent with measurements from dopamine-

depleted brain slices that show increases in the number of co-active neurons (Jáidar et al., 

2010). The most significant mechanism producing the increased oscillatory activity is a 

reduction in LI caused by dopamine depletion, making MSNs more sensitive to 

correlated input from cortex and FSIs.  

 

Firing imbalance between D1 and D2 MSNs accompanies changes to β-band 

oscillations 

The dopamine depleted network also exhibits emergent changes to overall MSN spiking 

frequency and imbalance in firing between D1 and D2 MSNs. Our network exhibits an 
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overall increase in firing, caused by a much higher increase in D2 MSNs than in D1 

MSNs, resulting in an imbalance in activity between the two classes. This result is 

consistent with two in vivo studies that reported increases in MSN firing in 6-OHDA 

animals (Kish et al., 1999; Tseng et al., 2001), though another study showed a decrease in 

overall striatal activity (Chang et al., 2006). The increased firing of D2 MSNs and 

imbalance between D2 MSNs and D1 MSNs during dopamine depletion also is consistent 

with in vivo studies on 6-OHDA animals with identified MSNs (Mallet et al., 2006).   

  

Interneuron contributions to striatal β-band oscillations   

In addition to FFI from FSIs and LI from MSNs, MSNs are modulated by cholinergic 

interneurons in the striatum (Kreitzer, 2009), whose activity is modulated by dopamine. 

Changes in cellular and circuit properties of the MSN network in our model are 

predominantly based on the 6-OHDA experimental model in which acetylcholine levels 

increase after dopamine depletion (Ikarashi et al., 1997). Therefore, the effects of 

dopamine mediated changes on cholinergic modulation of the MSN network and 

consequently on MSN firing are accounted for in the model. A recent study that modeled 

the effects of cholinergic modulation reported that increased cholinergic modulation 

results in reduced potassium currents in MSNs, consequently leading to stronger effects 

of MSN inhibition and the emergence of β-band oscillations in dopamine depletion 

(McCarthy et al., 2011). In addition, bath application of acetylcholine results in a 

reduction of FSI-MSN conductance (Koós and Tepper, 2002); however, a recent in vivo 

study has shown that during dopamine depletion FSI-MSN conductance is similar to that 
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recorded during healthy conditions (Gittis et al., 2011a). This suggests changes in striatal 

activity caused by dopamine depletion cannot be explained solely by increases in 

acetylcholinergic tone. Nonetheless, it remains possible that abnormalities in 

neuromodulators evolve during Parkinson’s Disease, with a phase where dopamine 

depletion produces β-band oscillations in the striatal network, and a phase where 

increased acetylcholine levels produce β-band oscillations. 

Our computational model suggests that, although FFI from FSIs strongly 

contributes to the high β-band oscillations in the striatum during dopamine depletion, the 

decrease in LI critically allows the MSNs to be synchronized by the FSIs. Interneurons in 

other brain regions have been shown to maintain large-scale oscillations at various 

frequencies (Gray, 1994; Buzsáki and Chrobak, 1995) and FSIs in our network produce 

strong oscillations in the 20-60 Hz range, consistent with the firing patterns observed in 

vivo (Sciamanna and Wilson, 2011). Though not included in our model, low-threshold 

spiking interneurons exhibit oscillatory activity at lower frequencies than FSIs (Beatty et 

al., 2012), and may contribute to MSN synchrony, but are not required to produce β-band 

oscillations in our model. The oscillations in MSNs emerge at lower frequencies than 

those of FSIs, indicating that correlation between oscillations and frequency does not 

imply causation. Despite the strong oscillatory power of FSIs, incorporating only the 

increase in FSI-MSN connectivity leads to an increase in MSN β-band power smaller 

than that of reducing LI alone. Nonetheless, the increase in β-band power is consistent 

with results from a simple striatal model showing that increase FFI alone could produce 

synchrony (Gittis et al., 2011a). In contrast to other brain regions, strong control of MSN 
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synchrony by FSIs is not observed in the striatum because the effect of oscillatory FFI on 

the MSNs is opposed by strong LI under control dopamine conditions, but is unmasked 

when LI is reduced in Parkinson’s Disease. The powerful role of LI seems counter-

intuitive given the observation of inhibition from MSNs being weaker in strength and 

more distal as compared to FFI inhibition (Plenz, 2003). On the other hand, our 

computational result is supported by a recent experimental study showing that LI is 

strong enough to decrease firing of a subset of MSNs in response to antidromic 

stimulation from the globus pallidus (López-Huerta et al., 2013). In summary, of the two 

circuits, changes to the LI circuit produce more widespread changes to MSN oscillations 

than do changes to the FFI circuit.  

 

Gap junctions as a target to restore basal ganglia oscillations and balance 

In order to restore activity to control levels in the Parkinsonian striatum, mechanisms that 

selectively modulate FSI synchrony were targeted. FSIs are not simple ‘integrate and 

fire’ devices as transient activation may activate voltage-dependent conductances, and 

enable the cell membrane potential to oscillate (Sciamanna and Wilson, 2011). 

Specifically, interneurons have been demonstrated to maintain population synchrony 

through gap junctions in the hippocampus and cortex (Michelson and Wong, 1994; 

Draguhn et al., 1998; Whittington and Traub, 2003; Nimmrich et al., 2005), though not 

the normal striatum (Berke, 2008; Russo et al., 2013). Accordingly, removing fast 

electrical transmission between FSIs by blocking gap junctions was sufficient to reduce 

the power of β-band oscillations in the dopamine-depleted network, specifically in 
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response to high cortical input correlation. Thus, gap junctions are critical to maintain 

synchrony and in the modulation of oscillations in the FSI network and consequently in 

the MSNs.  

This action of gap junctions likely is present in vivo even though functional 

coupling between striatal FSIs has not yet been observed in vivo. Several reasons may 

explain why electrical coupling between FSIs has been demonstrated in multiple in vitro 

studies (Koós and Tepper, 1999; Russo et al., 2013), but not in vivo. One reason is that 

the coupling is quite weak and uncorrelated cortical inputs do not produce correlated FSI 

firing.  A second reason is that, even in slice, demonstrating FSI coupling required 

repetitive action potential initiation in one of a pair of coupled neurons. The high cortical 

input correlation required to synchronize FSIs does indeed occur transiently during motor 

activity. Gage et al. (2010) show that large number of FSIs are active around the time of 

action selection, and motor planning has been suggested to result in increases in cortical 

spike synchronization (Riehle et al., 1997, 2000). Our model thus makes an important, 

experimentally testable prediction: selectively inhibiting gap junctions is sufficient to 

restore striatal firing and β-band oscillatory activity in the Parkinsonian striatum to 

control levels. 

The dopamine-depleted striatum was sensitive to changes in cortical correlation 

and increased cortical correlation was critical to produce increased striatal oscillations. 

This suggests that a positive feedback loop, from cortex, to striatum, and ultimately back 

to cortex is required for the oscillations observed in vivo. If the increase in cortical 

correlation lasts for a long period of time, the striatum has multiple opportunities to 
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respond to and transmit this increase in cortical correlation. Even if the increase in 

cortical correlation is transient, as observed during behavior (Averbeck and Lee, 2004; 

Harris and Thiele, 2011), the striatal network model requires less than 60 ms to respond 

to a change in cortical correlation. The striatal output reaches the cortex via the globus 

pallidus; thus the feedback loop will not function if this structure decorrelates striatal 

output.  The increased synchrony in the globus pallidus during dopamine depletion 

(Brown, 2007) and the oscillatory feedback loop between globus pallidus and 

subthalamic nucleus (Plenz and Kital, 1999) appears to amplify, rather than reduce, 

striatal oscillations. Furthermore, the recently discovered feedback connections from 

globus pallidus to striatum (Mallet et al., 2012b) may be an additional source of 

synchronizing input to the striatum not yet included in our model. Collectively, our 

network simulations together with experimental observations suggest that the positive 

feedback loop of correlation from cortex to stratum and back to the cortex through the 

globus pallidus can produce the pathological synchrony and oscillations observed in 

Parkinson’s disease. Opening up the feedback loop at any stage should normalize basal 

ganglia activity, and our model suggests the striatum is a plausible stage since reducing 

FFI synchrony, by blocking gap junctions of the FSIs, is sufficient to restore sensitivity of 

the striatum to changes in cortical synchrony to control levels. 
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CHAPTER FOUR: CALCIUM DYNAMICS PREDICTS DIRECTION OF 

SYNAPTIC PLASTICITY IN STRIATAL SPINY PROJECTION NEURONS 

Abstract 

 
The striatum is a major site of learning and memory formation for sensorimotor and 

cognitive association. One of the mechanisms used by the brain for memory storage is 

synaptic plasticity – the long lasting, activity-dependent change in synaptic strength. All 

forms of synaptic plasticity require an elevation in intracellular calcium, and a common 

hypothesis is that the amplitude and duration of calcium transients can determine the 

direction of synaptic plasticity. The utility of this hypothesis in the striatum is unclear in 

part because dopamine is required by striatal plasticity and in part because of the 

diversity in stimulation paradigms.  To test whether calcium can predict plasticity 

direction, we developed a calcium-based plasticity rule using a model MSN with 

sophisticated calcium dynamics including calcium diffusion, buffering, and pump 

extrusion. We utilize a spike-timing-dependent plasticity (STDP) induction paradigm, in 

which post-synaptic potentials are paired with precisely timed action potentials and the 

timing of such pairing determines whether potentiation or depression will occur. Results 

show that calcium amplitude and duration are sufficient to predict a wide range of 

experimental plasticity outcomes. 
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Introduction 

The striatum, the principal input nucleus of the basal ganglia, is a major site of learning 

and memory formation for sensorimotor and cognitive association. A biophysical 

mechanism underlying memory storage is activity-dependent plasticity (Magee and 

Johnston, 1997; Markram et al., 1997; Bi and Poo, 1998; Campanac and Debanne, 2008), 

which is the change in synaptic strength in response to patterns of synaptic input. Both 

long term potentiation (LTP) and long term depression (LTD) can be induced with 

different stimulation patterns at corticostriatal synapses  (Calabresi et al., 1996; Mahon et 

al., 2004; Costa, 2007; Kreitzer and Malenka, 2008; Wickens, 2009; Fino and Venance, 

2010), and the change in synaptic plasticity after learning (Hawes et al., In Press; Yin et 

al., 2009) demonstrates its relevance for learning. Additionally, corticostriatal plasticity is 

significantly modulated in several pathologies affecting the basal ganglia (Calabresi et 

al., 1996; Kreitzer and Malenka, 2008; Lovinger and Mathur, 2012). Therefore, 

understanding the mechanisms underlying synaptic plasticity will illuminate mechanisms 

of memory storage in health and disease.  

 Though diverse signaling pathways are recruited by different stimulation patterns, 

all forms of cortico-striatal synaptic plasticity requires an elevation in intracellular 

calcium concentration. One of the methods of inducing synaptic plasticity is by pairing 

post-synaptic potentials with precisely timed action potentials, a phenomenon called 

spike-timing-dependent plasticity (STDP). Pairing of back-propagating action potentials 

(bAPs) with either glutamate uncaging (Carter and Sabatini, 2004) or naturally occurring 

upstates (Kerr and Plenz, 2002, 2004) increases the calcium transients produced by 
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synaptic inputs to MSNs. The increase in calcium transients caused by pairing has the 

potential to engage STDP mechanisms as was shown by (Shindou et al., 2011), who 

reported a spine calcium threshold for induction of LTD at corticostriatal synapses in 

response to STDP protocols. A common hypothesis is that the amplitude and duration of 

calcium transients can determine the direction of synaptic plasticity (Evans and 

Blackwell, In Press), and a recent computational implementation of this hypothesis 

Graupner and Brunel (2012) was able to predict a large diversity of STDP curves in the 

hippocampus and cortex.  But it is not clear whether calcium alone can predict striatal 

synaptic plasticity, in part because dopamine is critical for striatal synaptic plasticity.  

We developed a calcium-based plasticity rule using a model MSN with 

sophisticated calcium dynamics including calcium diffusion, buffering, and pump 

extrusion to answer the following questions : 1) Can a calcium-based plasticity rule 

reliably replicate corticostriatal plasticity in both classes of  MSNs in response to diverse 

STDP protocols? 2) Can a calcium-based plasticity rule account for the effects of chronic 

dopamine on striatal plasticity? The results indicate that calcium amplitude and duration 

together can predict a wide range of experimental plasticity outcomes.  

 

Materials and Methods 

MSN morphology 

We modified a previously published MSN model (Evans et al., 2013), which had realistic 

electrophysiological activity and calcium dynamics, by incorporating spines.   The 

morphology of the MSN model consisted of 189-compartments with 4 primary dendrites 
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subdivided into 8 secondary and then 16 tertiary dendrites. Each primary dendrite was 12 

µm long, secondary dendrites were 14 µm and tertiary dendrites were comprised of 11 

contiguous 18-µm-long compartments. Spines, comprised of a 0.5 µm diameter, 0.5 µm 

length cylindrical head compartment and 0.12 µm diameter, 0.5 µm length cylindrical 

neck compartment, were added at a density of 0.3 / µm to primary, secondary and tertiary 

dendrites.  

Ionic channels 

The ionic channels in this model are similar to our previous model (Evans et al., 2013), 

with conductance densities adjusted to produce shallow afterhyperpolarizations (AHPs) 

similar to that measured in dorsal striatum. Briefly, the model contains one fast sodium 

channel (Naf) (Ogata and Tatebayashi, 1990) and four voltage-gated potassium channels: 

a fast potassium A channel (Kaf, Kv4.2) (Tkatch et al. 2000), a slow potassium A 

channel (Kas, Kv1.2) (Shen et al., 2004), a resistant persistent potassium channel (Krp) 

(Nisenbaum and Wilson, 1995), and an inwardly rectifying potassium channel (Kir) 

(Steephen and Manchanda, 2009). The model also contains two calcium activated 

potassium channels: the big conductance BK channel and the small conductance SK 

channel. All equations governing the kinetics of these channels are described in (Evans et 

al., 2013).   

Calcium dynamics 

Five voltage gated calcium channels (VGCCs) are included in this model.  High voltage 

activated channels include CaR (Foehring et al. 2000; Brevi et al. 2001), CaN (Cav2.2) 

(Kasai and Neher, 1992; Bargas et al., 1994; McNaughton and Randall, 1997), and 
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CaL1.2 (Cav1.2) (Kasai and Neher, 1992; Bargas et al., 1994; Wolf et al., 2005; 

Tuckwell, 2012).  Low voltage activated channels include CaT (Cav3.3, α1G) (McRory 

et al., 2001) and CaL1.3 (Cav1.3) (Wolf et al., 2005; Tuckwell, 2012). All of these 

channels are distributed in the dendrites, whereas only CaR, CaL1.2 and CaL1.3 are 

included in the spines (Carter and Sabatini, 2004; Olson et al., 2005; Higley and Sabatini, 

2010).  Calcium channel kinetics and equations are in (Evans et al., 2013). For each 

calcium channel, the Goldman-Hodgkin-Katz (GHK) formula is applied to accurately 

compute the driving potential for these channels.  

Calcium dynamics were implemented using the calcium difshell object in 

GENESIS, which integrates changes to calcium concentration produced by calcium 

influx, buffers, pumps and diffusion (Evans et al., 2013). A thin (0.1µm) submembrane 

shell was created as the outermost shell and concentric shells progressively doubling in 

thickness were added within the soma and each dendritic electrical compartment. One 

dimensional calcium diffusion between calcium compartments occurred at a rate of 

200µm
2
/sec (Allbritton et al.1992). Calcium extrusion was achieved by the addition of 

two Michaelis-Menten pumps in the spines and submembrane shells: a high affinity 

pump (Km=0.3e-3 mM) representing the plasma membrane calcium exchanger, with 

Kcat=85 pmol/(cm
2
/s) in the soma, 12 pmol/(cm

2
/s) in the dendrites and 7 pmol/(cm

2
/s)  in 

the spines; and a low affinity pump (Km=1e-3 mM) representing the sodium calcium 

exchanger, with Kcat= 30 pmol/(cm
2
/s) in the spines. The endogenous calcium buffers 

calbindin and calmodulin (both N and C terminal binding site) were included using the 
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difbuffer object in GENESIS, with concentrations and kinetics taken from published 

models (Evans et al., 2013).  

Ca
2+

 dynamics in the dendritic spine and dendritic shaft were tuned to match the 

response to two-photon uncaging of glutamate, or somatically evoked action potentials 

(Shindou et al., 2011) (Fig 1). The AMPA and NMDA receptors were located on spine 

heads, with the NMDA/AMPA ratio for both MSN classes set to 1/1, which falls in the 

middle of the range reported in the striatum (Logan et al., 2007; Popescu et al., 2007; 

Ding et al., 2008). The conductance of the AMPA receptor channels and the density of 

voltage-dependent calcium channels (VDCC) in the spines were adjusted to produce the 

measured peak calcium concentration in the presence of 300 µM Fluo5F (Shindou et al., 

2011). For the cases where the effects of simple calcium dynamics were tested a single 

time constant of decay was used to model calcium dynamics in the spines, with the 

calcium in the dendritic shafts still modeled using sophisticated calcium dynamics.  

Plasticity rule 

To evaluate the ability of calcium dynamics to predict plasticity, we developed a weight 

change rule based on calcium dynamics (in the absence of Fluo5F) in the post-synaptic 

density (PSD) region of the spine (Fig 2D). The weight of the cortico-striatal synapse was 

set to increase if the amplitude of the postsynaptic calcium transient was larger than the 

higher, potentiation thresholds. The weight was set to decrease if the amplitude of the 

postsynaptic calcium transient was lower than the potentiation threshold but higher than 

the lower, depression threshold. No change in weight occurred if the calcium was below 

the depression threshold. 
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STDP protocols 

The plasticity rule was applied to three different STDP protocols which experimentally 

blocked GABAA receptors. This was done because GABA has been reported to reverse 

STDP in the striatum through modulation of calcium channels (Paille et al., 2013). The 

first protocol consisted of 4-60 pairings of a single bAP (induced with 4 ms 1 nA somatic 

current injection) repeated at 0.1 Hz, with the bAP preceded by an EPSP (Pre-Post, Δt 

=+10 ms) or the bAP followed by an EPSP (negative timing, Δt=-30 ms) (Pawlak and 

Kerr, 2008). Δt is measured from the onset of the EPSP to the onset of the bAP.  The 

second protocol consisted of 60 pairings repeated at 1 Hz  of a single bAP evoked with a 

longer duration (30 ms) but lower amplitude (0.7 nA) current injection (Fino et al., 2010), 

with timing between the EPSP and bAP the same as for the previous protocol. The third 

protocol consisted of trains of five bursts (bursts separated by 200 ms) repeated at 0.1 Hz, 

with each burst composed of three bAPs (evoked by 5ms of 1nA somatic current 

injection, repeated at 50 Hz). For Pre-Post pairing, each bAP in the burst was preceded 

(+5 ms) by a single EPSP, yielding three EPSPs repeated at 50 Hz per burst, whereas for 

Post-Pre pairing the three bAPs were followed (-10 ms) by a single EPSP  (Shen et al., 

2008). Although this protocol delivered a different number of EPSPs for forward versus 

backward pairing, it was implemented since it was the only protocol applied to identified 

D1 and D2 MSNs and also to the dopamine depleted striatum. 

Simulation 

The model was implemented in GENESIS (Bower and Beeman, 2007) and simulations 

used a time step of 100 µs. The model was based on data from several mammalian 
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species of both sexes. The simulation and output processing software along with the files 

used for the simulations are freely available from the authors’ website: 

(http://krasnow.gmu.edu/CENlab/) and modelDB 

(http://senselab.med.yale.edu/ModelDB/). 

 

Results 

We created a model of electrical activity and calcium dynamics in D1 and D2 MSNs in 

order to evaluate whether calcium dynamics could predict the direction of plasticity.  

Because of the complexity of synaptic plasticity rules and because changes in synaptic 

strength are likely to depend on spine calcium, calcium dynamics were explicitly 

controlled by diffusion, several buffers, and membrane pumps, both in the dendrites and 

in the spines. As in our previous model (Evans et al., 2013), Ca
2+

 transients produced in 

the dendritic shaft increase from the soma to the proximal tertiary dendrite, and then 

decrease with distance along the tertiary dendrite (Kerr and Plenz, 2002; Day et al., 

2008), due to a decrease in sodium channel density. Prior to developing a calcium-based 

plasticity rule we adjusted calcium control mechanisms in the spines to replicate 

experimental measures of calcium dynamics in spines.  

http://senselab.med.yale.edu/ModelDB/
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Figure 12. Validation of calcium response in dendrite and dendritic spine. (A) Simulated responses of calcium 

transients (in μM) in dendritic spines in response to EPSP alone (A1) and bAPs alone (A2). (B) Simulated responses of 

calcium transients (in μM) in dendritic shaft in response to EPSP alone (B1) and bAPs alone (B2). (C) Simulated 

responses of calcium transients (in μM) in dendritic spine in response to Pre-Post pairing of EPSP and three bAPs 

(Δt=+10ms) (C1) and Post-Pre pairing of EPSP and three bAPs (Δt=-30ms) (C2). Experimental traces were adapted 

from (Shindou et al., 2011). All traces show the calcium bound Fluo5F, converted to calcium concentration using the 

equation provided in Shindou et al. 2011. 

 

 

Ca
2+

 transient activity replicates measurements in spines of MSNs   
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Ca
2+

 dynamics (amplitude and decay time of the calcium bound Fluo5F) in the dendritic 

spine and dendritic shaft were tuned to match the response to two-photon uncaging of 

glutamate onto spines (Shindou et al., 2011). In response to stimulation of a spine on the 

tertiary dendrite of a model neuron, small Ca
2+

 transients were produced in the spine head 

(0.2 μM; Fig 1A1), because very little NMDA current was activated. Even smaller Ca
2+

 

transients were produced in the dendritic shaft (0.05 μM; Fig 1B1), because of low 

diffusional coupling via the spine neck. Similar transients in dendritic spines are observed 

at different distances from the soma.  

 Back-propagating action potentials from the soma also give rise to calcium influx 

into dendrites and dendritic spines (Day et al., 2006; Shindou et al., 2011). Calcium 

transients in the dendritic spine in response to bAP induced by somatic current injection 

in the model neuron also were tuned to match experimental reports (spine : 0.5 μM; Fig 

1A2, shaft: 0.55 μM; Fig 1B2;  Carter and Sabatini, 2004; Day et al., 2008; Shindou et 

al., 2011), by adjusting VDCC density and conductance in the spine head. The peak 

amplitude of the calcium transients in response to the bAP in the spine head is similar to 

that in the dendritic shaft (in contrast to the different peak concentrations seen with spine 

stimulation) because the VDCC in both the spine head and shaft are activated by the 

invasion of the bAPs.  

 Using the MSN model with calcium tuned to match spine stimulation or back-

propagating action potentials alone, the response to paired stimuli was simulated. To 

verify the calcium dynamics, this pairing simulation experiment employed the protocol of 

Shindou et al. (2011; see Materials and Methods) . Experimentally, when three action 



92 

 

potentials were evoked after the presynaptic stimulation (Δt = +10ms, Pre-Post), the 

pairing produced a large calcium transient (1.9 μM; Fig 1C1), whereas when the action 

potentials were evoked before the presynaptic stimulation (Δt = -30ms, Post-Pre) the 

pairing resulted in a smaller calcium transient (1.51 μM; Fig 1C2). In the simulation, the 

Pre-Post calcium transient was close to 20% higher than the Post-Pre calcium transient, 

similar to that measured experimentally (Shindou et al., 2011). In contrast to the calcium 

influx seen in the spines, in both simulations and experiments the calcium influx in the 

dendritic shaft in response to the pairing protocols showed very small differences 

between the pre-post (0.55 μM) and post-pre (0.53 μM) protocols. This validates the 

calcium model, and demonstrates that it can accurately replicate the sensitivity of calcium 

transients in the spine and the dendrite to paired stimuli.    

 

Synaptic weight change in MSNs predicted by Ca
2+

 transient activity for several 

STDP paradigms 
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Figure 13. Calcium transients and plasticity rule in response to a single pairing of three different STDP 

protocols. (A) A single bAP evoked with a 4ms, 1nA somatic current injection is paired with a single EPSP (Pawlak 

and Kerr, 2008). The EPSP either preceded the bAP (Pre-Post, Δt =+10 ms; A1) or followed the bAP (Post-Pre, Δt =-

30 ms; A2). The peak calcium transients in the PSD region of the spine head in Pre-Post case were ~ 2.5 times greater 

than that seen in Post-Pre. (B) A single bAP was evoked with a longer duration (30 ms) but lower amplitude (0.7 nA) 

current injection (Fino et al., 2010). The timing between the EPSP and bAP was similar to (A). The difference in peak 

calcium transients in the spine head was similar to the protocol in (A). (C) The protocol of  (Shen et al., 2008) 

consisted of five bursts, with each burst composed of three bAPs (evoked by current injection, 1nA). For Pre-Post, the 

three EPSPs repeated at 50 Hz (Δt =+5 ms; C1) were each followed by a single bAP, whereas for Post-Pre three bAPs 

repeated at 50 Hz were followed by one EPSP (Δt =-10 ms; C2). In response to this protocol the peak calcium 

transients in the spine head in Pre-Post case were around 6 times greater than that seen in Post-Pre.  

 

 

Using the validated calcium dynamics model, we first evaluated the calcium transient at 

the PSD region of the spine head in response to a single pairing of three different 

protocols in both D1 and D2 MSN models. The first protocol consisted of multiple 

pairings repeated at 0.1 Hz of a single bAP evoked with a 4ms, 1nA somatic current 

injection paired with a single EPSP. The EPSP either preceded the bAP (Pre-Post, Δt= 

+10 ms) or followed the bAP (Post-Pre, Δt =-30 ms) (Pawlak and Kerr, 2008). In 

response to this protocol the peak calcium transients in the PSD region of the spine head 

in Pre-Post case were ~ 4 times greater than that seen in Post-Pre (Fig 2A). This suggests 

that the difference in timing of the paired stimuli is sufficient to produce a difference in 

the spine calcium transients, which may account for the different direction in plasticity. 

The second protocol consisted of multiple pairings repeated at 1 Hz  of a single bAP 

evoked with a longer duration (30 ms) but lower amplitude (0.7 nA) current injection 

(Fino et al., 2010). Otherwise, the timin.g between the EPSP and bAP was similar to the 

previous protocol. In response to this protocol the difference in peak calcium transients in 

the spine head was similar to the previous protocol (Fig 2B), again able to account for the 

difference in plasticity direction. The third protocol consisted of pairing of five bursts 

repeated at 0.1 Hz, with each burst composed of three bAPs (evoked by 5 ms of 1 nA 
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somatic current injection). For Pre-Post, the three EPSPs repeated at 50 Hz (each to a 

separate spine) were each followed by a single bAP (Δt =+5 ms), whereas for Post-Pre 

three bAPs repeated at 50 Hz were followed by one EPSP (Δt =-10 ms) (Shen et al., 

2008). In response to this protocol the peak calcium transients in the spine head in Pre-

Post case were around 5 times greater than that seen in Post-Pre (Fig 2C).  Note that for 

all three protocols, the peak calcium in D2 MSNs was greater than that in D1 MSNs, 

though in all cases pre-post produced greater calcium than post-pre (data not shown).   

We then derived a synaptic weight change model based on both amplitude and 

duration of the calcium transient in the PSD region of the spine head. The goal was to 

derive a single rule, with a single set of parameters, which could account for plasticity 

outcomes for all three protocols. At each simulation time step, the calcium concentration 

was compared to two thresholds, a higher, potentiation threshold and a lower, depression 

threshold (Fig 3A). The weight of the cortico-striatal synapse was set to increase 

continually while the amplitude of the postsynaptic calcium transient was larger than the 

potentiation threshold. The weight was set to decrease continually while the amplitude of 

the postsynaptic calcium transient was between the potentiation and depression 

thresholds. No change in weight occurred if the calcium was below the depression 

threshold. This rule was applied to calcium transients that changed over time and hence 

the weight change accumulated for the duration that the calcium remained above (or 

below) the thresholds.  

The plasticity rule was first applied to a single pairing of each protocol in order to 

illustrate the operation of the plasticity rule. Fig 3B shows the change in weight over time 
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for one of the protocols (Fino et al., 2010). The synaptic weight first increases during the 

peak of the calcium transient, and then the weight decreases slightly once the calcium 

drops below the LTP threshold, though the net weight change remains that of 

potentiation. Despite the variation in calcium for the different protocols, a single weight 

change rule can explain the change in synaptic weight for all three STDP paradigms. In 

response to all protocols the cumulative increases and decreases in response to Pre-Post 

resulted in a net increase in synaptic weight, measured when the calcium returns to basal, 

whereas Post-Pre produced a reduction in synaptic weight. 

 

Sensitivity of calcium to spike timing  

 

Figure 14. Two threshold plasticity rule and change in synaptic weight over time. (A)  The weight of the cortico-

striatal synapse was set to increase (upward arrow; A1) if the amplitude of the postsynaptic calcium transient was larger 

than the potentiation threshold (1.8 μM). The weight was set to decrease if the amplitude of the postsynaptic calcium 

transient was between the potentiation (TLTP) and depression (TLTD) thresholds (A2). No change in weight occurred if 

the calcium was below the depression threshold. (B) The change in weight for the Fino et al. 2006 protocol in response 

to Pre-Post (B1) and Post-Pre (B2) protocols. The default weight was one with the maximum weight capped at two and 

minimum capped at zero.  
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To further validate the calcium dynamics and plasticity rule, the dependence of synaptic 

plasticity on different calcium sources was evaluated. The source of spine calcium that 

contributes to LTP is the NMDA receptor (NMDAR) (Calabresi et al., 1992; Kerr and 

Wickens, 2001; Dan and Poo, 2004; Pawlak and Kerr, 2008; Kreitzer and Malenka, 2008; 

Di Filippo et al., 2009; Fino and Venance, 2010) and thus the next set of simulations 

tested the impact of the NMDAR on the calcium output and plasticity outcome in the 

model. When NMDARs were blocked (by setting conductance to zero) the peak 

amplitude of the calcium transient in response to Pre-Post was significantly reduced, 

resulting in similar calcium amplitudes in response to both Pre-Post and Post-Pre timing 

(Fig 4A). These altered calcium dynamics result in the absence of both LTP and LTD in 

response to the protocol of  Pawlak and Kerr (2008; Fig 4B) and is consistent with their 

results during NMDAR block. These results suggest that calcium dynamics that 

accurately model the sensitivity to timing of pre- and postsynaptic activity is sufficient to 

predict the effect of blocking NMDAR on cortico-striatal plasticity.  

 The distance-dependent variation in calcium due to the bAP (Kerr and Plenz, 

2004; Day et al., 2008) suggests that the plasticity evoked with STDP protocols may be 

less effective at distal synapses, thus simulations were repeated using spines on primary 

dendrites and more distal tertiary branches. Stimulation of spines on primary dendritic 

branches (12 μm from soma) produced similar calcium transients to stimulation of spines 

on proximal (80 μm from soma) and distal (206 μm from soma) tertiary branches during 

Pre-Post pairing, but significantly higher calcium transients during Post-Pre pairing (data 

not shown). This resulted in a smaller difference in transients between Pre-Post and Post-
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Pre pairing when spines on more proximal branches, specifically primary branches, were 

stimulated.  These results suggest that stimulating more distal dendrites can possibly 

result in bigger differences in calcium transients between Pre-Post and Post-Pre pairing. 

 

Calcium-based rule not sufficient to explain all dopamine-depletion changes to 

cortico-striatal plasticity 

Unlike plasticity at hippocampal or cortical synapses, dopamine has been shown to be 

critical for synaptic plasticity at cortico-striatal synapses. Acute block of dopamine D1 

receptors prevents LTP induced by high frequency stimulation (Calabresi et al., 2007), 

theta burst (Hawes et al., 2013) as well as STDP (Pawlak and Kerr, 2008). Acute block of 

dopamine D2 receptors produces less consistent changes, with one report of no change to 

either LTP or LTD induced by STDP (Pawlak and Kerr, 2008) or in response to HFS 

(Calabresi et al., 1997; Kreitzer and Malenka, 2007). D1R or A2A adenosine receptors 

are required to produce the cAMP and PKA crucial for synaptic plasticity (Surmeier et 

al., 1996; Rivera et al., 2002; Spencer and Murphy, 2002), but dopamine also influences 

calcium dynamics, and its absence could disrupt plasticity through these changes. 

Therefore, the impact of dopamine-depletion-induced cellular changes to MSNs on the 

calcium responses to STDP protocols and consequently on synaptic weight change was 

investigated next.   
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Figure 15. Contribution of NMDARs to corticostriatal STDP. (A) When the conductance of NMDAR was set to 

zero the peak calcium in response to Pre-Post (A1) and Post-Pre (A2) timing were smaller than that seen in control and 

was similar to each other in response to the Kerr Protocol. (B) The weight of the synapses did not change in both the 

Pre-Post (B1) and Post-Pre (B2) protocols when NMDAR conductance was set to zero. 

 

To investigate the change in plasticity we implement the cellular changes reported 

after dopamine depletion, which include an increase in D2 MSN dendritic excitability 

(Day et al., 2006, 2008), a reduction in D2 MSN somatic excitability (Chan et al., 2012) 

and a halving of the NMDA:AMPA ratio to both MSNs (Bagetta et al., 2012).  In 

response to the STDP protocols implemented by Shen et al. (2008) on D2 MSNs, there 

was a dramatic reduction in the calcium transients in response to Pre-Post timing, and a 

smaller reduction in the calcium in response to Post-Pre timing resulting in similar 

calcium transient levels between both timing protocols (Fig 5A). This resulted in the 

absence of both LTP and LTD (Fig 5B). A similar result was seen in response to the other 

two protocols (data not shown). Nonetheless, these results disagree with Shen et al. 

(2008), who reported an induction of only LTD in D1 MSNs in response to both timing 
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protocols but a presence of only LTP in D2 MSNs. This effect can potentially be 

accounted for if the potentiation and depression thresholds were reduced as may be 

expected from homeostatic plasticity mechanisms (Turrigiano, 2012).  

 

Figure 16. The effect of chronic dopamine depletion on calcium transients and on synaptic weight.  (A) In 

response to the protocols of Shen et al. (2008) D2 MSNs had decreased calcium transients in both Pre-Post (A1) and 

Post-Pre (A2) protocols during the dopamine-depleted condition (green) as compared to the control condition (Grey). 

(B) The weight of the synapses did not change in both the Pre-Post (B1) and Post-Pre (B2) protocols during the 

dopamine-depleted condition. 

 

Discussion 

A mechanistic understanding of how diverse stimulation protocols, working through 

calcium activated signaling pathways, control corticostriatal plasticity would greatly 

improve our understanding of mechanisms underlying memory storage (Calabresi et al., 

2007; Kreitzer and Malenka, 2007). The change in synaptic strength is hypothesized to be 

a result of the interaction between cellular processes sensitive to the timing of pre- and 
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postsynaptic activity, which controls calcium influx through NMDAR and VDCC.  Our 

model evaluated whether calcium dynamics alone can predict the direction of plasticity 

for a range of STDP protocols. Similar to models accounting for neocortical or 

hippocampal STDP experiments (Shouval et al., 2002; Kumar and Mehta, 2011; 

Graupner and Brunel, 2012), we constructed a plasticity rule based on the amplitude and 

duration of calcium elevation in response to plasticity paradigms.  Our model is unique in 

that it uses sophisticated calcium dynamics, and this allows us to account for plasticity 

results using several induction paradigms (Pawlak and Kerr, 2008; Shen et al., 2008; Fino 

et al., 2010) with a single set of model parameters.  

 

Amplitude, duration and location of calcium are critical 

As has been discussed previously (summarized in Evans and Blackwell, In Press), 

calcium amplitude alone is not sufficient to predict plasticity direction.  Indeed, the 

calcium in response to Post-Pre for the burst protocol exceeds that of the other Pre-Post 

protocols; thus the plasticity rule implicitly uses both amplitude and duration of calcium 

dynamics.  The plasticity rule was robust to changes in the two thresholds suggesting that 

the amplitude and duration of the calcium transients invoked by these three protocols can 

reliably predict the direction of weight change at the synapses. Though not included in 

the model, the amplitude and duration of the calcium elevation influences the activation 

of downstream signaling molecules, such as kinases and phosphatases, as has been shown 

in several models (Rubin et al., 2005; Carlson and Giordano, 2011). The ability for a two 

threshold plasticity rule to predict experimental plasticity outcomes suggests that the 
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different affinities and kinetics of downstream signaling molecules can translate calcium 

dynamics into potentiation or depression of synapses. 

In addition to calcium amplitude and duration, the location or source of the 

calcium elevation influences the direction of plasticity. In our model, as in experiments, 

NMDAR was found to be critical in allowing MSNs to be sensitive to pre- and 

postsynaptic activity. Blocking NMDAR in our model lowered the calcium in response to 

both Pre-Post and Post-Pre timing, thereby eliminating LTP and LTD. This result is 

consistent with the only experimental report of blocking NMDARs in the striatum in 

response to a STDP protocol (Pawlak and Kerr 2008).  

 

Interactions of Dopamine and Calcium in Synaptic Plasticity 

Unlike the neocortex and striatum, both calcium and dopamine are critical for cortico-

striatal synaptic plasticity.  Dopamine acting through D1 receptors is required to produce 

the cAMP and PKA crucial for synaptic potentiation (Surmeier et al., 1996; Rivera et al., 

2002; Spencer and Murphy, 2002; Yagishita et al., 2014).  On the other hand, the 

contribution of D1 receptor signaling to LTD is unclear, and post-synaptic D2 receptors 

inhibit cAMP and PKA, expected to oppose LTP (Kreitzer and Malenka, 2008). One 

possibility is that dopamine acting through pre-synaptic D2 receptors are important for 

release of acetylcholine which is implicated in synaptic plasticity.  In particular, 

muscarinic receptors are required for LTD induced by HFS (Wang et al., 2006) and 

STDP (Fino et al., 2010).  Both calcium and the Gq subtype of GTP binding protein 

activated by muscarinic M1 receptors interact to produce endocannabinoids required for 
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LTD. Though our model did not include muscarinic or dopamine receptors, our results do 

not imply that these metabotropic receptors are unnecessary. 

Though most experiments evaluating the role of dopamine in plasticity apply 

receptor antagonists acutely, chronic depletion of dopamine also produces deficits in 

synaptic plasticity. In addition to the lack of acutely released dopamine, chronic 

dopamine depletion produces changes to MSN electrical activity which modifies calcium 

dynamics. Thus, we evaluated whether the synaptic plasticity deficits observed in 

dopamine depletion can be predicted by the changes in cell excitability and calcium 

dynamics.  We simulated the calcium elevation and applied the plasticity rule to 

dopamine depleted D1and D2 MSNs, and observed the absence of plasticity.  These 

results agree with experimental measurements in the striatum in response to higher 

frequency protocols (Calabresi et al., 2007; Kreitzer and Malenka, 2008) but not the 

unidirectional plasticity observed in response to a STDP protocol (Shen et al., 2008). Our 

simulations cannot rule-out that altered plasticity is caused by effects of dopamine on 

calcium dynamics.  One possibility is that additional, but as yet unknown cellular 

changes affect MSNs after dopamine depletion. Alternatively, the chronic changes in 

synaptic inputs and excitability may be accompanied by a change in the plasticity 

thresholds, i.e., homeostatic plasticity as is observed in cortex (Turrigiano, 2012).  In 

other words, chronic dopamine depletion may also be accompanied by changes in the 

LTP and LTD thresholds for D2 MSNs.  If the LTP and LTD thresholds were lowered, 

these neurons might exhibit LTD or LTP only, depending on the threshold values.  A 

change in threshold could be evaluated experimentally by using weaker plasticity 



104 

 

induction stimuli: model simulations predict that applying either of the single spike 

protocols to dopamine depleted D2 MSNs would yield LTD.  
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