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ABSTRACT 

COMPUTATIONAL AND EXPERIMENTAL INVESTIGATION INTO THE ROLE 

OF CALCIUM IN STRIATAL PLASTICITY 

Rebekah Evans, Ph.D. 

George Mason University, 2013 

Dissertation Director: Dr. Dr. Kim Blackwell 

  

This dissertation presents a detailed computational model of a striatal medium 

spiny neuron and uses it to investigate post-synaptic calcium dynamics during carefully 

timed plasticity protocols. We measure the calcium through the NMDA receptor and use 

it as a predictor of long term potentiation (LTP) during spike timing dependent plasticity 

(STDP) protocols. We show that same timing intervals that result in high calcium 

elevations also result in LTP. The kinetics of the calcium influx through the NMDA 

receptor is altered by the GluN2 subunit it contains. Therefore, we modeled all for GluN2 

subunits (GluN2A,B,C, and D) and ran simulations comparing the calcium peaks during 

a range of timing intervals. Simulations show that the available subunit controls the 

timing intervals that result in high calcium elevations in the model, and that induce LTP 

in slice experiments. We extend this work by including a sophisticated model of calcium 

diffusion, buffering, and pump extrusion. This more physiological model was used to 

simulate the cortico-striatal upstates that are seen in medium spiny neurons during sleep. 
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There is a relationship between the amplitude of the calcium elevation in the dendrite and 

the timing of a single action potential during the upstate. We use this updated model to 

predict that calcium dependent inactivation (CDI) governs this relationship between 

calcium and action potential timing. Using voltage clamp experiments, we confirm that 

CDI does occur in striatal neurons. We further find that CDI changes with age and striatal 

region. Specifically, these experiments show that there is an increase in CDI at eye 

opening in the medial striatum. We also determine that L type calcium channels 

contribute to this increase in CDI. This dissertation presents the most sophisticated model 

of a medium spiny neuron to date, and presents the first experiments characterizing CDI 

in striatal neurons.  
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CHAPTER ONE: CALCIUM AMPLITUDE, DURATION, OR LOCATION? 

Abstract 
Calcium plays a role in long term plasticity by triggering post-synaptic signaling 

pathways. Calcium is necessary for both the strengthening (LTP) and weakening (LTD) 

of synapses. Since these are opposing processes, several hypotheses have been made to 

explain how calcium can trigger LTP in some situations and LTD in others. These 

hypotheses fall broadly into three categories, based on the amplitude of calcium 

concentration, the duration of the calcium elevation, and the location of the calcium 

influx. Here we review the experimental evidence for and against each of these 

hypotheses and review recent computational models based on each.  

Introduction 
The relationship between calcium and plasticity is a complicated one. In many 

cell types, the strengthening of neuronal connections (long term potentiation, LTP) and 

the weakening of neuronal connection (long term depression, LTD) both require some 

degree of intracellular calcium (Artola and Singer 1993; Cummings et al. 1996; Fino et 

al. 2010). But LTP and LTD are opposing processes with opposing results. How can 

calcium cause strengthening in one situation and weakening in another?  

Since the importance of calcium in plasticity was first discovered, extensive 

experimental and computational studies have been conducted to investigate which 

characteristics of the calcium signal determine the direction of plasticity. While there are 
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many hypotheses on the subject, most of them fall into three categories: Amplitude, 

Duration , and  Location. These categories refer to which aspects of the spatio-temporal 

calcium signal control which specific proteins calcium binds to. The hypotheses claiming 

that calcium amplitude determine the direction of plasticity were the first to emerge 

(Lisman 1989; Artola and Singer 1993). This hypothesis usually takes the form of a two-

threshold hypothesis where a moderate calcium elevation is necessary for LTD but an 

even higher calcium elevation is necessary for LTP. The duration hypothesis predicts that 

the time course of calcium elevation in conjunction with the amplitude determines the 

direction of plasticity. Usually this hypothesis asserts that a lower, slower calcium signal 

results in LTD, while a higher, faster calcium transient results in LTP. Finally, the 

location hypothesis states that the specific site of calcium entry determines which 

direction of plasticity by controlling which calcium binding proteins are in close 

proximity to the calcium influx.  

In this chapter, I review the experiments supporting and refuting each theory, as 

well as the computational models utilizing each hypothesis to develop plasticity and 

learning rules. I also discuss the possible interactions between these three hypotheses, and 

detail the important questions which remain unanswered. Finally, I argue that with new 

experimental techniques and sophisticated computational algorithms, it is time to take a 

new look at the location hypothesis.  
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Amplitude 

The two threshold hypothesis 
The calcium amplitude hypothesis states that the peak calcium determines the 

direction of plasticity. Specifically, a low but still significant calcium elevation results in 

LTD, while a higher calcium elevation results in LTP (Figure 1).  

 

 
Figure 1 Calcium Amplitude Hypothesis 
Peak calcium must cross one threshold to induce LTD, and another, higher threshold to induce LTP. 

 

Experimental evidence 

There are several key experiments that suggest calcium amplitude determines the 

direction of synaptic plasticity. It is well established that in many brain areas high 

frequency stimulations (HFS) cause LTP, while low frequency stimulations (LFS) cause 

LTD (reviewed in Stanton, 1996). It has been postulated that the direction of plasticity 

depends on frequency because of the difference in calcium amplitude evoked by HFS and 
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LFS. Specifically, HFS which induces LTP, evokes a large amplitude calcium signal, 

while LFS induces LTD and evokes a small amplitude calcium signal.  

A more direct experimental study was conducted by Hansel et al., (1996) in which 

frequency-based stimulation patterns known to induce LTP and LTD were applied to a 

cell filled with the calcium sensitive dye Fura-2. Hansel et al. (1996) found that the 

calcium peak was highest during the LTP protocol, but was also significant during the 

LTD protocol. This experiment shows that the stimulation pattern that induces LTP 

correlates with higher calcium amplitudes than the stimulation pattern that induces LTD 

(Hansel et al. ,1996, Figure 1). While this experiment does not show a causal relationship 

between calcium amplitude and plasticity, it supports the two threshold hypothesis.  

It is clear that calcium is required for both directions of plasticity, as intracellular 

calcium chelators such as BAPTA and EGTA can prevent both LTP and LTD (reviewed 

in Artola and Singer, 1993). However, at low concentrations, these chelators selectively 

block LTP, but not LTD. Specifically, one group varied the concentration of EGTA and 

compared the same induction paradigm. They found that high concentrations (20mM) 

prevented both LTP and LTD, while a medium concentration of EGTA (10mM) resulted 

in LTD and a low concentration (<1mM) resulted in LTP (Cho et al. 2001). These results 

would support the amplitude hypothesis if a high chelator concentration prevents the peak 

calcium amplitude from crossing both the LTD and the LTP thresholds, a medium 

concentration prevents it from crossing only the LTP threshold, and a low concentration 

allows the LTP threshold to be crossed. An early study showed that lowering the 

extracellular calcium concentration turned LTP into LTD when the same stimulation 
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frequency was applied (Mulkey and Malenka 1992). This supports the amplitude 

hypothesis because the same channels would be opened in both stimulation conditions, 

but the calcium through the channels would be decreased due to the lower extracellular 

concentration. Finally another study used glutamate iontophoresis to directly compare 

calcium amplitude with plasticity (Cormier et al., 2001). The authors measured the 

calcium signal via an intracellular calcium sensitive dye (fura-2) while simultaneously 

measuring the slope of the excitatory post-synaptic potential (EPSP). A temporary 

application of glutamate caused a strong calcium transient and induced plasticity. When 

the authors compared the amplitude of the calcium transient to the subsequent plasticity, 

they were able to determine specific calcium concentrations needed to induce LTD (180-

500nM) and LTP (>500nM).  

The calcium amplitude hypothesis not only explains plasticity outcomes from 

frequency-based induction protocols, but it can also explain the direction of plasticity due 

to Spike Timing Dependent Plasticity (STDP) protocols. In classical STDP protocols, the 

timing of the post-synaptic action potential relative to the pre-synaptic stimulation 

predicts the direction of plasticity. When the action potential is before the pre-synaptic 

stimulation (post-pre), LTD is induced, but when the action potential comes after (pre-

post), LTP is induced (reviewed in Bi and Poo, 2001). This form of plasticity can also be 

explained through the calcium amplitude hypothesis. During a post-pre stimulation 

(known to induce LTD), calcium is higher than either pre or post stimulation alone. 

However, during the pre-post stimulation (known to induce LTP), calcium is even higher 
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than during the post-pre stimulation (Koester and Sakmann 1998). Once again LTP 

correlates with higher calcium and LTD correlates with lower calcium.  

Computational models 

Biophysical computational models have shown that both frequency-based and 

STDP-based plasticity rules can be predicted by calcium amplitude. In several 

computational models, high stimulation frequencies (which also induce LTP) evoke 

strong increases in calcium, while low frequencies (which induce LTD) evoke more 

moderate increases. Using a biophysical model, Holmes and Levy (1990) showed that 

calcium amplitude in the spine head was fourfold higher in response to a 200Hz 

stimulation than a 10Hz stimulation, and that this frequency-dependent difference was 

increased with the addition of specific intracellular calcium dynamics such as the 

saturation of calcium buffers.  

Similarly, other computational models show that pre-post STDP pairings (which 

induce LTP) result in higher calcium amplitudes that post-pre STDP pairings (which 

induce LTD). Assuming that the main source of calcium in the dendrites is the NMDA 

receptor, Shouval et al. (2002) created a plasticity-predictive model based on calcium 

amplitude. Using this model, the authors were able to match both a frequency based (0.5-

20Hz) and a spike timing (STDP) based plasticity curve (Shouval et al., 2002, figure 3). 

Another simplified model implements calcium based stochastic transitions between high 

and low synaptic states (Bush and Jin 2012). The authors tune their model to match 

hippocampal STDP experiments and show that it also replicates the plasticity that occurs 

from a variety of stimulation paradigms. Our own simulations in a biophysical model of a 
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striatal medium spiny neuron show that the LTP part of the STDP curve can be predicted 

by the amplitude of the NMDA receptor-mediated calcium, and that manipulation of the 

NMDA GluN2 subunit changes the shape of the experimental STDP curve as well as the 

corresponding calcium amplitudes (Evans et al. 2012). 

Problems with the two threshold amplitude hypothesis 

That calcium amplitude would differentially cause LTP and LTD seems both 

reasonable and useful at first glance, but several questions remain unanswered by this 

hypothesis. Because it is a two-threshold hypothesis, it is not clear whether passing the 

LTP threshold prevents LTD, or simply overwhelms it. In other words, does high calcium 

turn off the calcium-triggered LTD mechanisms? Or do those mechanisms persist, hidden 

by the stronger LTP mechanisms? Experimental evidence demonstrating that LTP is 

enhanced by drugs that normally block LTD would support this simultaneous induction 

of LTP and LTD, but it also seems inefficient for the cell to expend the energy to induce 

both LTP and LTD at the same time if one is going to win-out in the end. A mechanistic 

explanation is needed to fully understand how amplitude differences alone could turn off 

LTD mechanisms while activating LTP mechanisms.  

Another question is that of balance and saturation. If a synapse is strengthened, 

the calcium influx into that spine is also going to be enhanced (Sterratt et al. 2012). If the 

strength of the synapses depends only on calcium amplitude, then a strong synapse would 

only continue to get stronger. A possible resolution to this problem would be if the spine 

head corresponding to the strengthened synapse had grown larger. The larger the volume 
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for calcium to fill, the stronger the signal would have to be for the calcium to reach the 

same concentration as it could in a smaller spine head.  

In addition to these questions, several serious problems arise when considering a 

calcium amplitude explanation of plasticity. The most obvious comes from the 

computational models of calcium-based STDP. Shouval et al., (2002) show an STDP 

curve with two windows for LTD. The first window is in the post-pre timing range and 

matches up with experimental data, but the second window is in the pre-post range 

between about 70 and 120ms time difference between the pre-synaptic stimulation and 

the post-synaptic action potential. This is a problem because the experimental data does 

not support this shape for the STDP curve. Most experiments demonstrating STDP show 

no LTD at all during pre-post intervals (Bi and Poo 1998; Pawlak and Kerr 2008). 

The most direct evidence against the amplitude hypothesis comes from an 

experimental study. Nevian and Sakmann (2006) found that calcium amplitude can 

predict LTP and LTD at extreme concentrations, but that there is a middle range where 

calcium amplitude does not predict the direction of plasticity. They show that two 

separate induction protocols can have the same measured calcium amplitude, but induce 

opposite directions of plasticity. Amplitude may provide a reasonable explanation of 

plasticity in certain cases, but there is strong evidence that it is not always a sufficient 

predictor. 
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Duration 

The low and slow, high and fast hypothesis 
The calcium duration hypothesis is not an alternative to the amplitude one, 

but rather it adds additional criteria. It states that the kinetics of the calcium influx 

in conjunction with differences in peak calcium strongly influences the direction of 

plasticity. Specifically it is thought that a high and fast calcium signal will trigger 

LTP, while a low and slow calcium signal will trigger LTD (Figure 2). 

 

 
Figure 2 Calcium Duration Hypothesis 

 A low, slow calcium elevation results in LTD, while a high and fast calcium elevation results in LTP. 

 

Experimental evidence 

Several studies support the idea that calcium kinetics determine plasticity. One 

study shows that the photolytic uncaging of intracellular calcium in hippocampal slices 

can induce either LTP or LTD. This study found that the direction of plasticity was not 

governed by the strength of the calcium uncaging, indicating that there is not amplitude 
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threshold difference between the two processes (Neveu and Zucker 1996). However, the 

calcium uncaging method used in this study only allows for moderate calcium increases 

(Yang, Tang, and Zucker 1999), allowing for the possibility that the calcium increases 

causing both LTP and LTD are similar to ‘middle range’ described in Nevian and 

Sakmann (2006) in which the calcium amplitude did not consistently predict the direction 

of plasticity.  

In a subsequent study, the same group used a newer calcium uncaging method 

that allows for more precise temporal control of calcium elevation and higher calcium 

peaks (Yang, Tang, and Zucker 1999). Precisely controlling the duration of the calcium 

elevations, Yang et al. (1999) found that a high and fast elevation of calcium produced 

LTP, while a low and slow elevation in calcium produced LTD (Yang et al., 1999, figure 

2). These experiments show that the duration of the calcium elevation along with the 

peak amplitude determine the direction of plasticity. 

The amount of time that calcium stays elevated is important, but a more recent 

study has shown that the ‘velocity’ of the initial calcium rise is a strong predictor of 

plasticity (Aihara et al. 2007). The authors tested three calcium measurements (velocity, 

peak, and integration) during STDP protocols in hippocampal slices and found that the 

velocity of the calcium signal (the initial rise time) correlates most strongly with the 

direction and magnitude of synaptic plasticity (Aihara et al. 2007). Peak and Integration 

correlated with the direction of plasticity somewhat, but the velocity was the strongest 

predictor.  
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It is extremely difficult to experimentally manipulate the time course of calcium 

elevation. It is even difficult to measure the duration of influx because calcium reporters 

must bind and unbind the calcium molecules, consequently altering the calcium kinetics. 

Because of this difficulty, computational models are particularly useful in investigating 

the effects of calcium duration, because it provides the ability to precisely control the 

total quantity of calcium influx. 

Computational models 

Several computational models evaluate the consequences of different durations of 

calcium influx. These models simulate calcium binding to different downstream 

molecules (kinases and phosphatases) which are known to activate either LTP or LTD. 

The proportion of calcium binding to ‘LTP’ molecules compared to the calcium binding 

to ‘LTD’ molecules can predict which stimulation patterns will produce which direction 

of plasticity.  

An early computational model showed that high frequency stimulation more 

effectively activates calmodulin than low frequency stimulation (Gamble and Koch 

1987). More recently Li et al. (2012) used a biophysical modeling approach to compare 

the activation of CaMKII (an LTP facilitating molecule) and calcineurin (CaN or PP2B, a 

LTD facilitating molecule). The authors held the total number of calcium ions constant 

while changing input frequencies and found that higher frequencies (higher amplitude, 

shorter durations) more efficiently activated CaMKII, while lower frequencies (lower 

amplitude, longer durations) facilitated phosphatase activation. By graphing the ratio of 

kinase to phosphatase activity, Li et al. defines a frequency curve with the ratio favoring 
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LTD between 1-3 Hz, and LTP between 10-200Hz (Li et al., 2012, figure 6B). However, 

the authors show that this frequency curve is modulated by the amplitude of calcium. 

When the total number of calcium ions was increased, CaMKII became sensitive to lower 

frequencies, shifting the frequency-curve to the left. When the number of calcium ions 

was decreased, the frequency curve was shifted toward higher frequencies (Li et al., 

2012, figure 7).  

Using the CaMKII/PP2A biophysical compartment model from Pi and Lisman 

(2008), Carlson and Giordano (2011) demonstrate the importance of calcium kinetics in 

LTP and LTD. They show that the amplitude and the duration work together to predict 

the direction of plasticity. Specifically they show that above a certain calcium amplitude 

threshold, LTP is induced, while below that threshold, LTD is induced only when the 

duration of the calcium elevation is greater than 45ms (Carlson and Giordano 2011, 

figure 2). They also show that this addition of calcium kinetics solves the main problem 

of the calcium amplitude hypothesis. Their simulations predict the STDP curves seen in 

experiments (Bi and Poo 1998) where there is no secondary LTD dip at long interval pre-

post pairings (Carlson and Giordano 2011, figure 6).  

Problems with the low and slow, high and fast duration hypothesis 

The experimental and computational studies supporting the duration hypothesis 

show that the effects of calcium duration are modified by calcium amplitude. In each 

case, duration is not the only factor predicting LTP or LTD. What these studies show, 

however, is that duration is often a critical characteristic of the calcium signal and in 

some situations can predict the direction of plasticity. Experiments directly manipulating 
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the kinetics of calcium channels are needed to clarify the role of duration is calcium 

signaling.  

Location 

The microdomain/nanodomain hypothesis 
The calcium location hypothesis states that the specific location of the calcium 

influx is what predicts its binding partners and therefore the direction of plasticity which 

the influx will trigger. The location for calcium influx required for LTP and LTD can be 

as far apart as spine and dendrite (microdomains), or as close together as the PSD and 

adjacent membrane (nanodomains). Because imaging studies have so far not been able to 

reveal nanodomains, the experimental evidence often shows that different channels or 

receptors are coupled to LTP and LTD. An example from the striatum would be that 

calcium influx from the L-type calcium channels is required LTD, while calcium influx 

through NMDA receptors is required for LTP (Fino et al. 2010). Another example 

would be that calcium influx in the spine results in LTP, while calcium influx on the 

dendritic shaft results in LTD. Finally, an even more specific example would be that 

calcium influx at the synapse on a spine causes a different direction of plasticity than 

calcium influx at non-synaptic sites on the spine head or neck (Figure 3).  
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Figure 3 Three iterations of the calcium location hypothesis.  
Calcium channel specificity, synaptic (S) vs. extra-synaptic (ES) NMDA receptors, and the nano-domain hypothesis. 

 

Experimental evidence 

Most broadly, calcium location can be determined by channel specificity. That is, 

if a specific calcium channel is necessary for LTP or LTD, it may be because that channel 

allows calcium into a specific location. In the striatum, several studies have shown that 

NMDA receptors are specifically necessary for LTP, while other calcium sources such as 

L-type calcium channels are necessary for LTD (Fino et al. 2010; Shindou et al., 2011). It 

has been proposed that the NMDA/L-type ratio may determine the direction of plasticity 

(Paille et al. 2013). While it is tempting to think that channel specificity means location 

specificity, each channel has its own kinetics and therefore affects the duration of 

calcium influx as well as the location. It has even been suggested that if NMDA receptors 
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are blocked, very strong activation of L-type calcium channels can allow in a high 

enough amplitude of calcium to facilitate LTP (Grover and Teyler 1990).  

Another location hypothesis is that calcium influx into the spine acts differently 

than calcium influx into the dendritic shafts. One way of exploring this question is to 

compare the calcium through the synaptic NMDA receptors at the spine head to the 

calcium through the extrasynaptic NMDA receptors on the spine neck and dendritic 

shafts. One study shows that even though traditionally NMDA receptors are thought to 

contribute to hippocampal LTP, selectively activating the extrasynaptic NMDA receptors 

causes LTD (Liu et al., 2013). In striatal cultures, stimulating synaptic NMDA receptors 

or extrasynaptic NMDA receptors cause opposite effects. Specifically activating synaptic 

NMDA receptors increases phosphorylated CREB, while activating extrasynaptic NMDA 

receptors decreases it. The effects of NMDA receptor location go even further. It 

determines whether cell survival or cell death pathways are activated (Hardingham and 

Bading 2010). It is not yet known why calcium through extrasynaptic NMDA receptors 

trigger one set of mechanisms while calcium through synaptic NMDA receptors trigger 

an opposing set. A likely reason for this is that there is a difference in proteins anchored 

to each type of NMDA receptor.  

The location hypothesis can take the form of a nanodomain hypothesis. In this 

case, the location of the calcium source within a dendritic spine could be important. 

Yasuda et al. (2003) shows that a specific calcium triggered event only occurs when L-

type calcium channels are stimulated, but not when NMDA receptors are. Specifically, 

they find that while the L-type calcium channel does not noticeably contribute to the 
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calcium elevation in a spine, it is essential for the depression of R-type calcium channels 

due to back propagating action potentials (Yasuda et al., 2003). The authors conclude that 

distinct calcium pools within a spine activate distinct downstream molecules.  

Calcium nanodomains have also been suggested through the use of fast and slow 

calcium buffers. BAPTA binds calcium quickly, while EGTA binds it more slowly. 

Therefore BAPTA will constrain the spatial specificity of calcium much more than 

EGTA will (Naraghi and Neher 1997). Isaacson and Murphy (2001) show that NMDA 

receptors are in close proximity to the big conductance calcium-activated potassium 

channel (BK) in olfactory bulb granule cells. They show that BAPTA prevents the 

activation of BK by NMDA receptors, while EGTA does not, suggesting a nano-scale 

calcium domain (Isaacson and Murphy 2001). Bloodgood and Sabatini (2007) show that 

local calcium influx through R type calcium channels selectively activates the small 

conductance calcium-activated potassium channel (SK) in the spines of hippocampal 

neurons. When R-type calcium channels were blocked, calcium in the spine head was 

actually increased, but the effect of SK channel blockers was occluded, suggesting that 

the local calcium through R-type channels selectively activated the SK channel via a 

calcium microdomain (Bloodgood and Sabatini 2007). Similarly, the calcium 

dependent inactivation (CDI) of L type calcium channels is not sensitive to either 

BAPTA or EGTA, while the CDI of N and R type calcium channels is absent in the 

presence of EGTA. This result lead Liang et al. to conclude that N and R type calcium 

channels are sensitive to global changes in calcium, while L type calcium channels 

respond to local calcium elevation (Liang et al. 2003). 
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Computational models 

Several computational models explore the role of calcium microdomains in 

plasticity. Mihalas (2011) created a minimalistic model that co-localized specific 

calcium binding molecules with specific calcium sources. In the Mihalas model, CaMKII 

was located near NMDA receptors, PP2B (calcineurin) was located near VGCCs, and 

phosphodiesterases (PDEs) were located either near NMDA receptors (to mimic spines in 

cortical slices) or IP3 receptors (to mimic spines in hippocampal cultures). Mihalas found 

that this model replicated the standard STDP curve and was able to account for the 

difference seen in STDP-like triplets in cortical slices compared to hippocampal cultures. 

Pre-post-pre triplets cause LTD and post-pre-post triplets cause LTP when PDEs are 

located near IP3 receptors, while the opposite occurs when PDEs are located near NMDA 

receptors.  

Using MCell (Bartol et al. 1991), Keller et al. (2008) simulated a spine with 

spatial detail. Voltage gated calcium channels (VGCCs) were added uniformly to the 

spine, while the NMDA receptors were concentrated at the post-synaptic density (PSD). 

Under these conditions pre-post stimulations and post-pre stimulations created different 

spatial profiles for the calcium concentration. The pre-post stimulation caused a steep 

gradient with the densest calcium in the PSD and the lowest calcium at the base of the 

spine, while post-pre stimulation resulted in a weaker gradient (Keller et al., 2008, figure 

6). These results indicate that STDP stimulation patterns would cause different spatial 

profiles of calcium concentration in the spine. These differing calcium gradients could 

determine which downstream molecules calcium binds to, and consequently which 

plasticity mechanisms are set into motion.  
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Using the cellular dynamics simulator (CDS) (Byrne et al., 2010), Kubota and 

Waxham (2010) test whether the two lobes of calmodulin could be sensitive to calcium 

microdomains with the spine. They found that the fast binding N lobe of calmodulin was 

much more sensitive to calcium channel location than the slow binding C lobe, and that 

saturated calmodulin N lobe itself forms a distinct gradient within the spine. Because 

calcium binding to N or C lobes of calmodulin differentially activates CaMKII (Forest et 

al. 2008), this may be a mechanism by which calcium location affects plasticity.  

Problems with the microdomain/nanodomain location hypothesis 

The main difficulty with the calcium location hypothesis is the difficulty in testing 

it. The experimental evidence presented in this review shows that calcium can 

specifically act on the micro and nano scale, but it does not show that this action directs 

plasticity. The experiments showing that VGCCs are essential for LTD and NMDA 

receptors are essential for LTP do not necessarily mean that the location of these specific 

calcium sources is important. This result could be because VGCCs have different kinetics 

than NMDA receptors and therefore support the duration hypothesis. Testing whether 

calcium at the PSD is required for LTP while calcium on the extrasynaptic side of the 

spine head is necessary for LTD will require advances in calcium uncaging and imaging. 

New techniques like array tomography (Micheva et al. 2010), SBEM 

(Briggman, Helmstaedter, and Denk 2011), and STORM (Xu, Zhong, and Zhuang 

2013) now permit unprecedented levels of specificity in defining location of calcium 

channels on spine heads necks and dendritic shafts. New advances in calcium imaging 

such as LOTOS (Chen et al. 2012) and GCaMP6 (Chen et al. 2013) create the ability to 
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image single spines in vivo. Similarly, new sophisticated computational modeling 

software such as NeuroRD (Oliveira et al. 2010), Smoldyn (Andrews et al. 2010), and 

VCell (Cowan et al. 2012) allow for the simulation of realistic calcium gradients in 

computational models (reviewed in Blackwell, 2013). The location hypothesis of 

calcium-dependent plasticity should be re-examined in light of these new tools.  

Conclusion 
The question of amplitude, duration, and location is not as simple as it sounds. 

Some of the data that seems to support one hypothesis could actually be interpreted as 

supporting another. For example, the calcium buffering data supporting the amplitude 

hypothesis could be interpreted as supporting the location hypothesis, given that different 

concentrations of EGTA or BAPTA would restrict the diffusion of calcium away from its 

source (Naraghi and Neher 1997) as suggested in Mihalas (2011). Further confusing 

the duration and location hypotheses, Kubota and Waxham found that the calcium 

kinetics (specifically the speed of calcium influx) could determine the size of the calcium 

microdomain even when the total number of calcium molecules was kept constant 

(Kubota and Waxham 2010). While new techniques will allow for a more complete 

analysis of the location hypothesis, it is still likely that a full understanding of the role of 

calcium in plasticity will require a combination of all three of these hypotheses. 
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CHAPTER TWO: STRIATAL CELLULAR MODELS 

Definition 
The striatum is the main output structure of the Basal Ganglia, and is implicated 

in habit learning, addiction, and neuropathologies such as Parkinson’s Disease and 

Huntington’s Disease. Parkinson’s Disease is a motor dysfunction caused by 

degeneration of dopaminergic neurons that project strongly to the striatum. Huntington’s 

disease is another motor dysfunction caused by degeneration of a subset of the neurons in 

the striatum. Experiments in both humans and animals have demonstrated that normal 

habit learning involves the striatum, and in particular changes in striatal neural activity 

are observed consequent to cortical glutamatergic activity (in response to environmental 

stimuli or motor activity) and dopamine release in response to reward. 

Cell classes in the striatum 
The projection neurons of the striatum are the medium spiny neurons (MSNs) 

which make up the majority (90-95%) of the neurons. MSNs are further subdivided into 

two classes: those with dopamine D1 receptors, which co-release substance P and 

dynorphin, and those with dopamine D2 receptors, which co-release mu-opiods. Three 

other classes of interneurons have been extensively studied: the GABAergic fast spiking 

interneurons (FSIs) which are connected by gap junctions, the GABergic neuropeptide Y 

positive (NPY) interneurons which also produce nitrous oxide, and the acetylcholinergic 

(ACh) interneurons, also called the tonically active neuron because of its spontaneous 

http://www.springerreference.com/docs/html/chapterdbid/183177.html
http://www.springerreference.com/docs/html/chapterdbid/119775.html
http://www.springerreference.com/docs/html/chapterdbid/113644.html
http://www.springerreference.com/docs/html/chapterdbid/117971.html
http://www.springerreference.com/docs/html/chapterdbid/333024.html
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and regular firing pattern. More recently it has been possible to characterize a set of 

tyrosine hydroxylase expressing neurons using transgenic expression systems. These 

neurons exhibit four different firing patterns, but their role in striatal circuits remains to 

be elucidated. The GABAergic interneurons are in a position to modulate the timing and 

pattern of firing of the projection neurons of the striatum. In addition, their 

interconnections via both chemical and electrical synapses may play a role in 

synchronization. The acetylcholinergic neurons modulate dopamine release from the 

substantia nigra, and modulate striatal neuron properties through pre- and post-synaptic 

metabotropic receptors. 

One of the compelling questions about striatal function is the role of the D1 

versus D2 MSNs. The prevalent theory regarding Parkinson’s disease is that dopamine 

increases excitability of D1 MSNs and decreases excitability of D2 MSNs. This leads to 

overactivity of the D2 MSNs which tend to inhibit motor movement. Thus, some striatal 

models have been developed to evaluate which characteristics of MSNs can explain the 

difference between D1 and D2 neurons and the effect of dopamine. Both neuron classes 

exhibit a characteristic bi-modal membrane potential distribution during anesthesia and 

sleep, known as up-states and down-states. Though the significance of this activity is still 

unclear, several models have investigated which neuron mechanisms underlie this 

activity. Both normal habit learning and the overly strong habit learning of drug addiction 

likely involve synaptic plasticity of the MSNs, thus several models have investigated the 

control of calcium concentration during synaptic and neuronal activity, which are 

essential for synaptic plasticity. 
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Simple MSN Models 
Some models contain only a subset of cellular components and attempt to 

reproduce a specific cellular phenomenon. The purpose of these types of models is to 

explain cellular behavior using the smallest possible subset of mechanisms. This has the 

dual advantage of minimizing the number of free parameters and also demonstrating that 

specific channels/interactions are required. It has the disadvantage of being unable to 

demonstrate possible alternative mechanisms which might explain the data just as well. 

An example of this approach is Gruber et al. (2003) which uses two potassium channels 

and one calcium channel to test whether the known effects of dopamine on these channels 

affects membrane bi-stability. Another model (Koos et al. 2004) represents the complete 

morphology, but contains no voltage-dependent channels. This model shows that 

morphological characteristics, such as electrotonic distance, can account for the 

difference in amplitude of inhibitory post-synaptic potentials (IPSPs) produced by FSIs 

compared to MSNs.  

 Complex MSN Models 
Another class of striatal models includes the complex models. These contain a 

large number of cellular features, and attempt to reproduce many characteristics of 

voltage and/or calcium waveforms. The advantage of this approach is being able to 

isolate specific channels or morphological characteristics within the context of many 

cellular characteristics to demonstrate the necessity or sufficiency of a mechanism in 

replicating an experimental finding. These models can often be re-used to explain new 

data with minimal change. The disadvantage of this approach is having numerous free 

parameters, and the complexity can sometimes hinder the ability to illuminate concepts.  
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The first complete MSN model (Wolf et al. 2005) used the NEURON simulation 

software to model a neuron from the ventral striatum (also called the nucleus 

accumbens). It contains two sodium channels, six potassium channels, and six calcium 

channels, as well as synaptic channels (NMDA, AMPA, GABA). This model replicates 

many of the characteristics of MSNs such as the long delay to action potential at rheobase 

and the low frequency of spiking. The model was used to test the effects of the 

NMDA/AMPA ratio on entrainment to oscillation (Wolf et al. 2005) and later to test the 

effects of dopamine modulation on synaptic integration (Moyer et al.2007). The inwardly 

rectifying potassium current (Kir) was re-tuned (Steephen and Manchanda 2009) and 

implemented in this model to investigate the role of inactivating Kir in MSN excitability. 

This model was  adapted by Spiga et al. (2010), who added morphology based on a 

digital reconstruction of an MSN and tested the effects of spine loss and AMPA current 

reduction on AP frequency during simulated upstates.  

Several other complex models of dorsal striatal MSNs have been developed. A 

NEURON model MSN by (Gertler et al. 2008) has one sodium channel, one calcium 

channel, five potassium channels and synaptic channels (AMPA). The model was used to 

test the contribution of morphological differences between D1 and D2 MSNs in 

describing their different electrophysiological characteristics. This model was adapted by 

(Plotkin et al. 2011) to test the ability of distal dendrites to evoke sustained somatic 

depolarizations. A similar model, by the same group (Day et al. 2008) was used to 

investigate the back propagation of the action potential into MSN dendrites.  

http://www.neuron.yale.edu/neuron/
http://www.neuron.yale.edu/neuron/
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Another NEURON model MSN by Flores-Barrera et al. (2009) has one sodium 

channel, two calcium channels, and five potassium channels as well as synaptic channels 

(NMDA,AMPA, GABA). This model is used to test whether GABAergic input, which is 

depolarizing below its reversal potential (roughly -60mV), plays a role in maintaining the 

depolarization of an MSN during a cortico-striatal upstate.  

The most recent model (Evans et al. 2012) uses the GENESIS simulation software 

to model a dorsal striatum MSN containing one sodium channel, six potassium channels, 

five calcium channels, and four different NMDA receptor types as well as AMPA 

receptors. This model is used to test whether the NMDA receptor subtypes, based on the 

four GluN2 subunits, differentially affect the calcium influx into spines during closely-

timed pairings of pre and post-synaptic activity (spike timing dependent plasticity 

protocols).  

Interneuron Models 
Most striatal models focus on the spiny projection neurons, but there are several 

models of striatal interneurons. 

The first complete model of a fast spiking interneuron (FSI) (Hellgren Kotaleski 

et al. 2006) contains three potassium channels, one sodium channel and synaptic channels 

(AMPA, GABA). This model replicated the observed spike latency and high firing 

frequency of striatal FSIs. This model was used to investigate how upstate firing of FSIs 

is controlled by transient potassium currents and the contribution of these channels to 

enhancing signal detection. This model was further used to construct a network model 

http://www.genesis-sim.org/GENESIS/
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(Hjorth et al. 2009) that investigated the contribution of gap junctions in FSI sensitivity to 

coincident input from the cortex. 

Several simple models of acetylcholinergic neurons (ACh) have been developed. 

The goal of most of these models is to explain mechanisms underlying the rhythmic 

firing and burst firing observed in these neurons. Two models demonstrate two different 

set of currents which can explain membrane potential oscillations in these models. The 

first model (Wilson 2005) demonstrates that Kir, HCN (Hyperpolarization-activated and 

cyclic nucleotide-gated channel) and leak conductance in a single compartment could 

explain membrane potential oscillations in the voltage range of -80 to – 60 mV. A second 

model investigates yet a different mechanism responsible for a slower time course of 

oscillations. This model (Wilson and Goldberg 2006) is implemented in XPPAUT and is 

also a single compartment. It contains an L type calcium channel, high voltage activated 

potassium channel, leak current, a calcium dependent potassium current, and calcium 

concentration calculated using a single time constant of decay. Simulations investigated 

why the slow afterhyperpolarization (sAHP) is activated by long depolarizations (even of 

small amplitude) but not activated by brief ones. Another model of ACh neurons 

(Goldberg et al. 2009) was used to investigate the role of calcium channel colocalization 

in mediating slow and fast after hyperpolarizations. This model had a single electrical 

compartment that was subdivided into multiple concentric calcium compartments 

coupled by diffusion. Several calcium binding proteins enabled the model to demonstrate 

that the transient calcium influx produced by an action potential preferentially binds to 

SK channels, whereas the lower but more prolonged calcium influx produced by 

http://www.math.pitt.edu/~bard/xpp/xpp.html


26 

 

subthreshold depolarization preferentially binds to the slower, higher affinity binding 

proteins. 

Conclusion 
There are several models of striatal neurons that contain cellular detail. These 

models vary in complexity, morphology, and active channels. Each model is configured 

to test a specific aspect of striatal physiology as efficiently and accurately as possible, 

and therefore both the simple and the complex models are valuable. With the increasing 

power of computers and tools for parameter optimization, the accuracy and efficiency of 

complex models is likely to increase. 
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Table 1 Computational Models of striatal neurons. 

Citation Cell type Simple/complex Software Available 

modelDB 

Gruber et al. 2003 MSN Simple NEURON Yes 

Moyer et al. 2007; Wolf et 

al. 2005 

MSN, N. Acc. Complex NEURON Yes 

Steephen and Manchanda MSN, N. Acc. Complex NEURON Yes 
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2009 

Spiga et al. 2010 MSN, N. Acc. Complex NEURON Yes 

Koos et al. 2004 MSN Simple NEURON No 

Gertler et al. 2008 MSN Complex NEURON No  

Day et al. 2008 MSN Complex NEURON No 

Flores-Barrera et al. 2009 MSN Complex NEURON No 

Evans et al. 2012 MSN Complex Genesis Yes 

Hellgren Kotaleski et al. 

2006 

FSI Complex Genesis Yes 

Wilson 2005 ACh Simple XPPAUT No 

Wilson and Goldberg 

2006 

ACh Simple XPPAUT No  

Goldberg et al. 2009 ACh Simple XPPAUT No 
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CHAPTER THREE: THE EFFECTS OF NMDA SUBUNIT COMPOSITION ON 

CALCIUM INFLUX AND SPIKE TIMING-DEPENDENT PLASTICITY IN 

STRIATAL MEDIUM SPINY NEURONS 

Abstract  
Calcium through NMDA receptors (NMDARs) is necessary for the long-term 

potentiation (LTP) of synaptic strength; however, NMDARs differ in several properties 

that can influence the amount of calcium influx into the spine. These properties, such as 

sensitivity to magnesium block and conductance decay kinetics, change the receptor’s 

response to spike timing dependent plasticity (STDP) protocols, and thereby shape 

synaptic integration and information processing. This study investigates the role of 

GluN2 subunit differences on spine calcium concentration during several STDP protocols 

in a model of a striatal medium spiny projection neuron (MSPN). The multi-

compartment, multi-channel model exhibits firing frequency, spike width, and latency to 

first spike similar to current clamp data from mouse dorsal striatum MSPN. We find that 

NMDAR-mediated calcium is dependent on GluN2 subunit type, action potential timing, 

duration of somatic depolarization, and number of action potentials. Furthermore, the 

model demonstrates that in MSPNs, GluN2A and GluN2B control which STDP intervals 

allow for substantial calcium elevation in spines. The model predicts that blocking 

GluN2B subunits would modulate the range of intervals that cause long term 

potentiation. We confirmed this prediction experimentally, demonstrating that blocking 

GluN2B in the striatum, narrows the range of STDP intervals that cause long term 
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potentiation. This ability of the GluN2 subunit to modulate the shape of the STDP curve 

could underlie the role that GluN2 subunits play in learning and development.  

Introduction  
The striatum is the main input structure of the basal ganglia, which is necessary 

for proper motor function and habit formation. The medium spiny projection neurons 

(MSNs), which comprise ~95% of striatal neurons, undergo changes in synaptic strength 

during the learning of a motor task (Yin et al. 2009). This synaptic plasticity is thought to 

be the cellular basis of motor learning and habit formation, and it is disrupted in animal 

models of Parkinson’s Disease (Paillé et al. 2010) and Huntington’s Disease (Kung et al. 

2007).  

One of the critical mechanisms for inducing synaptic plasticity in neurons is 

calcium elevation in the spine. The sources of calcium are quite diverse, and depend on 

brain region and direction of plasticity. In particular, LTD often requires release of 

calcium from intracellular stores (Bender et al. 2006) or voltage dependent calcium 

channels (Bender et al. 2006; Shindou et al. 2011). In contrast, the source of spine 

calcium that contributes to long-term potentiation (LTP) is the NMDA receptor 

(NMDAR) in the hippocampus (Murphy et al. 1997), cortex (Artola and Singer 1987), 

and striatum (Calabresi et al. 1992).  

Because NMDARs permit calcium influx in response to the coincidence of pre-

synaptic glutamate release and post-synaptic depolarization, they are well situated to 

modulate spike timing dependent plasticity (STDP). In STDP protocols, an action 

potential (AP) is caused by depolarizing the soma of a neuron and is paired in time with a 
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pre-synaptic stimulation. NMDAR subunits differ in several properties that may be 

critical for timing-dependent synaptic plasticity. They contain various combinations of 

GluN1, 2, and 3 subunits which can change their maximal conductance, current decay 

time, and sensitivity to magnesium block (Paoletti 2011). While the GluN1 splice variant 

contributes to the kinetic properties of the NMDAR, the four GluN2 subunits (A, B, C, 

and D) determines them when the GluN1 splice variant is kept the same (Paoletti 2011). 

The specific differences determined by the GluN2 subunit, maximal conductance, decay 

time, and sensitivity to magnesium block, would affect the dependence of the NMDARs 

on AP timing. By controlling the kinetic properties of the NMDAR, the GluN2 subunit 

may determine how much calcium enters the spine during STDP pairings. Because 

calcium through the NMDAR plays an essential role in striatal timing-dependent long 

term potentiation (tLTP) (Fino et al. 2010; Pawlak and Kerr 2008; Fino et al. 2011) we 

hypothesized that changes in GluN2 subunit would affect the potentiation due to STDP 

protocols in the striatum.  

The MSNs of the striatum contain both GluN2A and GluN2B subunits in 

abundance (Chapman et al. 2003), and it has been suggested that GluN2D subunits may 

be present in low concentrations (Logan et al. 2007). In animal models of Parkinson’s 

disease, the NMDAR subunit composition is altered in the striatum (Paillé et al. 2010) 

and subunit-specific NMDAR antagonists have been shown to alleviate Parkinson’s like 

symptoms (Nash and Brotchie 2002). However, the intracellular consequences of such 

altered NMDAR subunit composition has not yet been made clear. In this study, we 

investigate the effects of altering NMDAR subunit composition on tLTP in the striatum.  
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Using a multi-compartmental model of a MSN, we examine NMDAR-mediated 

calcium influx through receptors containing different GluN2 subunits and under different 

STDP conditions. We find that calcium elevation depends on the available GluN2 

subunit, the relative timing of the AP, the duration of somatic depolarization, and the 

number of consecutive APs. More significantly, model predictions about the effect of 

GluN2 subunit on the shape of the STDP curve are confirmed experimentally. 

Results 

Validation of model medium spiny projection neuron 

To evaluate the role of the GluN2 subunit in STDP, we used a model of a dorsal 

striatal MSN, which was modified from a nucleus accumbens neuron model (Wolf et al. 

2005; Moyer et al. 2007).  
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Figure 4 Model cell shows MSN characteristics.  

A. Morphology of model MSN (not to scale). Inset: tertiary dendrites have 11 segments each 35µm in length. B. 

Comparison traces demonstrating latency to first AP in the model MSN and an experimental whole-cell recording of a 

mouse MSN. Both traces are a voltage response to current injection of 280pA. Scale bars: 20 mV vertical, and 100ms 

horizontal. C. Comparison current-voltage relationships (-500pA to 200pA) for the model MSN and an experimental 

recording demonstrating inward rectification. Scale bars: 10mV vertical, and 100ms horizontal. D. current-voltage 

relationship for computational model compared with mean current-voltage relationship from 25 MSNs of the mouse 

dorsal striatum. (see also Supplemental Methods)  Error bars ±SD. 

 

 

 



33 

 

 

The model of the dorsal striatum MSN had the same general morphology as the 

nucleus accumbens model (Figure 4A), with explicit spines that include synaptic 

glutamate receptors (AMPA and NMDA) and voltage dependent calcium channels. 

Kinetics and maximal conductances of voltage dependent channels (See Table 2 and 

Table 3) were tuned to match the characteristics of neurons in the dorsal striatum, such as 

long latency to first spike during somatic depolarization (Figure 4B), AP width of ~1ms, 

and distinct inward rectification (Figure 4C). When a series of hyperpolarizing and 

depolarizing current incrementing by 50pA from -500pA to 200pA is applied to this 

model, the resulting current-voltage relationship matches very closely to the average 

current-voltage relationship of 25 MSNs from the mouse dorsal striatum undergoing the 

same current series (Figure 4D and see supplemental methods). This model did not 

contain GABAergic synapses and represents experimental conditions in which 

GABAergic channels are blocked (Pawlak and Kerr 2008; Shen et al. 2008; Fino et al. 

2010).  

Table 2 Steady state and tau equations for ionic channels.  

V=voltage, scale= value by which time constants were scaled during tuning, [Ca] = calcium concentration, EC50 = half 

activation for calcium dependence, F=Faraday constant , R=Ideal Gas constant. Equations: sigmoid = rate/(1 + (exp 

((V- vhalf)/slope))), exp = exp((V-vhalf)/slope), SK_eqn = (([Ca]/EC50)^5.4)/(1+([Ca]/EC50)^5.4), BK_eqn1 = 

(B*[Ca])/([Ca]+K*(exp((2VDF)/(RT)), BK_eqn2 = B/(1+[Ca]/(K*(exp((2VDF)/(RT)) 

Channel 

Name 

m or 

h 

Steady 

State  

tau scale α or β Vhalf 

(mV) 

Slope 

(mV) 

Rate 

NaF m sigmoid tab 1.2 - -25 -9.2 1 

 h sigmoid tab 1.2 - -62 6 1 

Kir m sigmoid tab 0.5 - -102 13 1 

KaF m α/(α+β) 1/(α+β) 1.5 α (sigmoid) 4 -17 1.5 ms
-1

 

     β (sigmoid) 10 9 0.6 ms
-1

 

 h α/(α+β) 1/(α+β) 0.67 α (sigmoid) -121 22 105 s
-1

 

     β (sigmoid) -55 -11 65 s
-1

 

KaS m α/(α+β) 1/(α+β) 2.5 α (sigmoid) 50 -20 250 s
-1

 

     β (sigmoid) -90 35 50 s
-1
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 h α/(α+β) 1/(α+β) 2.5 α (sigmoid) -95 16 2.5 s
-1

 

     β (sigmoid) 50 -70 2 s
-1

 

Kdr m 1/(1+a) 0.05*b/(1-a) s 0.5 a (exp) -13 9.09 - 

     b (exp) -13 12.5 - 

BK m α/(α+β) 1/(α+β) 1 α 

(BK_eqn1) 

D=-0.84, K=0.003, B=480s
-1

 

     β 

(BK_eqn2) 

D=-1, K=0.009, B=280s
-1

 

SK m SK_eqn 4e-3 1 - EC50=0.57µM 

 

Table 3 Maximal conductance and permeability for ionic channels.  

Gbar=maximal conductance S/M2=Siemans per meter squared; Pbar = maximal calcium permeability. Prox dend = 

proximal dendrites; mid dend = middle dendrites; dist dend = distal dendrites.  

Gbar (S/M
2
) soma prox dend mid dend dist dend spine 

NaF 90,000 2,730 2,730 975 0 

KaF 765.24 765.24 168.21 112.14 0 

KaS 360.1 38.93 38.93 38.93 0 

Kir 8 8 8 8 0 

KDR 6.04 6.04 6.04 6.04 0 

SK 2 2 2 2 0 

BK 10 10 10 10 0 

Pbar      

CaL1.3 1.59E-07 1.59E-07 1.59E-07 1.59E-07 4.25E-07 

CaT 8.81E-09 8.81E-09 8.81E-09 8.81E-09 2.35E-08 

CaR 9.75E-07 9.75E-07 9.75E-07 9.75E-07 1.30E-06 

CaN 3.75E-07 3.75E-07 3.75E-07 3.75E-07 0 

CaL1.2 1.26E-07 1.26E-07 1.26E-07 1.26E-07 3.35E-07 

 

STDP protocol type modulates calcium influx through NMDAR 

Because NMDAR channel opening requires both glutamate to activate the 

channel and membrane depolarization to relieve the voltage-dependent magnesium block, 

the occurrence of a somatic AP close in time to glutamatergic stimulation can drastically 

increase the calcium elevation due to the NMDAR. Previous studies have shown that 

different somatic depolarization patterns back-propagate into the dendrites with varying 
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strength (Saudargiene et al. 2004; Carter and Sabatini 2004; Zhou et al. 2005). 

Consequently, STDP protocols that have been used on striatal cells vary in AP number 

and length of somatic depolarization.  

 

 
Figure 5 STDP protocol type changes calcium influx through NMDAR.  
A. Model traces showing each STDP protocol. Scale bars: 10mV vertical, 10ms horizontal. B. NMDAR-mediated 

calcium during positive (solid color line) and negative (dotted color line) Δt compared to calcium through NMDA 

during synaptic stimulation only (No AP, solid black line). Scale bars: 2µM [Ca2+] vertical, 50ms horizontal. C. Model 

calcium curves showing change in peak NMDAR calcium as a percentage of control (synapse stimulation with no AP). 

Spines stimulated are 40 µm from the soma. D. Example single experiments showing tLTP in response to 30ms 

depolarization STDP, but not to 5ms depolarization STDP. pre = average of baseline EPSCs prior to STDP; post = 

average of EPSCs around 60 minutes after STDP. Scale bars: 100pA vertical, 20ms horizontal. E. All experimental 

data points approximately 60 minutes after STDP protocol application as % of baseline. 5ms depolarization STDP 

failed to induced significant tLTP when compared to 30ms depolarization STDP. (*** = p<0.0001). 
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To investigate the influence that different protocols have on the NMDAR-

mediated calcium elevation in the spine, simulations were performed for each STDP 

protocol that has been used in the striatum: a 30ms depolarization to 1 AP (Fino et 

al.2005; Fino et al. 2010), a 5ms depolarization to 1 AP (Pawlak and Kerr 2008), and an 

AP triplet at a frequency of 50Hz (Pawlak and Kerr 2008; Shen et al. 2008) (Figure 5A). 

Each simulation involved the stimulation of two adjacent spines on the secondary 

dendrite of the model cell and a somatic depolarization to AP initiation, with the two 

events separated by a specific temporal interval (∆t). For each STDP protocol, the peak 

calcium elevation due to the NMDAR in a single spine was recorded for both positive 

and negative ∆t and was compared to the peak NMDAR-mediated calcium elevation due 

to control stimulation with no somatic AP (Figure 5B). When repeated over a range of ∆t, 

simulations reveal that a 30ms depolarization to 1 AP significantly increased the 

NMDAR-mediated calcium in the spine when it occurred +2 to +20 ms after pre-synaptic 

stimulation (~250% increase), while a 5ms depolarization to AP caused much reduced 

elevations in NMDAR-mediated calcium at these intervals (~175% increase). The 

NMDAR-mediated calcium elevation observed with negative ∆t was reduced compared 

to positive ∆t for all three protocols, consistent with the experimental observation that in 

the presence of GABA inhibitors, negative ∆t does not produce tLTP (Fino et al. 2010). 

Because in reality, the AP does not always occur at the exact same time within the 

depolarization, STDP simulations were repeated with added random synaptic input to 

cause noise and jitter to the timing of the AP within the 30ms depolarization. Simulations 

were repeated 6 times using different input frequencies and random seed values. The 
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averages of these simulations overlay the control conditions, demonstrating that this 

model and protocol are robust to noise (Figure 6). 

 

 
Figure 6 Added variability to spike time in model MSN.  

Adding low level synaptic input to spines added jitter to the spike time during the 30ms STDP protocol, but did not 

alter the shape of the STDP curve. Red circles are the means of 6 jitter trials averaged with the control trial for a total 

n=7. Black line is control trial (same trace as green line in figure 2C). Error bars ±SD. 

 

 

Because calcium through the NMDAR is essential for tLTP (Fino et al. 2010; 

Fino et al. 2011), the model predicts that the 30ms depolarization protocol, which causes 

a strong increase in NMDAR-mediated calcium, will more readily induce tLTP than the 

5ms depolarization protocol which causes a weak increase in NMDAR-mediated 

calcium. This model prediction was confirmed experimentally with whole-cell patch-

clamp recordings in rat striatal slices. STDP experiments show that using ∆t of +5 to 
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+30ms, robust tLTP is induced with the 30ms depolarization protocol, but tLTP is not 

induced with the 5ms depolarization protocol (Figure 5D &E). Indeed, with the 30ms 

depolarization protocol, the mean EPSC amplitude value, recorded 60 minutes after the 

induction protocol, was 186.011.6%, (∆t=+18.6±1.5 ms, n=22), a value significantly 

different (p<0.01) from baseline (Figure 5E). However, 5 ms postsynaptic suprathreshold 

depolarizations paired with presynaptic stimulations (∆t=+10.3±0.4ms, n=5) were not 

able to induce significant plasticity. The mean EPSC amplitude recorded 60 minutes after 

the induction protocol (97.5±11.0%) did not significantly differ from baseline (Figure 

5E).  

GluN2 subunit composition modulates calcium elevation due to NMDAR 

The type of GluN2 subunit (A, B, C, and D) strongly determines the maximal 

conductance, decay time, and sensitivity to magnesium block for the NMDAR (Paoletti 

2011). Therefore, differences in GluN2 subunit are predicted to modulate synaptic 

plasticity by controlling the calcium influx through the NMDAR. To evaluate this 

hypothesis, simulations were repeated using the 30 ms depolarization STDP protocol that 

caused tLTP for four types of NMDAR each representing a receptor containing two 

GluN1 subunits and two GluN2 subunits of the same type (either A, B, C, or D). The 

current decay time, maximal conductance, and magnesium block parameters of these 

NMDARs were adjusted to reflect experimental measurements (Monyer et al. 1994; 

Vicini et al. 1998) (Table 4, Figure 7A & B). 
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Table 4 NMDA subunit parameters.  

S=Siemens, s=seconds. “Mg2+ block” is parameter A used in equation 1 

 GluN2A GluN2B GluN2C GluN2D 

Gmax (S) 0.94e-9 0.94e-9 0.325e-9 0.119e-9 

Tau decay (s) 25e-3 150e-3 125e-3 850e-3 

Mg
2+

 block 3.57 3.57 25 40 

 

 
Figure 7 Characteristics of GluN2 containing NMDARs.  

A. Model NMDAR current in response to synaptic stimulation in a magnesium-containing (left) and a magnesium-free 

(right) condition for each GluN2 subunit-containing receptor. B. Current-Voltage relationships for each GluN2 subunit-
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containing NMDAR in the magnesium-free condition (open symbols) and the magnesium-containing condition (filled 

symbols). Fourth panel shows subunit-specific current-voltage curves overlaid for the magnesium-containing condition 

only.  

 

 

 
Figure 8 Calcium curves for different GluN2 subunit containing NMDARs.  

Dependence of NMDAR-mediated calcium on AP timing is different for each GluN2 subunit. Normalized peak 

NMDAR calcium is plotted for each AP timing interval (Δt) using the 30ms STDP protocol. Spines stimulated are 40 

µm from the soma. 

 

Calcium elevation due to NMDAR was evaluated for each GluN2 subunit 

condition over all ∆t (from -100 to +100ms). The resulting calcium curves (Figure 8) 

show clear differences in shape depending on GluN2 subunit. GluN2A and GluN2B 

conditions show the highest normalized calcium peaks, reaching greater than 250% of 

control, while GluN2C demonstrates a much reduced increase in calcium due to AP 

timing, just reaching 200% at the narrowest intervals. Similarly, GluN2D exhibits 

reduced calcium peaks and shows very little change in calcium concentration based on 

the AP timing (Figure 8). These simulations suggest that tLTP would be readily induced 
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in GluN2A and GluN2B-containing synapses, but would not be as easily induced in 

GluN2C and GluN2D-containing synapses.  

Although GluN2A and GluN2B-containing receptors both reach calcium peaks 

greater than 250%, the shapes of the calcium curves are strikingly different. Because of 

the faster decay time of GluN2A, the range of ∆t that causes strong calcium elevation is 

much narrower than for the more slowly decaying GluN2B-containing receptors. 

Calcium elevation due to influx through GluN2A only reaches levels >250% for narrow 

Δt. However, the GluN2B-containing receptors maintain elevations in calcium >250% 

even at wide Δt (Figure 8).  

Because the predicted intervals that allow significant amounts of calcium through 

NMDARs  differ between GluN2A and GluN2B and because striatal MSNs contain both 

GluN2B and GluN2A subunits (Ding et al. 2008), the model predicts that blocking the 

GluN2B subunit in an MSN would narrow the range of ∆t that produces tLTP. To test 

this prediction, STDP experiments were conducted in either normal aCSF, or in the 

presence of 10 µM Ifenprodil, a potent and selective GluN2B antagonist. In the control 

condition, ∆t between +5ms and +30ms elicits tLTP (186.011.6%, n=22) (Figure 9A-

D). This ∆t range includes both narrow timing intervals (5ms<∆t<12ms), and wide timing 

intervals (12ms<∆t<30ms). Under control aCSF conditions, the tLTP induced using 

narrow ∆t (207±26%, n=5) does not significantly differ from the tLTP induced using 

wide ∆t (179.913.4%, n=17) (P=0.72). In contrast, when GluN2B-containing NMDARs 

are blocked with Ifenprodil, tLTP at intervals wider than +12ms is abolished (97.76%, 

n=7), while tLTP between +5ms and +12ms was maintained (142±12%, n=12). This 



42 

 

difference between wide and narrow timing intervals is significant for the Ifenprodil 

condition (p<0.05; Figure 9D). These results demonstrate that GluN2 subunits not only 

control whether potentiation occurs, as previous studies have shown (Li et al. 2009; 

Zhang et al. 2009; Banerjee et al. 2009), but also that they hone plasticity, making it 

sensitive to wider or narrower time intervals between pre-synaptic neurotransmitter 

release and post-synaptic firing.  

To reflect these experiments in the model cell, control aCSF simulations were run 

using a combined GluN2A and B decay time constant (25% GluN2B, 75% GluN2A). To 

mimic the effects of Ifenprodil in blocking the GluN2B containing receptors, the NMDA 

response had 75% of the amplitude of the control simulations and a decay time constant 

of the GluN2A subunit. For both cases the calcium response was normalized by the 

control aCSF no AP condition.  

The calcium curves generated by the model MSN reflect the experimental STDP 

curves. When GluN2A and GluN2B are present, calcium elevation due to NMDAR stays 

above 250% of control for both narrow (2ms<∆t<12ms) and wide (12ms<∆t<30ms) ∆t, 

whereas when GluN2A is present alone, calcium elevation due to NMDAR drops below 

250% of control for wide timing intervals (Figure 9E&F). Interestingly, when GluN2A 

and GluN2B are present, the interval at which NMDAR-mediated calcium drops below 

250% in the model (+40ms ∆t) is the same interval that no longer gives tLTP in the 

experiments (Figure 9C &E).  

During the narrow timing intervals (5ms<∆t<12ms), Ifenprodil significantly 

reduced the amount of tLTP induced for the experiments, and reduced the NMDAR 
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mediated calcium in the model simulations. This result is not surprising considering that 

the synapses in the Ifenprodil condition have fewer total NMDARs available than those 

in the control condition.  
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Figure 9 GluN2B broadens the STDP curve. A-B. Inhibition of GluN2B restricts the time window of tLTP 

induction.  

Representative experiments illustrate the time course of synaptic efficacy changes induced by pre-post pairings in 

control aCSF and in the presence of ifenprodil (10 µM). Insets: averaged EPSCs before (black) or after (grey: control; 



45 

 

blue: ifenprodil treatment) STDP. Scale bars 100pA vertical, 10ms horizontal. A. Example experiments showing tLTP 

induced by narrow AP timing intervals (0<∆t<12ms) in control and ifenprodil conditions. B. Example experiments 

showing tLTP is induced by wide AP timing intervals (12<∆t<30ms) in control conditions, but not induced when 

GluN2B containing NMDARs were blocked by Ifenprodil. Black arrow indicates the STDP protocol induction. C. 

Summary of Experimental data: Spike-timing dependent changes in synaptic efficacy estimated 60 minutes after STDP 

induction in control and Ifenprodil conditions. Blue shading highlights Δt shorter than 12ms; pink shading highlights Δt 

between 12ms and 30ms. D. Bar graph of long-term synaptic efficacy changes shows that the GluN2B inhibition 

affects the range of Δt that permits tLTP induction. (* = p<0.05, n.s. = not significant) E. Peak NMDAR calcium curves 

from the model MSN for positive Δt. To represent the selective experimental blockade of GluN2B receptors, both 

curves are normalized to the GluN2A+B no AP condition. F. Bar graph showing average NMDA calcium elevation for 

narrow intervals (+2ms to +12ms) and wide intervals (+13ms to +30ms) for each NMDAR condition (GluN2A+B and 

GluN2A alone). 

 

 

Spines on distal dendrites show reduced sensitivity to AP timing 

Previous studies in other neuronal types have shown that distance from the soma 

alters the strength (Froemke et al. 2005) and direction of STDP (Sjöström and Häusser 

2006). Because the AP decays as it back-propagates in MSNs (Day et al. 2008), we 

hypothesized that the timing dependence seen in secondary dendrites of these neurons 

would shift with distance from the soma. To investigate these interactions, we evaluated 

the peak calcium elevation during the 30ms depolarization STDP protocol while 

stimulating spines located on the third segment of the tertiary dendrite, 150µm away from 

the soma, compared to the secondary dendrites at 40 µm. Because a smaller branch 

diameter increases the input resistance at the tertiary dendrite, stimulating two adjacent 

tertiary spines resulted in a larger post-synaptic potential (PSP) than stimulating the two 

adjacent secondary spines, when seen at the spine head (Figures 5A & B). However, the 

greater electrotonic distance for the tertiary stimulation causes the same stimulation to be 

smaller when seen at the soma (Figure 10A&C). As predicted by cable theory (Rall 

1969), the depolarization seen in the spine due to the back propagating AP is smaller in 

the tertiary dendrites than in the secondary dendrites (Figure 10D).  
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Figure 10 Distance from soma reduces dependence on AP timing.  



47 

 

A. Illustration of dendritic branch, showing the decay of the EPSP traveling from either the tertiary (red) or secondary 

(blue) dendritic spines. In all panels “tertiary” refers to the third segment of the tertiary dendrite (tert 3). Scale bars 

0.5mV vertical, 10ms horizontal. B. Overlayed tertiary and secondary EPSPs as seen at the spine. Scale bars: 0.5mV 

vertical, 10ms horizontal. C. Overlay of tertiary and secondary EPSPs for the same stimulations in B as seen at the 

soma. Scale bars: 0.5mV, 10ms D. Spine depolarizations resulting from the back-propagating AP for the primary, 

secondary, and tertiary dendrites. Scale bars: 10mV vertical, 5ms horizontal. E. Peak NMDAR calcium curves for each 

GluN2 subunit on the tertiary dendrite and the secondary dendrite. Insets: NMDAR-mediated calcium traces for 

secondary (top) and tertiary (bottom) dendrites for positive (Δt=+11ms, solid color), negative (Δt=-12ms, dotted color) 

and no AP control conditions (solid black). Scale bars 1µM, vertical, 10ms horizontal. 

 

 

 A reduced sensitivity to AP timing for positive ∆t is observed under every GluN2 

subunit condition (Figure 10E), due to both the decrement in back-propagating AP, which 

decreases the amplitude of the NMDAR-mediated calcium elevation, and the larger PSP, 

which decreases the need for depolarization by the AP. In contrast, virtually no change in 

calcium elevation or timing dependence appears for negative ∆t (Figure 10E). The most 

drastic decreases in NMDAR-mediated calcium elevation occurs in the subunit 

conditions most sensitive to the magnesium block, i.e. GluN2A and GluN2B, while the 

GluN2C and GluN2D subunit conditions showed a smaller decrease in NMDAR-

mediated calcium elevation due to distance. Because there is no change for negative ∆t 

and a decrease in peak calcium for positive ∆t, the difference between positive and 

negative ∆t is strongly reduced when synapses are on the tertiary dendrite. For example, 

when GluN2A is stimulated on the tertiary spine, positive ∆t causes nearly the same 

elevation in calcium as negative ∆t (Figure 10E inset). Under these distal dendrite 

conditions, positive ∆t is unlikely to produce tLTP, and the dependence on AP timing is 

drastically reduced.  
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Differences between thalamo-striatal and cortico-striatal synapses 

The MSNs of the striatum receive inputs from almost all areas of the cortex 

(Smith and Bolam 1990) and from the thalamus (Takada et al. 1985). Using a slice 

preparation which preserves both cortico-striatal and cortico-thalamic fibers (Smeal et al. 

2007), Ding et al. (Ding et al. 2008) and Smeal et al. (2008) have characterized the two 

major glutamatergic inputs to the striatum in mouse and rat respectively. Ding et al. 

found that thalamo-striatal synapses had a lower NMDAR/AMPAR ratio than cortico-

striatal synapses in the mouse, while Smeal et al. found the opposite, that the 

NMDAR/AMPAR ratio was higher for thalamo-striatal synapses in the rat. Measuring 

the decay time constant, Smeal et al. found that thalamo-striatal synapses had lower 

GluN2B/NMDAR ratios than cortico-striatal synapses, while using bath application of 

Ifenprodil Ding et al. found the opposite, that thalamo-striatal synapses had a higher 

GluN2B/NMDAR ratio. Smeal et al. also found that the thalamo-striatal synapses were 

electrotonically more distant from the soma than the cortico-striatal synapses, Ding et al. 

did not measure this (Table 5). To investigate the implications of differences in the 

NMDAR/AMPAR ratio, the GluN2B/NMDAR ratio, and the electrotonic distance from 

the soma, we modeled synapses with specific cortico-striatal characteristics and specific 

thalamo-striatal characteristics. Because the two studies report contrasting results (Ding 

et al. 2008; Smeal et al. 2008), we ran separate simulations using each set of data.  

 

 



49 

 

Table 5 Cortico-striatal and thalamo-striatal parameters.  

Ctx=cortico-striatal synapses; Th=thalamo-striatal synapses. τ=decay time constant for NMDA current. Arrows 

represent a relative increase or decrease in NMDA/AMPA ratio or GluN2B/NMDA ratio between cortico-striatal and 

thalamo-striatal synapses for each study.  

 NMDAR/AMPAR GluN2B/NMDAR Distance from 

soma 

Smeal et al., 2008 

(from rat) 

Ctx     1.52        ↓ 

Th       2.6         ↑ 

Ctx  τ=233ms   ↑ 

Th   τ=193ms   ↓ 

Ctx  more proximal 

Th   more distal 

Ding et al., 2008 

(from mouse) 

Ctx      2.75       ↑ 

Th       2.04       ↓ 

Ctx    0.25        ↓ 

Th     0.42        ↑ 

--Not Addressed-- 

 

 

We found that, based on different electrotonic properties, thalamo-striatal and 

cortico-striatal synapses differentially affect the NMDAR mediated calcium elevations 

for positive ∆t, but not negative ∆t. The distal thalamo-striatal synapses had lower peak 

calcium, and a weaker dependence on AP timing than did the cortico-striatal synapses for 

both mouse and rat (Figure 11A). This result suggests that NMDAR-dependent tLTP 

would be more readily induced in cortico-striatal synapses than in thalamo-striatal. 

However, this result assumes that thalamo-striatal synapses are more distal than the 

cortico-striatal as has been experimentally suggested (Smeal et al. 2008). To distinguish 

the effect of distance from the effect of NMDAR/AMPAR and GluN2B/NMDAR ratios, 

simulations were repeated with thalamo-striatal synapses in the same location (secondary 

dendrite) as the cortico-striatal synapses. When the synapses were located at the same 

distance from the soma, the effect of ∆t on peak calcium concentration did not differ 

strongly between thalamo-striatal and cortico-striatal synapses (Figure 11A). Therefore, 

the lower calcium peaks in the thalamo-striatal simulations are entirely due to its location 

on the tertiary dendrite. Interestingly, this result was independent of which dataset (Ding 

et al. or Smeal et al.) was used. 
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Figure 11 The cortico-striatal and thalamo-striatal synapses onto MSNs have different synaptic characteristics.  

A. Peak NMDAR calcium curves from simulations using cortico-striatal and thalamo-striatal parameters from mouse 

striatum (Ding et al., 2008) and from rat striatum (Smeal et al., 2008). Cortico-striatal curve for mouse is the same as 

the green trace in figure 2C. B. NMDAR-mediated calcium for positive (Δt=+11ms, solid color), negative (Δt=-12ms, 

dotted color) and no AP control conditions (solid black) under cortico-striatal and thalamo-striatal conditions in mouse 

and rat. Scale bars: 2µM [Ca2+] vertical, 50ms horizontal. th dist = thalamo-striatal synapses stimulated on tertiary 

dendritic spines, th prox = thalamo-striatal synapses stimulated on secondary dendritic spines. Ctx prox = cortico-

striatal synapses stimulated on secondary dendritic spines. 

 

 

In conclusion, we predict that the cortico-striatal and thalamo-striatal synapses 

onto an MSN will respond similarly to STDP protocols if they are located a similar 

distance away from the soma. However, if as Smeal et al. (2008) have shown, the 

thalamo-striatal synapses are more distal, then we predict it will be more difficult to 

induce NMDAR dependent tLTP in those synapses than in cortico-striatal synapses.  

Discussion  
We developed a multi-compartment, multi-channel model of a striatal medium 

spiny projection neuron to investigate the relationship between NMDAR mediated 
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calcium influx and tLTP. We demonstrated that a longer somatic depolarization to action 

potential produced a larger calcium elevation in the model and more readily induced 

tLTP experimentally than a short depolarization. Also, we showed that the GluN2 subunit 

altered NMDAR sensitivity to action potential timing, and modified the shape of the 

STDP curve. The model predicted that synapses containing GluN2B subunits would be 

sensitive to a wider range of positive ∆t than synapses containing only GluN2A subunits. 

We tested this prediction experimentally and found that blocking GluN2B effectively 

narrowed the range of ∆t that induced tLTP.  

The NMDAR is critical for learning and STDP because it admits calcium in 

response to the coincidence of pre-synaptic activity and post-synaptic depolarization. It is 

clear that other mechanisms besides calcium are important for long term synaptic 

plasticity (Hellgren Kotaleski and Blackwell 2010). While there are many mechanisms to 

increase calcium in the cell, such as voltage sensitive calcium channels, calcium 

permeable AMPA receptors, and calcium release from internal stores, these mechanisms 

do not all serve the same function (Higley and Sabatini 2010) and not all sources of 

calcium contribute to tLTP (Bender et al. 2006; Fino et al. 2010). NMDAR-mediated 

calcium has consistently been shown to be essential for tLTP in the striatum (Pawlak and 

Kerr 2008; Shen et al. 2008; Fino et al. 2010), while it is not necessary for tLTD (Fino et 

al. 2010; Fino et al. 2011; Shindou et al. 2011). Therefore, the NMDAR-mediated 

calcium elevations recorded from this model are used to predict tLTP, but are not 

relevant to the development of tLTD.  
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Striatal STDP protocols and NMDAR-mediated calcium 

The addition of an appropriately timed back propagating AP during a 30ms 

depolarization more than doubled the elevation in spine calcium that occurred in response 

to synaptic stimulation alone, whereas the 5 ms protocol caused little calcium elevation in 

the model. Similarly, experiments revealed that the 30 ms depolarization protocol, but not 

the 5 ms depolarization caused tLTP. In cortex and hippocampus, a 5ms depolarization 

often is sufficient to induce tLTP (Bender et al. 2006; Fuenzalida et al. 2010); however, 

MSNs usually do not depolarize and fire an AP within 5ms. Cortico-striatal inputs build 

up over a longer time-course to cause an upstate and AP (Kerr and Plenz 2004; Calabresi 

et al. 1990); thus, a 30ms depolarization to AP mimics this more natural time course for 

these cells. One study was able to induce tLTP in the striatum with a 5ms depolarization 

to AP, and found the same degree of tLTP with the three AP protocol (Pawlak and Kerr 

2008). However, these experiments were conducted in the presence of glycine, a NMDA 

co-agonist, which could have increased NMDAR sensitivity (Thomson 1989).  

Distance from the soma and STDP 

In the model, NMDAR-mediated calcium elevations show strong sensitivity to 

AP timing in proximal dendrites, but this sensitivity as well as the maximum change in 

calcium is diminished at distal synapses. The decrease in spine calcium with distance 

from the soma is observed for all STDP protocols and was independent of GluN2 

subunit. Given the diminished effect of AP timing in tertiary dendrites, LTP at distal 

synapses might be achieved through entirely different plasticity mechanisms not 

requiring a somatic AP. A recent study suggests that a limited number of inputs on distal 

dendritic branches can induce upstates in MSNs due to the high input resistance of the 
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branch and non-linearity of the NMDA receptor (Plotkin et al. 2011). Thus, the 

conjunction of many synaptic inputs may be more important than somatic depolarization 

for distal synaptic plasticity. However, further work is needed to investigate whether this 

upstate induction can induce LTP at synapses distal to the soma.  

Cortico-striatal and thalamo-striatal synapses 

We have used the recently characterized thalamo-striatal and cortico-striatal 

inputs to MSNs to model synapses of each type. Our results show that regardless of the 

dataset used (Ding et al. 2008; Smeal et al. 2008), the calcium due to NMDAR activation 

shows the same timing dependence for thalamo-striatal and cortico-striatal synapses 

when they are the same distance from the soma. However, if the thalamo-striatal 

synapses are more distal than the cortico-striatal synapses as suggested experimentally 

(Smeal et al. 2008), the spine calcium elevation due to NMDAR activation is reduced for 

thalamic inputs during positive ∆t. Since distance is the only factor influencing the 

differential response to STDP protocols between thalamo-striatal and cortico-striatal 

synapses, our results predict that any disparity in plasticity expression between these 

synapses will not be NMDAR related, and will come from other neuromodulatory 

mechanisms, such as differences in pre-synaptic endocannabinoid receptor expression 

(Uchigashima et al. 2007).  

GluN2 subunits and their effects on synaptic plasticity 

Our model shows that GluN2 subunit can influence the way synapses respond to 

STDP protocols. GluN2A and GluN2B allow for large calcium increases and strong 

sensitivity to AP timing, while GluN2C and GluN2D cause much smaller calcium 
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increases that are less sensitive to AP timing. Although the striatum contains mostly 

GluN2A and GluN2B subunits, our findings predict that neuron types with predominantly 

GluN2C or GluN2D will not exhibit NMDAR dependent tLTP. In addition, GluN2A, 

because of its fast decay time, results in a narrowing of the STDP curve by decreasing the 

∆t that permit sufficient calcium influx. In contrast, GluN2B, because of its slower decay 

time, serves to broaden the STDP curve. While previous studies have focused on whether 

a particular GluN2 subunit is necessary for plasticity (Li et al. 2009; Zhang et al. 2009; 

Banerjee et al. 2009), we have shown that the relationship between GluN2 subunit and 

plasticity is more complex than simply allowing or preventing LTP.  

In addition to the basic subunit characteristics modeled here, there are other, less 

well understood parameters that differ between the four GluN2 subunits. For example, 

differing amino acid patterns in the C-terminal tail allow differential phosphorylation by 

kinases and differential binding to scaffolding proteins (Foster et al. 2010). Some of these 

differences are known to change the calcium permeability of the channel (Skeberdis et al. 

2006), and could further influence the receptor’s response to STDP. Similarly, the 

intracellular location of the GluN2 subunits is not well known in the striatum. A few 

studies have looked at the synaptic versus extrasynaptic location of GluN2A and GluN2B 

(Gardoni et al. 2006; Milnerwood et al. 2010) in the striatum, but the techniques used 

were comparative rather than quantitative; thus we cannot be certain that we are not 

stimulating extrasynaptic NMDARs, but the low frequency stimulation (always 1 Hz or 

lower) used here is unlikely to cause significant glutamate spillover (Hires et al. 2008). It 

is possible that NMDA triheteromers (containing both GluN2A and B) are present in the 
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striatum (Li et al. 2004), but see (Ding et al. 2008). Our experimental protocol does not 

distinguish between di or triheteromers and therefore we cannot specifically determine 

whether the effect is due to Ifenprodil’s full blockade of GluN2B diheteromers or its 

weak blockade of GluN2A/B triheteromers (Hatton and Paoletti 2005).  

The balance between GluN2A and GluN2B, and thus the shape of the STDP 

curve may be modulated dynamically. Studies in the hippocampus have demonstrated a 

widening of the STDP curve in response to dopamine D1 receptor stimulation (Zhang et 

al. 2009), and β-adrenergic receptor stimulation (Lin et al. 2003). Interestingly, both D1 

and β-adrenergic receptors activate the cAMP-dependent protein kinase (PKA) which is 

essential for striatal LTP (Calabresi et al. 2000). PKA phosphorylation is known to 

increase the calcium permeability of NMDARs and in particular, those containing 

GluN2B subunits (Skeberdis et al. 2006). Therefore, PKA activation may widen the 

STDP curve by increasing the calcium permeability of GluN2B-containing NMDARs.  

Implications for learning, behavior, and pathology 

The role for NMDAR subunits in neurological disorders has recently been 

suggested. Studies conducted in rodent models of Parkinson’s Disease have shown that 

dopamine depletion results in the reconfiguration of the NMDARs, specifically in a 

reduction of GluN2B subunits (Gardoni et al. 2006). Other studies have found that the 

administration of GluN2B antagonists reduces dyskinesia in animal models of 

Parkinson’s Disease while GluN2A antagonists may increase it (Hallett and Standaert 

2004). Similarly, GluN2B containing receptors are selectively potentiated by mutant 

huntingtin (Li et al. 2003), suggesting abnormal GluN2B subunit activity in Huntington’s 



56 

 

Disease. An imbalance of GluN2B containing NMDARs may allow non-specific 

potentiation that could lead to excessive and uncontrolled movement. Our results 

contribute to the emerging picture of GluN2 subunit antagonists as treatments for 

neurological disorders of the striatum by elucidating a possible mechanism for GluN2 

subunit alterations to alter striatal plasticity and therefore motor behavior.  

Our findings suggest a novel role for the GluN2A NMDAR subunit in striatal 

synaptic plasticity. Instead of allowing or preventing LTP, this subunit hones plasticity, 

narrowing the STDP curve and allowing for the fine-tuning of neuronal pathway strength. 

Previous work has shown that the medial striatum undergoes plastic changes during the 

early, more coarse, phase of skill learning, while the lateral striatum undergoes plasticity 

during the late, fine-tuning, phase of skill learning (Yin et al. 2009). Interestingly, the 

lateral striatum contains a higher ratio of GluN2A to GluN2B subunits than the medial 

striatum (Chapman et al. 2003). A high density of the GluN2A subunit may functionally 

underlie the fine-tuning phase of skill learning, allowing potentiation of only the most 

closely-timed connections. While the higher ratio of GluN2B subunits in the medial 

striatum would be useful for less specific, but possibly faster acquisition of a skill. This 

role for GluN2A may also underlie the experience-dependent developmental shift from 

GluN2B to GluN2A in the visual cortex (Yashiro and Philpot 2008), and may be 

responsible for the increase in spatial learning ability that coincides with the 

developmental switch from GluN2B to GluN2A at hippocampal synapses (Stoneham et 

al. 2010).  
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Methods  

Electrophysiology for Model Tuning 

Animal handling and procedures were in accordance with the National Institutes 

of Health animal welfare guidelines and were approved by the George Mason University 

IACUC committee. C57BL/6 male and female mice (p20-33) were anesthetized with 

isoflurane and decapitated. Brains were quickly extracted and placed in oxygenated ice-

cold slicing solution (in mM: KCL 2.8, Dextrose 10, NaHCO3 26.2, NaH2PO4 1.25, 

CaCl 0.5, Mg2SO4 7, Sucrose 210). Hemicoronal slices from both hemispheres were cut 

350µm thick using a vibratome (Leica VT 1000S). Slices were immediately placed in an 

incubation chamber containing artificial cerebrospinal fluid (aCSF) (in mM: NaCl 126, 

NaH2PO4 1.25, KCl 2.8,CaCl 2, Mg2SO4 1, NaHCO3 26.2, Dextrose 11) for 30 minutes 

at 33°C, then removed to room temperature (21-24°C) for at least 90 more minutes before 

use.  

A single hemislice was transferred to a submersion recording chamber (ALA 

Science) gravity-perfused with oxygenated aCSF containing 50µM picrotoxin. 

Temperature was maintained at 30-32°C (ALA Science) and was monitored with an 

external thermister. Whole cell patch clamp recordings were obtained from neurons under 

visual guidance using infrared differential interference contrast imaging (Zeiss 

Axioskop2 FS plus). Pipettes were pulled from borosilicate glass on a laser pipette puller 

(Sutter P-2000) and fire-polished (Narishige MF-830) to a resistance of 3-7 MΩ. Pipettes 

were filled with a potassium based internal solution (in mM: K-gluconate 132, KCl 10, 

NaCl 8, HEPES 10, Mg-ATP 3.56, Na-GTP 0.38, EGTA 0.1, Biocytin 0.77) for all 

recordings. Intracellular signals were collected in current clamp and filtered at 3kHz 
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using an Axon2B amplifier (Axon instruments), and sampled at 10-20 kHz using an ITC-

16 (Instrutech) and Pulse v8.80 (HEKA Electronik). Series resistance (6-30MΩ) was 

manually compensated. 

Electrophysiology for plasticity experiments 

All experiments were performed in accordance with local animal welfare 

committee (Center for Interdisciplinary Research in Biology and College de France and 

EU guidelines (directive 86/609/EEC). Every precaution was taken to minimize stress 

and the number of animals used in each series of experiments. 

Animals, OFA rats (Charles River, L’Arbresle, France) (postnatal days 17-25) 

were sacrificed by decapitation and brains were immediately removed. Patch-clamp 

recordings of MSNs were performed in horizontal brain slices (330 μm) from OFA rats. 

These horizontal slices included the somatosensory cortical area and the corresponding 

cortico-striatal projection field (Fino et al. 2005) and were prepared with a vibrating 

blade microtome (VT1000S and VT1200S, Leica Micosystems, Nussloch, Germany). 

Patch-clamp whole-cell recordings were performed in the somatosensory area of the 

dorsal striatum and made as previously described (Fino et al. 2005; Fino et al. 2010). 

Briefly, borosilicate glass pipettes of 5-7 M resistance contained (mM): 105 K-

gluconate, 30 KCl, 10 HEPES, 10 phosphocreatine, 4 ATP-Mg, 0.3 GTP-Na, 0.3 EGTA 

(adjusted to pH 7.35 with KOH). The composition of the extracellular solution was 

(mM): 125 NaCl, 2.5 KCl, 25 glucose, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 10 

M pyruvic acid bubbled with 95% O2 and 5% CO2. Picrotoxin (50 M) (Sigma, Saint 

Quentin, France) was dissolved in ethanol and then added in the external solution for a 
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final ethanol concentration of 0.01%. All recordings were performed at 34°C using a 

temperature control system (Bioptechs TC3, Butler, PA, USA and Bath-controller, 

Luigs&Neumann, Ratingen, Germany) and slices were continuously superfused at 2-3 

ml/min with the extracellular solution. Individual neurons were identified using infrared-

differential interference contrast microscopy with CCD camera (Hamamatsu C2400-07; 

Hamamatsu, Japan). Signals were amplified using EPC10-2 amplifiers (HEKA 

Elektronik, Lambrecht, Germany). Current-clamp recordings were filtered at 2.5 kHz and 

sampled at 5 kHz, and voltage-clamp recordings were filtered at 5 kHz and sampled at 10 

kHz using the program Patchmaster v2x32 (HEKA Elektronik). The series resistance was 

compensated at 75-80%.  

Spike timing-dependent plasticity induction protocols 

Electrical stimulation of the cerebral cortex was performed with a bipolar 

electrode (Phymep, Paris, France) placed in the layer 5 of the somatosensory cortex (Fino 

et al. 2005). Electrical stimulations were monophasic at constant current (Stimulator 

WPI, Stevenage, UK or ISO-Flex stimulator controlled by a Master-8, A. M. P. I., 

Jerusalem, Israel). Currents were adjusted in order to evoke striatal excitatory 

postsynaptic currents (EPSCs) ranging in amplitude from 50 to 200pA. Repetitive control 

stimuli were applied at 0.1 Hz, a frequency for which neither short- nor long-term 

synaptic efficacy changes in EPSC amplitudes were induced (Fino et al. 2005).  

STDP protocols consisted in pairings of pre- and post-synaptic stimulations with 

the two events separated by a specific temporal interval (∆t) repeated 100 times at 1 Hz. 

Pre-synaptic stimulations correspond to cortical stimulations and the post-synaptic 
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stimulation to an AP evoked by a direct application of a depolarizing current step (5 or 30 

ms duration) in the MSN. Neurons were recorded for 10 minutes during baseline and for 

at least 60 minutes after the cellular conditioning protocol; long-term synaptic efficacy 

changes were measured after approximately 60 minutes. Series resistance was monitored 

and calculated from the response to a hyperpolarizing potential (-5 mV) step during each 

sweep throughout the experiments and a variation above 20% led to the rejection of the 

experiment. Repetitive control stimuli were applied at a frequency of 0.1 Hz for 60 

minutes. Drugs were applied in the bath, after recording 10 minutes of baseline and 10 

minutes before cellular conditioning protocol, and were present continuously until the 

end of the recording. Ifenprodil was dissolved in water at 15 mM and then added to 

extracellular solution for a final concentration of 10µM (Tocris, Ellisville, MO, USA). 

Off-line analysis was performed using Igor-Pro 6.0.3 (Wavemetrics, Lake 

Oswego, OR, USA). All results are expressed as meanSEM and statistical significance 

was assessed using the Student’s t-test or the non-parametric Wilcoxon signed-rank test 

when appropriate at the significance level (p) indicated. Statistical analysis was 

performed using Prism 5.0 software (San Diego, CA, USA).  

Medium spiny projection neuron model 

A dorsal striatum MSN model cell was created based on the nucleus accumbens 

neuron model by Wolf et al. (2005). The Wolf model was translated from NEURON into 

Genesis simulation software, and channel concentrations and kinetics were adjusted to 

closely match those of a mature ( > 3 weeks old) MSN in the mouse dorsal striatum (see 

supplemental methods). The MSN morphology is the same as in Wolf et al. (Wolf et al. 
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2005), but with the addition of individual spine compartments on the primary dendrites to 

the third segment of the tertiary dendrites (Figure 4A). Primary dendrites are 20 µm long, 

secondary dendrites 24 µm, and each of the 11 tertiary segments is 36 µm long. For all 

simulations, two adjacent spines were stimulated (on the third segment of the tertiary 

dendrite, or on the secondary dendrite), and the NMDAR-mediated calcium was recorded 

from one of the two spines. This model is available on Model DB: 

http://senselab.med.yale.edu/modeldb/   

Ionic Channels 

All channel kinetics (Table 2) were taken from published data, using dorsal 

striatum MSNs when possible. The Na
+
 kinetics were obtained from dissociated dorsal 

striatum MSNs in the guinea pig (Ogata and Tatebayashi 1990). The fast A-type 

potassium channel (Kv4.2) data was obtained from slice dorsal striatum MSNs in rat 

(Tkatch et al. 2000). The slow A-type potassium channel (Kv1.2) data was obtained from 

dissociated and slice dorsal striatum MSNs in rat (Shen et al. 2004). The inwardly 

rectifying potassium channel (Kir) kinetics were extracted from the computational studies 

of Wolf et al. (2005) and Steephen and Manchanda (2009). The KDr channel was from 

Migliore et al. (1999) The BK channel (Berkefeld et al. 2006) and SK channel (Maylie et 

al. 2004) were activated by a specific pool of calcium from the N and R type calcium 

channels, but not the T or L type calcium channels (Wolf et al. 2005; Vilchis et al. 2000). 

L (Cav1.2 and Cav1.3), N, R, and T type voltage sensitive calcium channels are the same 

as Wolf et al. (2005)  and were added to the soma, and dendritic shafts. L,R, and T-type 

channels were also added to spines (Carter and Sabatini 2004). MSNs of the dorsal 

http://senselab.med.yale.edu/modeldb/
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striatum display different characteristics from those of the ventral striatum (Hopf et al. 

2010). Both hand tuning and the simulated annealing parameter optimization routine in 

Genesis were used to adjust channel maximal conductances (Table 3), and channel 

activation and inactivation time constants (Table 2, scaling factor). These parameters 

were adjusted to match spike frequency, spike width, and latency to first spike extracted 

from current clamp data obtained at 30-32°C from mouse dorsal striatum MSN (Figures 

1B-D). The change in channel time constants of NaF, Kdr, and KaF (scale in Table 2) 

was required to produce the correct spike width as faster time constants produced spikes 

that were too narrow. In contrast, varying the maximal conductances by ±10% did not 

significantly change spike width (data not shown). Δt for both experiments and the model 

MSN is defined as the time from pre-synaptic stimulation (stimulus artifact in the 

experimental case) to the peak of the AP.  

Synaptic Channels 

AMPA and NMDAR channels were added using the “synchan” object in Genesis 

to all spines in the model. GABA channels were not added to this model, thus all 

simulations should be interpreted as occurring in the presence of GABA receptor 

antagonists. The default AMPA maximal conductance is 342 pS, which agrees with data 

from Carter and Sabatini (2004). Default NMDA maximal conductance was 940 pS to 

maintain the NMDA/AMPA ratio of 2.75/1 in cortico-striatal terminals (Ding et al. 

2008). AMPARs have an activation time constant of 1.1 ms and an inactivation time 

constant of 5.75 ms (Götz et al. 1997; Wolf et al. 2005). NMDARs have an activation 

time constant 2.25ms (Chapman et al. 2003), but inactivation depends on subunit. 
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Magnesium sensitivity to the NMDAR was implemented by using the “Mg_block” object 

in Genesis: 
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In which, parameter B = 1/62, while parameter A depends on subunit (Table 4).  

Specific GluN2-subunit containing NMDARs were modeled by adjusting the 

decay time constant, the maximal conductance, and the sensitivity to magnesium block 

according to published data (Monyer et al. 1994; Vicini et al. 1998). GluN2 subunits 

differ in open probability (Chen et al. 1999) and affinity for glutamate (Laurie and 

Seeburg 1994). These differences, though not modeled explicitly, contribute to the 

maximal conductance and the decay time which are taken into account in this model. 

Single decay time constants, averaged from the fast and slow time constants in Vicini et 

al. (Vicini et al. 1998), were used for each GluN2 subunit (Table 4). Maximal 

conductances were calculated from the slope of the magnesium-free data (Monyer et al. 

1994) The ratio between the maximal conductance of GluN2A+B, C, and D was 

maintained, but the conductances were universally reduced such that the value for 

GluN2A + B (the predominate subunits in striatal MSNs) matched cortico-striatal 

NMDAR/AMPAR ratios (Ding et al. 2008). Current-voltage curves for each subunit in 
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the presence of 1mM magnesium from Monyer et al. (1994) were matched by adjusting 

parameter “A” in this equation (Table 4, Figure 7).  
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CHAPTER FOUR: DYNAMIC MODULATION OF SPIKE-TIMING 

DEPENDENT CALCIUM INFLUX DURING CORTICO-STRIATAL UPSTATES 

Abstract 
The striatum of the basal ganglia demonstrates distinctive upstate and downstate 

membrane potential oscillations during slow wave sleep and under anesthetics. The 

upstates generate calcium transients in the dendrites and the amplitude of these calcium 

transients depends strongly on the timing of the action potential (AP) within the upstate. 

Calcium is essential for synaptic plasticity in the striatum and these large calcium 

transients during the upstates may control which synapses undergo plastic changes. To 

investigate the mechanisms that underlie the relationship between calcium and AP 

timing, we have developed a realistic biophysical model of a medium spiny neuron 

(MSN). We have implemented sophisticated calcium dynamics including calcium 

diffusion, buffering, and pump extrusion which accurately replicates published data. 

Using this model, we found that either the slow inactivation of dendritic sodium channels 

(NaSI) or the calcium inactivation of voltage gated calcium channels (CDI) can cause 

high calcium corresponding to early APs and lower calcium corresponding to later APs. 

We find that only CDI can account for the experimental observation that sensitivity to AP 

timing is dependent on NMDA receptors. Additional simulations demonstrate a 

mechanism by which MSNs can dynamically modulate their sensitivity to AP timing, and 

show that sensitivity to specifically timed pre and post-synaptic pairings (as in STDP 
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protocols) is altered by the timing of the pairing within the upstate. These findings have 

implications for synaptic plasticity in vivo during sleep when the upstate-downstate 

pattern is prominent in the striatum. 

Introduction 
Medium spiny neurons (MSNs) are the sole projection neurons of the striatum and 

plasticity changes in these neurons underlie motor learning (Yin et al. 2009). In vivo, the 

MSNs exhibit distinct membrane potential oscillations referred to as upstates and 

downstates. Although this upstate-downstate activity pattern was observed more than 30 

years ago (Wilson and Groves 1981), its function is still unclear. This pattern of activity 

is displayed in anesthetized animals and occurs during slow wave sleep, but is much less 

prominent in the awake animal (Mahon et al. 2006). Because this activity pattern occurs 

most strongly when the animal is anesthetized or sleeping and consequently motionless, 

its main function is not likely the direct control of motor output. Rather it may be a means 

to consolidate and reinforce motor skill learning by controlling which specific synapses 

are strengthened during sleep (Stoetzner et al. 2010) while cells replay previous wakeful 

sequences (Ribeiro et al. 2004; Lansink et al. 2009).  

Large dendritic calcium transients coincide with the cortico-striatal upstates (Kerr 

and Plenz 2002; 2004), and calcium elevations are necessary for striatal synaptic 

plasticity in vitro (Fino et al. 2010). Therefore, during the upstate the calcium elevation in 

the dendrite may dictate whether specific synapses are potentiated or depressed. The 

timing of the action potential (AP) within the upstate strongly determines the amplitude 

of the corresponding calcium elevation. APs early in the upstate coincide with higher 
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calcium peaks than APs late in the upstate, resulting in a non-linear, timing-dependent 

relationship (Kerr and Plenz 2004). However, the intracellular mechanisms responsible 

for this relationship and the consequences for synaptic plasticity during the upstate are as 

yet unknown. 

In vitro experiments have shown that carefully timed pairings of pre and post-

synaptic activity can result in spike timing dependent plasticity (STDP) (Fino et al. 2005; 

Pawlak and Kerr 2008), and computational models have demonstrated that calcium influx 

strongly predicts plasticity during these protocols (Evans et al. 2012). However, the noisy 

in vivo environment is very different from the quiet in vitro slice preparation. 

Specifically, a rigidly controlled single pairing of pre and post synaptic activity is not 

likely to occur in vivo. Instead, barrages of synaptic activity and an underlying upstate-

downstate pattern characterize the in vivo situation. In this study, we investigate the 

calcium influx due to STDP pairings during these in vivo like upstates and discuss the 

consequences for synaptic plasticity.  

Using a multi-channel, multi-compartmental biophysical model and a 

sophisticated model of calcium diffusion, buffering, and pump extrusion, we investigate 

two possible mechanisms which can control the relationship between calcium and AP 

timing during the upstate. In the first half of the paper, we determine that one mechanism 

is more likely, and confirm its plausibility with voltage clamp experiments. In the second 

half of the paper, we use the model to make several experimentally testable predictions. 

Specifically, we show that AP timing affects calcium binding to downstream targets 
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involved in plasticity, and demonstrate a mechanism by which MSNs could dynamically 

modulate their sensitivity to AP timing in response to neuromodulation.  

Methods 
General MSN model.  

Using GENESIS simulation software, we developed a model MSN with realistic 

electrophysiological activity (Figure 12) and calcium dynamics (Figure 13) by modifying 

our previously published dorsal striatum MSN (Evans et al. 2012). The morphology is 

similar (Figure 12A), but the maximal dendritic length is reduced to 224µm, and the long 

tertiary branches slightly taper from 0.8µm to 0.7µm in diameter (Figure 12A). These 

changes are in accordance with reconstructions of MSNs from the NeuroMorpho.org 

neuronal reconstruction database (Halavi et al. 2008). For simplicity, this model does not 

contain dendritic spines except where noted for the STDP simulations.  

 



69 

 

 
Figure 12 Computational model comparison with electrophysiological data.  

A. Morphology of model MSN, not to scale. Soma is 16µm in diameter, primary dendrites are 12µm long, secondary 

dendrites are 14µm long, and tertiary dendrites are divided into 11 continuous 18µm long segments. B. Experimental 

and model voltage responses to somatic current injection of 260pA. Both demonstrate long latency to first action 

potential. Scale bars vertical: 10mV. horizontal: 100ms C. Experimental and model voltage traces showing synaptically 

evoked upstates. Scale bars vertical: 10mV. horizontal: 100ms. Experimental upstate is a spontaneous upstate recorded 

from organotypic triple co-culture (Blackwell and Plenz, unpublished). D. In vivo upstate traces show variability in 

upstate shape. Scale bars vertical: 5mV horizontal: 1s. Used with permission from John Reynolds. 
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Figure 13  Intrinsic calcium signaling in the model matches published data.  

A. Schematic drawing of dendritic segment showing diffusion of calcium between shells, extrusion of calcium via 

pumps, and influx of calcium via VGCCs. B. Model calcium signal (normalized to the signal seen at the soma) strongly 

responds to a single back propagating AP in proximal dendrites. When sodium channels are removed from the 

dendrites (TTX dend), calcium decreases with distance from the soma (Similar to Kerr and Plenz 2002 figure 7G). C. 

Model calcium signal (normalized to tertiary dendrite segment 1, 42µm from soma, in distal dendrites does not strongly 

respond to backpropagating AP (Similar to D1 neurons in Day et al. 2008 figure 1D). D. The contribution of VGCCs 

changes with distance from the soma even when the conductances are the same. The relative contribution of R and L 

type calcium channels is reduced in distal dendrites, while the relative contribution of T type calcium channels is 

increased (Contributions tuned to be qualitatively similar to Carter and Sabatini 2004 figure 2). 
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Ionic channels.  

This model contains one fast sodium channel (Naf) (Ogata and Tatebayashi 1990) 

and four voltage-gated potassium channels: a fast potassium A current (Kaf, Kv4.2) 

(Tkatch et al. 2000), a slow potassium A current (Kas, Kv1.2) (Shen et al. 2004), a 

resistant persistent potassium current (Krp) (Nisenbaum and Wilson 1995), and an 

inwardly rectifying potassium current (Kir) (Steephen and Manchanda 2009). The model 

also contains two calcium activated potassium channels: the big conductance BK channel 

and the small conductance SK channel. All equations governing the kinetics of these 

channels are in Table 6 & Table 7. Intrinsic channel time constants in this model have 

been temperature corrected with a qfactor of 3 except Kaf and Naf which are adjusted by 

a qfactor of 1.5 and 2.5 respectively. BK and SK are not in the tables as they are the same 

as in our previous model (Evans et al. 2012). All channels are present in the soma and in 

the dendrites; however, the maximal conductances of the Naf, Kaf, and Kas channels 

were adjusted differentially in the soma and dendrites during model tuning (Table 8). 

Under the sodium slow inactivation (NaSI) conditions, an additional slow inactivation 

term is added to the dendritic sodium channels (Ogata and Tatebayashi 1990; Migliore 

1996). 

 

 

Table 6 Steady state equations.  

Tau values in these tables are not temperature corrected (see methods for temperature correction values). Equations: 

sigmoid = rate/(1 + (exp ((V- vhalf)/slope)));  exp = (rate)*(exp((V)/slope)) 
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Channel 

Name 

mh 

form 

Steady State  tau α or β 

equation 

Vhalf 

(mV) 

Slope 

(mV) 

Rate 

Naf m
3
 sigmoid see table 2  - -25 -10 1 

 h sigmoid see table 2 - -60 6 1 

Kir m α/(α+β) (1e
-3

/(α+β))*2 α (exp) - -11 1e-5 

    β (sigmoid) 30 -50 1.2 

Kaf m
2
 α/(α+β) 1e

-3
/(α+β) α (sigmoid) -18 -13 1.8  

    β (sigmoid) 2 11 0.45  

 h α/(α+β) 1e
-3

/(α+β) α (sigmoid) -121 22 0.105 

    β (sigmoid) -55 -11 0.065 

Kas m
2
 α/(α+β) 1/(α+β) α (sigmoid) 54 -22 0.25 

    β (sigmoid) -100 35 0.05 

 h 0.8+(α/(α+β)*0.2 1/(α+β) α (sigmoid) -95 16 2.5 

    β (sigmoid) 50 -70 2 

Krp m
2
 α/(α+β) 1/(α+β) α (exp) - 24 16 

    β (exp) - -45 2.4 

 h 0.87+(α/(α+β)*0.13 1/(α+β) α (exp) - -100 0.01 

    β (exp) - 18 0.4 

CaL1.2 m sigmoid see table 2 - -8.9 -6.7 1 

 h 0.17+(sigmoid)*0.83  44.3ms - -55 8 1 

CaL1.3 m sigmoid see table 2 - -40 -5 1 

 h sigmoid 44.3ms - -37 5 1 

CaN m
2
 sigmoid see table 2 - -3 -8 1 

 h 0.21+(sigmoid)*0.79 70ms - -74.8 6.5 1 

CaR m
3
 sigmoid 5.1ms - -29 -9.6 1 

 h sigmoid see table 2 - -33.3 17 1 

CaT m
3
 sigmoid see table 2 - -63 -8 1 

 h sigmoid see table 2 - -84 5 1 

 

 

Table 7 Tau equations for inward currents.  

Tau values in this table have not been temperature corrected (see methods for temperature correction values). 

Equations: Eqn1 = 0.1 + (rate/(1 + (exp ((V- vhalf)/slope))))^2; Eqn2 = 0.2754 + (rate/(1 + (exp ((V- vhalf)/slope)))); 

linoid : (rate*(V+vhalf))/((exp(V+vhalf))/slope)-1); exp:  (rate*exp(V/slope)). *Rate units are ms-1 for linoid and exp, 

and ms for eqn 1 and 2. § Channels undergoing CDI with the equation: (0.00053/(0.00053+[Ca2+]3)100 and a time 

constant of 47.3ms, only when CDI is turned on. 

Channel 

Name 

mh 

form 

tau α or β 

equation 

Rate* Slope 

(mV) 

Vhalf  

(mV) 
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Naf m
3
 Eqn1 - 1.45 8 -62 

 h Eqn2 - 1.2 3 -42 

CaL1.2
§
 m 1/(α+β) α(linoid) 39.8e3 8.124e-3 9.005 

   β(exp) 0.99e3 31.4e-3 - 

CaL1.3
§
 m 1/(α+β) α(linoid) 39.8e3 67.24e-3 15.005 

   β(exp) 3.5e3 31.4e-3 - 

CaN
§
 m

2
 1/(α+β) α(linoid) 39.8e3 17.19e-3 15.22 

   β(exp) 384.2 23.82e-3 - 

CaR
§
 h (1/(α+β))+20 α(linoid) 10e6 94.5e-3 5.12 

   β(exp) 84.2 13e-3 - 

CaT m
3
 (1/(α+β))+2.2 α(linoid) 14.552e3 84.5e-3 7.12 

   β(exp) 4.9842e3 13e-3 - 

 h (1/(α+β))+100 α(linoid) 2.652e3 94.5e-3 5.12 

   β(exp) 684.2 13e-3 - 

 

 

Table 8 Maximal conductance and permeability for ionic channels.  

Gbar=maximal conductance S/M2=Siemans per meter squared; Pbar = maximal calcium permeability cm/s=centimeters 

per second. Prox dend = proximal dendrites (up to 42µm from the soma); mid dend = middle dendrites (42µm-60µm 

from soma); dist dend = distal dendrites (60µm -224µm from soma).  

Gbar (S/M
2
) soma prox dend mid dend dist dend 

NaF 50,000 6,000 6,000 2,000 

Kir 11 11 11 11 

KaF 300 550 550 550 

KaS 200 22 22 22 

Krp 14 14 14 14 

SK 1 1 1 1 

BK 10 10 10 10 

Pbar (cm/s)     

CaL1.2 6e-7 1e-7 1e-7 1e-7 

CaL1.3 3e-7 0.5e-8 0.5e-8 0.5e-8 

CaN 12e-7 0 0 0 

CaR 8e-7 10e-7 10e-7 10e-7 

CaT 0 0 8e-8 8e-8 
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Calcium channels.  

Five voltage gated calcium channels (VGCCs) are included in this model. High 

voltage activated channels include CaR (Foehring et al. 2000; Brevi et al. 2001), CaN 

(Cav2.2) (Bargas et al. 1994; Kasai and Neher 1992; McNaughton and Randall 1997), 

and CaL1.2 (Cav1.2) (Bargas et al. 1994; Kasai and Neher 1992; Tuckwell 2012; Wolf et 

al. 2005). Low voltage activated channels include CaT (Cav3.3, α1G) (McRory et al. 

2001) and CaL1.3 (Cav1.3) (Tuckwell 2012; Wolf et al. 2005). Calcium channel kinetics 

and equations are in Table 6 & Table 7. For each calcium channel, the Goldman-

Hodgkin-Katz (GHK) formula is applied to accurately compute the driving potential for 

these channels. Under the calcium dependent inactivation (CDI) conditions, an additional 

calcium-dependent inactivation term is added to the R-type, N-type, and both L-type 

calcium channels (Liang et al. 2003). The maximal permeabilities of these VGCCs were 

adjusted in the soma to produce calcium elevations comparable in size and shape to 

published experiments (Kerr and Plenz 2002). Similarly, calcium permeabilities in the 

dendrites were adjusted to match their contributions during back-propagating action 

potentials (Carter and Sabatini 2004) (Figure 13). Permeabilities are shown in Table 8.  

Calcium diffusion, buffers, and pumps.  

Calcium dynamics were implemented using the calcium difshell object in 

GENESIS, which integrates changes to calcium concentration produced by calcium 

influx, buffers, pumps and diffusion. A thin (0.1µm) submembrane shell was created as 

the outermost shell and concentric shells progressively doubling in thickness were added 

within the compartment (Figure 13A). One dimensional calcium diffusion between shells 

occurred at a rate of 200µm
2
/sec (Allbritton et al.1992). Calcium extrusion was achieved 
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by the addition of a Michaelis-Menten pump with km=0.3e-3mM, and 

Kcat=85pmol/(cm
2
/s) in the soma and 12pmol/(cm

2
/s) in the dendrites. The endogenous 

calcium buffers calbindin and calmodulin (both N and C terminal binding site) were 

included with concentrations and kinetics taken from published models (Kim et al. 2010; 

Oliveira et al. 2012) (Table 9).  

 

Table 9 Calcium buffer parameters.  

CaMN= calmodulin N terminal binding site, CaMC= calmodulin C terminal binding site. Conc: concentration; Diff: 

diffusion constant.  

 Conc (µM) Kf (/µM/s) Kb (/s) Diff ((m
2
)/s) 

CaMN 15 100 1000 11e-12 

CaMC 15 6 9.1 11e-12 

Calbindin 80 28 19.6 0 

 

Synaptic channels.  

AMPA, NMDA, and GABA receptors are distributed along the dendrites. For 

simplicity, there is one excitatory synapse (containing AMPA and NMDA) and one 

inhibitory (GABA) synapse per isopotential compartment. The maximal conductances 

and time constants are summarized in Table 10.  

 

Table 10 conductances and time constants for synaptic channels.  

Gbar is maximal conductance. Time constants have already been temperature corrected by a qfactor of 2. τ1= activation 

time constant; τ2=inactivation time constant. 

 Gbar (pS) τ1 (ms) τ2 (ms) 

NMDA 470 2.2312 25 

AMPA 171 1.1 5.75 

GABA 900 0.25 3.75 
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All synaptic channels use the facsynchan object in GENESIS, which uses the 

equation below to calculate the conductance of the channel from the activation and 

inactivation time constants (τ1 and τ2 respectively), time t relative to the action potential, 

and the maximal conductance (gmax). K is a normalization constant which is calculated 

from the time constants and allows Gsyn to reach a peak value of gmax.  

 

                               
 

 
     

 
    

 

 

wt = synaptic weight which depends on short term facilitation or depression of 

these synapses.  

 

                  

       
 

      
 

 

 

where wt0 = 1.  For NMDA and GABA channels, depr=0. AMPA receptor 

desensitization, known to occur in the striatum (Akopian and Walsh 2007; Carter et al. 
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2007), is simulated with a time dependent depr value. Each time an AMPA synapse is 

activated depr is incremented by 1.0, and the value of depr decays with a time constant of 

100ms. NMDA receptors are modulated by the addition of a magnesium block object, 

where B=99 and A=18.  

                   

 

  [    ]            
 

 

Extracellular magnesium concentration is set to 1.4 mM (Kerr and Plenz 2002; 

2004).These parameters closely match, but slightly accentuate the magnesium sensitivity 

seen in (Monyer et al. 1994). Excitatory inputs activate both an NMDA and an AMPA 

component with an NMDA/AMPA ratio of 2.75/1 (Ding et al. 2008), except in the ‘no 

NMDA’ condition where the NMDA channel was removed. The fraction of the NMDA 

receptor current carried by calcium was set to 10% (Wolf et al. 2005), and the AMPA 

receptors were not calcium permeable. A GHK object was employed to calculate the 

driving potential of the calcium current through the NMDA receptor independently of the 

driving potential of the total NMDA current. An empirically determined multiplicative 

factor of 35e-9 was needed convert the conductance output of the magnesium block 

object to the permeability required by the GHK object.  
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Synaptic inputs and spike timing.  

Upstates were generated using excitatory and inhibitory Poisson input trains of 

300ms duration as input. Inhibitory input frequencies were set to 70Hz and these trains 

were completely independent of excitatory inputs. A variety of excitatory input patterns 

were simulated: A flat input of 40Hz and a series of graded inputs at different strengths 

(see Figure 14 and Table 11). Unless otherwise specified, gradient ‘G3’ was used for the 

upstate simulations. APs were evoked at specific times within the upstate by a 5ms 

800pA current injection into the soma. AP timing was measured from the beginning of 

the upstate to the beginning of the 5ms depolarization. The actual peak of the AP varied 

by <2ms, and our previous work has shown that spike variability on this scale does not 

affect calcium results (Evans et al. 2012). During the STDP protocols, one segment of 

dendrite 44um from the soma was given a single input at positive or negative Δt from the 

AP with no other synaptic inputs.  
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Figure 14 Input pattern affects calcium dependence on AP timing.  

A. Sub-threshold upstates of varying gradient patterns as measured at the soma. B. Schematic of input patterns (not to 

scale, see appendix table 6) C. Example traces of calcium in tertiary dendrites during each input pattern (no AP). D. 

Average of 4 tertiary dendrites as a function of AP timing for each input pattern. E. Calcium timing ratio for each input 

pattern, averaged over 4 tertiary dendrites for one random seed. All error bars ±SEM. 
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Table 11 Input gradients used to create upstates.  

Input frequencies for different input shapes. Input G3 was used for simulations unless otherwise specified. (see also 

Figure 14) 

Input Name Frequency for 

first10ms (Hz) 

Frequency for 

middle 200ms (Hz) 

Frequency for last 

90ms (Hz) 

Flat 40 40 40 

Gradient 1 (G1) 200 40 10 

Gradient 2 (G2) 400 50 20 

Gradient 3 (G3) 500 30 10 

Gradient 4 (G4) 600 20 0  

 

Voltage clamp of calcium currents.  

All animal handling and procedures were in accordance with the National 

Institutes of Health animal welfare guidelines and were approved by the George Mason 

University institutional animal care and use committee (IACUC). C57BL/6 male and 

female mice (Charles River, p13-21) were anesthetized with isoflurane and euthanized. 

Every effort was made to minimize anxiety and pain. Brains were extracted and cut 

350µm thick using a vibratome (Leica VT 1000S) in ice cold sucrose slicing solution (in 

mM: KCL 2.8, Dextrose 10, NaHCO3 26.2, NaH2PO4 1.25, CaCl2 0.5, Mg2SO4 7, 

Sucrose 210). Slices were immediately placed in an incubation chamber containing 

artificial cerebrospinal fluid (aCSF) (in mM: NaCl 126, NaH2PO4 1.25, KCl 2.8,CaCl2, 

Mg2SO4 1, NaHCO3 26.2, Dextrose 11) for 30 minutes at 33°C, then removed to room 

temperature (22-24°C) for at least 90 more minutes before use. Recording aCSF was 

modified by replacing Mg2SO4 with Mg2Cl and including either 2mM Ca2Cl or 2mM 

Ba2Cl. TTX (0.5µM) and 4-AP (4mM) were added to block sodium and potassium 

channels respectively. Slices were individually placed in a submersion chamber (ALA 

scientific) and cells were visualized using differential interference contrast imaging 



81 

 

(Zeiss Axioskop2 FS plus). Pipettes (3-5MΩ) were pulled from borosilicate glass on a 

laser pipette puller (Sutter P-2000), coated with candle wax (to reduce pipette 

capacitance), and fire-polished (Narishige MF-830). Pipettes were filled with a cesium 

based internal solution (in mM Cs-gluconate 85, Cs3-citrate 10, KCl 1, NaCl 10, HEPES 

10, EGTA 1.1, CaCl2 0.1, MgCl2 0.25, TEA-Cl 15, Mg-ATP 3.56, Na-GTP 0.38) pH 7.26 

(Rankovic et al. 2011). Voltage clamp recordings were obtained on the HEKA EPC-10 

and sampled at 20KHz. Data were acquired in Patchmaster (HEKA Elektronik). 

Analogue 3-pole (10kHz) and 4-pole (2.9kHz) Bessel filters were applied. Series 

resistance (4-15MΩ) and capacitance were compensated.  

Simulation and analysis.  

All simulations used a time step of 5 µs and were repeated using three random 

number seeds unless otherwise specified. Four dendrites from each simulation were 

averaged together to estimate the calcium for a single simulation. For the STDP 

simulation, calcium from the dendrite receiving only the single timed glutamatergic input 

was measured from each random number seed. The strength of the dependence of 

calcium on AP timing (the “calcium timing ratio”) was evaluated by averaging the two 

latest AP conditions (175ms and 290ms) and normalizing them by the highest calcium 

elevation of that condition (usually 10, 20 or 30ms). For all these cases graphs report 

mean and standard deviation across the three random number seeds. Data shown in 

figures 3-5 are run for one random seed and the data are presented as mean±SEM across 

four measured dendritic segments. Statistical significance was evaluated using the SAS 
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procedure GLM, and considered significant for p<0.01. In the case of multiple 

comparisons, a Bonferroni correction was applied. This model is available on ModelDB.  

Results 

Part 1: Mechanisms underlying the calcium sensitivity to AP timing during the 

upstate. 

Here we validate our model against published data and describe two mechanisms 

that may account for the relationship between calcium and AP timing during cortico-

striatal upstates. We confirm that both mechanisms make calcium elevation sensitive to 

AP timing, and test how these manipulations interact with distance from the soma and the 

presence of NMDA receptors.  

Intrinsic physiology and calcium dynamics in the MSN model match published data 

We developed a multi-channel, multi-compartmental biophysical model of a 

MSN, tuned to match electrophysiological characteristics of whole cell current clamp 

recordings in slice (Figure 12A&B and see methods), and upstate characteristics (figures 

Figure 12C&D) such as fast depolarization into the upstate, 200-500 ms plateau, and 

slower repolarization back to the downstate. To accurately model the calcium dynamics 

in response to electrical activity, this model included a shell-based representation of 

calcium pools to simulate diffusion, calcium buffers (Table 9), and submembrane pumps. 

The intrinsic calcium activity of this MSN was tuned to match published data showing 

sodium channel-dependent back-propagation of APs into the proximal dendrites (Kerr 

and Plenz 2002) (Figure 13B) and strong AP decay in distal dendrites (Day et al. 2008) 

(Figure 13C). Dendritic VGCC channel permeabilities were adjusted to qualitatively 

match their contribution to dendritic calcium elevations during single back-propagating 
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APs (Carter and Sabatini 2004) (Figure 13D). Despite the maximal permeabilities being 

consistent throughout the distal dendrites (Table 8), the contribution of the T-type 

calcium channels increased with distance from the soma and the contributions of the L 

and R type calcium channels decreased (Figure 13D). Though the contribution of the T-

type calcium channel in our model at 44µm from the soma is not quite as strong as shown 

in Carter and Sabatini (2004), we consider these results to be a reasonably good match 

because Carter and Sabatini were sampling a range of distances from the soma. We used 

this tuned model for all subsequent upstate simulations without any further adjustment to 

the intrinsic calcium.  

Two mechanisms can account for the relationship between calcium and AP timing 

Calcium imaging studies have shown that APs evoked early in the upstate 

correspond to higher dendritic calcium elevations than APs evoked late in the upstate 

(Kerr and Plenz 2004). We hypothesize that two main mechanisms could cause this 

relationship between calcium and AP timing. First, if the AP back propagated strongly 

when it occurred early in the upstate, but weakly when it occurred late in the upstate, the 

calcium peaks would also be strong early and weak late. Second, even if the AP back 

propagated with equal strength early and late in the upstate, the calcium response could 

desensitize during the upstate to show the same strong early, weak late calcium pattern. 

Because the dendritic voltage during upstates has not been recorded, it is not known if the 

AP back propagates differently early and late in the upstate. Therefore we test both 

configurations in the computational model to see how well each matches published data.  
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We simulated the calcium in response to a range of AP times during an upstate for 

two model variations. Upstates are simulated in the model MSN using randomly 

generated Poisson trains of excitatory and inhibitory input. Using the same random seed 

to generate the pattern of input, the exact same subthreshold upstate could be repeated 

with several different AP timings. Each upstate was repeated with a somatic current 

injection evoking an AP delayed 10, 20, 30, 50, 100, 175, or 290 ms from upstate onset. 

First, a slow inactivation component, which has been measured in striatal sodium 

channels (Ogata and Tatebayashi 1990) was added to dendritic sodium channels 

(Migliore 1996). This NaSI condition indeed caused the AP to back propagate more 

strongly early in the upstate than late (Figure 15A, top panel), and the corresponding 

calcium elevations varied with AP timing during the upstate (Figure 15A, bottom panel). 

Secondly, calcium dependent inactivation (CDI, see Table 7 for equation) of voltage 

gated calcium channels (VGCCs) (Liang et al. 2003) was added to L, N, and R type 

calcium channels in our model. When applied to the model, the CDI condition resulted in 

strong electrical back propagation of the AP both early and late in the upstate (figure 3B, 

top panel), but the calcium elevation still varied with AP timing (Figure 15B, bottom 

panel). These two conditions, CDI and NaSI, resulted in APs that were indistinguishable 

at the soma in size and shape (Figure 15C). If neither manipulation was applied, the 

relationship between calcium and AP timing was very weak (Figure 15D), and if both 

were applied simultaneously, the results were not different from the NaSI condition alone 

(data not shown). 
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Figure 15 Two basic mechanisms can account for the relationship between calcium elevation and AP timing 

during the upstate: reduced AP backpropagatation (NaSI) or reduced calcium response (CDI).  

A. Reducing the back propagation of the APs through the implementation of NaSI causes a timing dependent reduction 

in the tertiary dendrite depolarization (top panel) and calcium response (bottom panel). B. Reducing the calcium 

response to depolarization through the implementation of CDI does not cause a reduction in the depolarization of the 

tertiary dendrite (top panel), but does cause a timing dependent reduction of the calcium response (bottom panel). C. 

APs were elicited at specific times by short (5ms) somatic depolarizations during the synaptically-induced upstate. 

There was very little difference in the shape of the upstate between the NaSI mechanism (gray) and the CDI 

mechanism (black). Scale bars vertical: 20mV horizontal: 50ms D. Average over 4 tertiary dendrites as a function of 

AP timing. E. Example traces showing CDI in high voltage activated calcium currents from a voltage clamped striatal 

neuron. Scale bars are vertical: 100pA. horizontal 50ms. F. Summary averaged CDI ratio (degree of reduction by end 

of 200ms) for all cells (n=5). *= p<0.00001, paired T-test. 

 

 

To confirm that high voltage activated (HVA) channels actually undergo CDI in 

the striatum, we voltage clamped HVA calcium currents (by holding at -40mV and 

stepping to +10mV) and repeated measurements using barium (which causes minimal 
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CDI) and calcium (which causes strong CDI). The ratio of the decayed current (sampled 

after 180ms) to the peak current (sampled within first 50 ms) was taken as the CDI ratio. 

In all striatal cells recorded (n=5), the CDI ratio was much stronger in calcium than in 

barium (p<0.00001, paired T-test) (Figure 15E&F).  

An additional mechanism could theoretically account for a decrease in calcium 

elevation late in the upstate. An increase in buffer capacity and/or pump capacity during 

the upstate could increase the rate of calcium removal and thus decrease the free calcium. 

Changes in buffer capacity due to protein synthesis are unlikely at the temporal scales 

being investigated. One report of a changes in pump capacity actually demonstrates an 

activity dependent decrease in the sodium calcium exchanger (Scheuss et al. 2006). 

Because an activity dependent decrease in pump activity would result in more calcium 

late in the upstates, this mechanism is unlikely to contribute to the decrease in calcium 

elevation observed late in the upstate (Kerr and Plenz 2004). Furthermore, simulations 

which evaluate the effect of changing pump capacity reveal an insignificant effect on 

calcium timing ratio for both CDI and NaSI conditions (Figure 16). 
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Figure 16 Robustness tests.  

Changes in calcium parameters ±20% does not significantly change the main effect of AP timing dependent calcium 

concentration for either the NaSI condition (top) or the CDI condition (bottom). MM=Michaelis Menten pump (Kcat), 

CaM= calmodulin (both N and C site), cb=calbindin, NMDACa=fraction of calcium through NMDA receptor, L13=L-

type calcium channel Cav1.3, L12=L-type calcium channel Cav1.2, N=N-type calcium channel, R=R type calcium 

channel, T=T-type calcium channel. All error bars ±SEM. Solid black line is mean for control condition and dotted 

black lines are ±SEM for control condition. 

 

In addition to changes in pump capacity, we evaluated the robustness of our 

computational model to other parameter variations (Figure 16). We systematically varied 

each parameter directly relating to calcium (buffers, pumps, NMDA calcium and each 

VGCC) by ±20% and compared the calcium relationship with AP timing for each 

condition to the controls. None of these manipulations significantly altered the 

relationship between calcium and AP timing in either CDI (F(18, 75) = 0.15,  p>0.9) or 
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NaSI (F(18, 75) = 0.49,  p>0.9) (averaged over four dendrites for one random seed). 

These tests confirm that our main effect is robust to variation in calcium influx, buffering, 

and pump extrusion.  

The calcium-AP relationship depends on input shape and distance from the soma. 

The strength of the relationship between calcium elevation and AP timing is 

modulated by the shape of the cortical input creating the upstate. We simulated a range of 

input gradients, (Figure 14A&B) and the strength of the calcium dependence on AP 

timing varied with the strength of the gradient (Figure 14D&E). While both the NaSI and 

CDI conditions showed a dependence on input steepness, the effect was stronger for CDI 

(calcium timing ratio = 0.59±0.0008 G3, 0.35±0.01 flat; p<0.0001), than for NaSI 

(calcium timing ratio = 0.57±0.04 G3, 0.54±0.07 flat; p>0.9). This result leaves open the 

possibility that synaptic input pattern alone is sufficient for AP timing effects on calcium. 

To test this we repeated simulations using gradient G3 in a model with neither CDI nor 

NaSI. Without either of these mechanisms, the calcium dependence on AP timing was 

essentially absent (Figure 15D). Therefore, while the input gradient contributes to the 

calcium dependence on AP timing, it is not sufficient to generate it. Because the 

simulations fit published data more accurately when the synaptic inputs were weighted 

toward the beginning of the upstate, we used gradient G3 as the upstate-generating input, 

unless otherwise specified.  

Calcium imaging in organotypic co-cultures reveals that the calcium elevation due 

to the upstate and the relationship between calcium and AP timing increases with 

distance from the soma (Kerr and Plenz 2004). To test whether both CDI and NaSI show 
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this increase in the calcium AP timing relationship, the calcium signal is recorded at 

progressively more distal dendrites during upstate simulations (Figure 17A). Both CDI 

and NaSI show an increase in the strength of the calcium dependence on AP timing 

(calcium timing ratio) between primary, secondary, and tertiary branches (Figure 17B&C 

insets). Therefore, in this case, both conditions equally match the published data.  

 

 

 
Figure 17 Distance from soma affects calcium dependence on AP timing.  

A. Morphology (not to scale) of one dendritic branch color-coded dark to light for increasing distance from soma. 

Example calcium traces for each dendritic segment, primary (P), secondary (S), tertiary1 (T1), tertiary2 (T2), and 
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tertiary3 (T3) for both NaSI and CDI. Scale bars are vertical: 0.1 µM. horizontal: 100ms. B. Calcium dependence on 

AP timing for NaSI condition is most prominent at the proximal tertiary dendritic segment (T1). Inset: bar graph 

showing the calcium timing ratio between the calcium peak for early (highest point) and late (average of two last 

points) APs for each dendritic segment. All error bars are ± SD. C. Same as B, but for CDI condition. 

 

Because the organotypic co-culture study did not record the calcium signals of 

distal dendrites (Kerr and Plenz 2004), and we have previously shown that the effect of 

the back-propagating AP on calcium influx is attenuated in distal dendrites (Evans et al. 

2012), we tested the relationship between calcium and AP timing distally. Figure 17 

shows that distally the relationship between calcium and AP timing decreases with 

distance from the soma. This result implies that there is an optimal distance from the 

soma where the timing of the AP has the strongest effect on the corresponding calcium 

signal. More proximal dendrites are larger and have lower impedance, causing a reduced 

effect of synaptic inputs, and more distal dendrites are subject to the decay of the back-

propagating AP causing a weaker relationship between calcium and AP timing. The 

optimal distance in our model is the first tertiary dendritic segment, 44-62µm from the 

soma. Interestingly, it is exactly this distance from the soma that has been shown to have 

the highest density of dendritic spines (Berlanga et al. 2011).  

CDI replicates the effect of NMDA receptor blockade on the relationship between 

calcium and AP timing 

Previous work demonstrated that the relationship between calcium influx and AP 

timing is dependent on the activation of the NMDA receptors (Kerr and Plenz 2004). 

Therefore, we tested whether our two mechanisms (CDI and NaSI) were each dependent 

on the NMDA receptor by running upstate simulations with and without the NMDA 

receptors. Simulations revealed that removing the NMDA receptors greatly reduced the 
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strength of the relationship between AP timing and calcium influx for the CDI condition 

(calcium timing ratio = 0.59±0.0008 cntrl, 0.30±0.054 no NMDA; p<0.0001), but did not 

reduce it for the NaSI condition (Figure 18). In the NaSI condition, calcium elevations 

corresponding to both the early and the late APs were reduced with NMDA blockade, 

resulting in essentially the same relationship between calcium peak and AP timing 

(calcium timing ratio = 0.57±0.04 cntrl, = 0.61±0.06 no NMDA; p>0.9; Figure 18A 

inset). Because the CDI condition matches the dependence of this calcium timing ratio on 

NMDA receptors and the NaSI condition does not, our model predicts that CDI is more 

likely to be a mechanism controlling this relationship.  
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Figure 18 Dependence on NMDA receptors during flat and graded inputs.  
A. Graded inputs result in a strong relationship between calcium signal and AP timing during the upstate. The calcium 

dependence on AP timing is reduced when the NMDA receptor is blocked only in the CDI condition. Note that the 

peak calcium elevations, but not the relationship between calcium and AP timing (calcium timing ratio, inset), are 

changed in the NaSI condition. Inset: bar graph showing the calcium timing ratio. All error bars are ± SD. 

(*=p<0.0001) B. When the upstate is elicited by flat input trains, the dependence of calcium peak on AP timing is 

reduced and the phenomenon is more weakly dependent on NMDA. Again this NMDA-dependence is observed for 

CDI, but not NaSI. Inset same as A. 

 

Because the input gradient strongly influences the relationship between calcium 

and AP timing (Figure 14), we repeated the NMDA and no NMDA comparison for the 

flat input condition. In the CDI condition, removing NMDA receptors during flat inputs 
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caused a decrease in the calcium timing ratio (0.35±0.01 flat, 0.22±0.03 flat no NMDA, 

p<0.01) (Figure 18B), even though the effect of removing NMDA receptors was much 

stronger for the G3 input gradient (Figure 18A). In the NaSI condition, neither the G3 

gradient input nor the flat input resulted in NMDA dependence of the calcium timing 

ratio. In contrast to the flat CDI condition, the flat NaSI condition showed a surprising 

enhancing of the relationship between calcium and AP timing due to blocked NMDA 

receptors (calcium timing ratio = 0.54±0.07 flat, 0.74±0.03 flat no NMDA; p<0.01; 

Figure 18B inset). This enhancement clearly does not replicate published data (Kerr and 

Plenz 2004), further supporting CDI as an essential mechanism underlying the 

relationship between calcium and AP timing. 

In conclusion, we find that the CDI model better fits the published data. 

Specifically, the relationship between calcium and AP timing is dependent on NMDA 

receptors only in the CDI case. Our voltage clamp experiments support this as a plausible 

mechanism because they show that CDI does indeed occur in the HVA calcium channels 

of the striatum. Therefore, all subsequent simulations are run using the CDI condition.  

Part 2: Effect of neuromodulation and implications for in vivo plasticity. 

Here we use the model to investigate several aspects of plasticity during cortico-

striatal upstates. We test how intrinsic and synaptic excitability, which can balance each 

other in homeostatic plasticity, affect the relationship between calcium and AP timing, 

and investigate the mechanisms controlling calcium binding to downstream targets which 

can influence the direction of plasticity at a synapse. Finally, we test whether spike 
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timing dependent plasticity (STDP) pairings are modulated by their timing within the 

upstate.  

Modulation of intrinsic, but not synaptic excitability alters calcium relationship with 

AP timing  

Differences in stimulation patterns or changes in neuromodulator availability can 

alter MSN intrinsic excitability, which in turn can affect plasticity. The intrinsic 

excitability of the dendrite depends on the composition of voltage gated potassium and 

sodium channels as well as the input resistance. Slice experiments have shown that 

dopamine depletion in the striatum increases intrinsic excitability of MSNs (Fino et al. 

2007) and that this excitability increase is due to a two fold increase in the inactivation 

speed of A-type potassium currents (Kaf) (Azdad et al. 2009). Another potassium channel 

that can both modify dendritic excitability and be dynamically altered in response to 

neuromodulation is the inwardly rectifying potassium current (Kir). Acetylcholine M1 

receptor activation causes a strong (40%) reduction of this current in one class of MSN 

(Shen et al. 2007). 
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Figure 19 A change in intrinsic excitability alters calcium relationship with AP timing.  

A. Fast Kaf inactivation (green traces) caused an increase in the strength of the calcium relationship with AP timing 

(*=p<0.005). Synaptic input with gradient G1 (see figure 5) was used to generate upstates to avoid spontaneous APs 

due to increased excitability. B. Removing AMPA receptor desensitization (blue traces) did not affect the calcium 

relationship with AP timing. Gradient G1 was used to generate upstates. C. Reducing Kir by 40% (red traces) did not 

affect the calcium relationship with AP timing. 

 

 

To evaluate the effect of excitability on the sensitivity of calcium to AP timing, 

we repeated simulations with either inactivation of Kaf twice as fast as the control 

condition or the conductance of the inwardly rectifying Kir channel set to 60% of its 

control value. Our results show that faster Kaf inactivation makes the calcium elevation 

corresponding to the upstate more sensitive to AP timing (Figure 19A). Specifically this 

modification causes a calcium increase in response to APs early in the upstate, but no 

change in calcium elevation in response to APs late in the upstate (calcium timing ratio = 
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0.47±0.01 cntrl, = 0.57±0.01 fast Kaf inact; p<0.005). In contrast to the strong effect seen 

with Kaf modification, the change in Kir affects neither the absolute calcium nor the 

relationship between AP timing and calcium elevation (calcium timing ratio = 

0.59±0.0008 cntrl, 0.58±0.0005 60% Kir; p>0.9) (Figure 19C).  

The increase in intrinsic excitability (via fast Kaf inactivation) may be a 

homeostatic mechanism deployed by the neuron to compensate for a decrease in synaptic 

excitability (via reduced AMPA receptor activity) that occurs with dopamine depletion 

(Azdad et al. 2009). The AMPA receptor plays a strong role in the local depolarization of 

the dendrite, and has been shown to influence the effect of back-propagating APs on 

NMDA calcium (Holbro et al. 2010). We therefore hypothesized that increased synaptic 

excitability implemented by removing AMPA receptor desensitization would reduce 

calcium sensitivity to AP timing. Surprisingly, when AMPA receptor desensitization was 

removed, the calcium dependence on AP timing was not altered (calcium timing ratio = 

0.47±0.009 cntrl, 0.48±0.03 no AMPA desens; p>0.9) (Figure 19B). These results show 

that increases in synaptic excitability and increases in intrinsic excitability do not affect 

calcium during the upstate in the same way. This also suggests that a change in intrinsic 

excitability cannot fully compensate for a change in synaptic excitability with regards to 

calcium sensitivity to AP timing and therefore has implications for upstates during 

dopamine depletion pathologies such as Parkinson’s Disease.  

Fast and slow calcium binding partners are differentially influenced by AP timing 

and AP number. 

Since calcium is required for plasticity in the striatum (Fino et al. 2010), it has 

been suggested that the calcium elevations during upstates could cause potentiation or 
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depression (Kerr and Plenz 2004). However the factors that determine whether calcium 

causes potentiation or depression are still not clear. Recent studies suggest that the 

dynamics of calcium influx control preferential binding of calcium to disparate targets 

(Goldberg et al. 2009; Kubota and Waxham 2010). To test whether the timing of the AP 

within the upstate would influence not only calcium elevation, but also the binding 

partners which calcium preferred, we made use of our calmodulin buffer which has a fast 

binding N site (CaMN) and a slow binding C site (CaMC).  

 

 
Figure 20 Preference for calcium binding partners differs with AP timing and AP number.  
A. Peak bound calmodulin C site (CaMC) is sensitive to AP number (gray) but not AP time (black). B. Peak bound 

calmodulin N site (CaMN) is sensitive to AP time (black), but not AP number (gray). All error bars are ± SEM. 

 

 

During the upstate simulations, the peak concentration of bound CaMN is more 

strongly affected by the timing of the AP within the upstate than the peak concentration 

of bound CaMC (Figure 20A). The slower binding and unbinding of calcium from the 
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CaMC site smoothes the effect of the AP, making its timing irrelevant, while the fast 

binding and unbinding of the CaMN site makes it sensitive to AP timing. Figure 20 

shows the peak bound CaMC (Figure 20A) and CaMN (Figure 20B) sites as a function of 

AP timing within the upstate (black symbols).While the peak bound CaMC is always 

higher than the peak bound CaMN (due to the higher affinity of calcium for the C site 

than the N site), it is clear that binding to the CaMN site is sensitive to AP timing, but 

binding to the CaMC site is not.  

Another way that information can be conveyed during the upstate is through 

number of APs, rather than the specific timing of a single AP. To test whether the N and 

C sites of calmodulin were differentially sensitive to AP number, we ran upstate 

simulations with 1 to 11 APs. To prevent AP timing from influencing the bound buffer 

elevation, the timing of the initial AP was kept constant (20ms from upstate onset), and 

each AP was added 20ms after the most recent one (for a frequency of 50Hz). In contrast 

to the AP timing condition, the peak bound CaMC site increased with the total number of 

APs, while the peak bound CaMN remained constant (Figure 20, gray symbols). These 

results demonstrate that the two lobes of calmodulin are differentially sensitive to either 

the precise timing of the AP (CaMN) or the total number of APs (CaMC) within the 

upstate. Because the bound N and bound C sites differentially influence CaM’s ability to 

bind to CaM dependent kinase type 2 (CaMKII), a molecule implicated in synaptic 

strengthening (Forest et al. 2008), the specific combination of AP timing and AP number 

during the upstate may determine whether a given synapse will undergo potentiation or 

depression. 
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AP timing during the upstate interacts with spike timing dependent plasticity 

protocols 

When APs are paired with precisely timed glutamatergic inputs, a cortico-striatal 

synapse can undergo spike timing dependent plasticity (STDP) (Fino et al. 2010). 

However in vivo neurons are subject to barrages of synaptic inputs during the upstate; 

thus a crucial question is whether spike timing influences calcium under in vivo like 

conditions. We have previously shown that the NMDA mediated calcium during STDP 

protocols correlates with synaptic potentiation (Evans et al. 2012). Here we use similar 

measurements to test how specifically timed pairings during the upstate would affect 

NMDA mediated calcium.  

Because the spatial constraints of dendritic spines could alter the calcium 

dynamics, we added a single spine with an NMDA calcium pool to the first tertiary 

dendritic segment. In order to precisely control the timing of the pre and post-synaptic 

stimulations, we reserved a single tertiary dendritic segment, 44µm from the soma, and 

stimulated its spine only one time during the entire upstate. The time of this stimulation 

was varied (Δt) around an early (20ms after onset) upstate AP and a late (175ms after 

onset) upstate AP (Figure 21, inset). The NMDA mediated calcium was recorded for each 

interval through a separate NMDA calcium pool (Evans et al. 2012). Pairing synaptic 

input with the AP showed a distinctive STDP-curve both early and late in the upstate 

(Figure 21). As in our previous model (Evans et al. 2012), the positive intervals showed 

higher NMDA mediated calcium peaks.  
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Figure 21 STDP can occur during an upstate.  
NMDA receptor mediated calcium in the spine head shows an STDP curve shape early and late in the upstate (filled 

squares), which requires the AP. Cntrl = NMDA stimulation alone. Inset: schematic of early and late AP with 

stimulation times (not to scale) during the upstate. Vertical lines represent timing of AP; dots represent timing of pre-

synaptic stimulation. 

 

 

The upstate depolarizes the dendrite even without an AP and subthreshold 

depolarizations have been shown to cause synaptic plasticity in MSNs (Fino et al. 2009). 

Thus, it is possible that the timing of the synaptic input relative to the subthreshold 

upstate could produce an STDP-like curve even without an AP. To demonstrate that the 

timing of the AP is indeed contributing to the shape of the STDP curve, we ran 

simulations in the absence of an AP (Figure 21, open symbols). The stimulations given 

late in the upstate have no temporal sensitivity without the AP, while the stimulations 

early in the upstate demonstrate moderate temporal sensitivity even without the AP. In 

both the early and late AP cases, however, the AP ‘sharpens’ the curve, lowering the 

NMDA calcium during negative intervals and increasing NMDA calcium during positive 

intervals relative to the no AP condition. This ‘sharpening’ effect is much stronger when 
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the stimulated synapse is on the spine than on the dendritic shaft (data not shown), 

suggesting that indeed the spatial constraints of the spine head influence the relationship 

between calcium and the backpropagating AP.  

These results suggest that specific pre and post-synaptic pairings could undergo 

STDP even during an upstate. Because the NMDA mediated calcium is higher early in 

the upstate than later in the upstate, our model predicts that pairings occurring early in the 

upstate will have a slight bias toward potentiation when compared to pairings occurring 

late in the upstate.  

Discussion 
Upstates in the striatum drive large dendritic calcium transients which may 

control naturally occurring potentiation and depression of MSN synapses during sleep. 

The distinct up and downstate pattern is a trademark of the anesthetized or sleeping 

striatum and is much weaker during wakefulness (Mahon et al. 2006). We have 

implemented highly realistic calcium dynamics in a biophysical model of a MSN to study 

the factors governing these calcium elevations during upstates and to investigate the 

implications of a timing dependent calcium elevation on synaptic plasticity.  

Is CDI or NaSI more likely? 

We first evaluated two mechanisms that cause the strong relationship between 

calcium elevation and AP timing within the upstate: NaSI and CDI. Both mechanisms 

matched the published data regarding the dependence of calcium on AP timing and the 

effects of distance from the soma on calcium elevation, but they did not both match other 

published effects such as NMDA dependence. Because CDI matched the published 
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NMDA dependence of the timing dependent calcium elevations while NaSI did not, our 

model predicts that CDI is more likely the mechanism producing the effect of AP timing.  

It is important to note that these are not the only possible mechanisms that could 

account for a calcium relationship with AP timing. Pump extrusion, for example, could 

be altered over the course of the upstate or dependent on number or frequency of action 

potentials (Scheuss et al. 2006). Further experiments are needed to confirm that CDI is 

the main mechanism for the calcium relationship with AP timing.  

Three testable predictions 

First, the simulations fit published data more accurately when the synaptic inputs 

are weighted toward the beginning of the upstate (Figure 14). Thus, our model predicts 

that the cortico-striatal upstates are initiated by strong glutamatergic inputs from the 

cortex. Electrophysiological recordings from organotypic triple co-cultures (Kerr and 

Plenz 2004) and in vivo (Schulz et al. 2009) demonstrate variability in upstate shape. 

However, the upstates often show steep rise times at initiation rather than slow increases 

(Figure 12C&D). In addition, recent experimental work has shown that striatal upstates 

can be sustained hundreds of milliseconds after the glutamatergic barrage has ended 

(Flores-Barrera et al. 2009; Plotkin et al. 2011) (but see also Kasanetz et al., 2006), 

indicating that it is indeed possible that naturally occurring upstates could have strong 

initial inputs that decrease or even disappear over the duration of the upstate. While one 

study found that distal inputs were able to induce upstates more strongly than proximal 

(Plotkin et al. 2011), the excitatory and inhibitory inputs in our model are distributed 

equally throughout the cell and differences based on spatial distribution of inputs were 
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not explored. Experiments using calcium hotspot imaging (Varga et al. 2011) in 

organotypic co-cultures could test our model prediction that glutamatergic inputs during 

the upstate are weighted toward upstate onset. In addition this technique could be used to 

test the spatial distribution of synaptic inputs during spontaneous upstates.  

Second, simulations demonstrate that there is a specific distance from the soma 

which shows optimal sensitivity to AP timing. In our model it is the first segment of the 

tertiary dendrite, 44-62µm from the soma. However because each neuron is slightly 

different, it is likely that the size and location of this optimal distance could be variable. 

Therefore our simulations predict that for a given neuron there will be an optimal 

distance that displays a very strong relationship between calcium and AP timing, though 

it will not necessarily be the exact same distance for every neuron. Synapse and spine 

counting studies have shown that excitatory synapse density and spine density is highest 

between 30-60µm from the soma, declining sharply in the proximal direction, and 

declining more gradually in the distal direction (Berlanga et al. 2011). It is possible that 

optimal sensitivity to AP timing at this location increases calcium-based plasticity and 

consequently spine growth and excitatory synapse development. While the changes in 

sensitivity to AP timing proximal to the soma have already been shown (Kerr and Plenz 

2004), experiments imaging calcium on very distal dendrites during striatal upstates 

could test our model prediction that the sensitivity to AP timing decreases in the distal 

dendrites.  

Third, simulations reveal a means through which MSNs can dynamically alter 

their sensitivity to AP timing during the upstate by modulating their intrinsic excitability. 
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Increasing the speed of Kaf inactivation accentuated calcium’s dependence on AP timing 

during the upstate. This doubling of the Kaf inactivation kinetics occurs in the striatum in 

response to dopamine depletion (Azdad et al. 2009). Azdad et al.(2009) suggest that this 

excitability change is a form of homeostatic plasticity, increasing intrinsic excitability to 

compensate for a loss in synaptic excitability. However, as we have shown, this specific 

intrinsic excitability change increases the calcium dependence on AP timing, while a 

synaptic excitability change (the removal of AMPA receptor desensitization) does not 

alter the relationship. Thus, the balance is not necessarily restored accurately. Such a 

compensation would result in an increased sensitivity to AP timing which may be too 

strong for optimal function. Indeed, a change in calcium dependence on AP timing could 

result in plasticity imbalances and consequently contribute to symptoms of dopamine 

depletion pathologies such as Parkinson’s Disease. Because we did not see an effect of 

Kir modification, our simulations show that not all changes in potassium-based intrinsic 

excitability will result in altered calcium dynamics. While we did not model all the 

effects of dopamine depletion, our model predicts that alterations in Kaf observed during 

dopamine depletion will increase the dependence of calcium on AP timing. This 

prediction could be experimentally tested by pharmacologically or genetically 

manipulating the Kaf channel in organotypic co-cultures to test how changes in kinetics 

affected the calcium elevation during the upstate. Similarly, application of cyclothiazide 

to inhibit AMPA desensitization under the same conditions could reveal whether this 

aspect of synaptic excitability affects the calcium elevation during the upstate.  
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Implications for plasticity 

Calcium elevation is necessary for both the potentiation and depression of cortico-

striatal synapses (Fino et al. 2007). How calcium can cause these opposing effects is still 

a question up for debate. Several mechanisms have been postulated, for example, that the 

total amount of calcium determines the direction of plasticity (Graupner and Brunel 

2012), that the channel allowing calcium influx determines plasticity (Fino et al. 2010), 

or that the binding of calcium to downstream targets makes the difference (Lisman 1989).  

It is clear from our results that if the total amount of calcium determines the 

direction of plasticity (high calcium=potentiation; low calcium=depression), upstates that 

contain early APs will be more likely to potentiate synapses than upstates containing late 

APs. However, it is not clear that the amount of calcium is the only important factor. 

Therefore, we investigated differences in calcium binding during early and late APs. We 

found that the fast binding of the CaMN site was sensitive to AP timing, but the slow 

binding of the CaMC site was not. Previous studies have shown that fast binding partners 

are more sensitive to the backpropagation of a single AP than slow binding partners 

(Markram et al. 1998). Our work supports this idea and extends it to an in vivo-like 

context within the upstate. Importantly, we demonstrate that there is a dichotomy in the 

way that each calmodulin binding site responds to different types of information carried 

by the upstate. Specifically, the CaMN site is sensitive to AP timing, while the CaMC site 

is sensitive to AP number. These simulations reveal differential functions of calmodulin 

lobes without the spatial scale implemented in single spine simulations (Kubota and 

Waxham 2010). Calcium binding to the CaMN site alone is able to partially activate 

CaMKII, a molecule strongly implicated in synaptic strengthening (Forest et al. 2008). 
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The CaMN site’s preferential response to APs early in the upstate implies that the APs 

early in the upstate will more efficiently trigger mechanisms for increasing synaptic 

strength.  

In addition, our results can be extended to other calcium binding partners. Our 

model predicts that in general fast binding partners will be sensitive to AP timing, while 

slow binding partners will be sensitive to AP number. This result, in combination with 

future research revealing the kinetics of plasticity-related calcium binding partners, will 

shed light on which plasticity mechanisms are sensitive to specific upstate characteristics.  

STDP pairings show robust synaptic plasticity in cortico-striatal brain slice and 

our previous work (Evans et al. 2012) demonstrates that the simulated NMDA calcium 

under these conditions is an excellent predictor of synaptic potentiation. Here we show 

that during noisy in vivo like conditions, STDP curves can still be established for 

independent dendritic and spine compartments. This finding suggests that STDP can 

occur during sleep, when the upstate-downstate pattern is most prominent (Mahon et al. 

2006). Plasticity under these conditions may play a role in memory consolidation 

mediated by replay of cortical activity during sleep (Ribeiro et al. 2004; Lansink et al. 

2009) 

Our simulations compliment the experimental findings of Fino et al., (2009), 

which show that subthreshold depolarizations paired with pre-synaptic stimulation can 

induce synaptic plasticity in MSNs. They show that the curves elicited by pairing pre-

synaptic stimulation with subthreshold post-synaptic depolarization are wider and less 

‘directional’ than those elicited by pairing pre-synaptic stimulations with suprathershold 
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stimulations containing APs. Similarly, our simulations show that the timing intervals 

which evoke elevated calcium under the subthreshold (no AP) condition early in the 

upstate are wider and shallower than the same stimulations paired with an AP.  

It has been hypothesized that one population of synapses controls the upstate, but 

that a separate set of inputs drives the AP (Kasanetz et al. 2006; O’Donnell and Grace 

1995). If this is indeed the case, a specific STDP-like pairing could easily occur on a 

dendritic segment or spine during the upstate. If an input consistently drives an AP during 

the upstate, it would consistently show a positive Δt and be potentiated. If an input simply 

drives the upstate, but not the AP, it would be equally likely to fall in a positive or 

negative Δt relative to the AP and would not be consistently potentiated. In this way the 

STDP control of calcium influx could control the direction of plasticity for specific 

synapses despite the calcium influx due to the upstate as a whole. On the other hand, the 

STDP control of calcium influx is not completely independent of timing during the 

upstate. We found that the whole STDP curve is shifted slightly upwards, towards higher 

NMDA calcium, when the AP is early in the upstate compared to when the AP is late. 

This suggests that even if the plasticity of a synapse is based solely on STDP principles, 

the pairings that occur early in the upstate will be slightly biased toward potentiation.  

Conclusion 

Our model is the most advanced biophysical MSN model to date and is a useful 

tool for studying the calcium dynamics in the striatum. We have used it to investigate the 

mechanisms which underlie the non-linear calcium dynamics corresponding to AP timing 
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during striatal upstates, and it could easily be extended to answer other essential 

questions about striatal function and plasticity. 
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CHAPTER FIVE: REGIONAL AND AGE-DEPENDENT VARIABILITY IN 

CALCIUM DEPENDENT INACTIVATION OF CALCIUM CHANNELS IN THE 

STRIATUM 

Abstract 
Calcium is essential for striatal function and plasticity. It enters striatal neurons 

through NMDA receptors and voltage gated calcium channels (VGCCs). Each VGCC 

allows in different amounts of calcium at different voltages and for different durations. 

One factor that determines the duration of the calcium influx through these channels is 

the presence of calcium dependent inactivation (CDI). Some VGCCs undergo strong 

CDI, inactivating in response to an influx of calcium, while others rely primarily on 

voltage dependent inactivation (VDI). While calcium currents have been investigated in 

striatal neurons, the presence of CDI in striatal VGCCs and how it changes during 

development is not yet clear. Here we use whole cell voltage clamp to isolate calcium 

currents and characterize CDI over development and across striatal regions. We find that 

CDI increases at eye opening in the medial striatum, but not the lateral striatum and show 

that L-type calcium channels partially contribute to this increase. This change in CDI 

alters the amount and the duration of the calcium influx through VGCCs and thus could 

modulate striatal plasticity during development. 

Introduction 
The striatum is a brain structure important for habit and skill learning. Calcium is 

essential for the neural-rewiring that occurs during such learning and the specific amount 
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and duration of the calcium influx can affect the underlying plasticity in neurons (Carlson 

and Giordano 2011; Yang et al. 1999).  

Calcium enters striatal neurons through NMDA receptors as well as voltage gated 

calcium channels (VGCCs). Each type of VGCC (L, N, R, T, and P/Q type) has a specific 

pattern of activation and inactivation kinetics which determine the amount and duration 

of the calcium influx.  The operation of these channels is not static, but is modulated by 

molecular events such as phosphorylation.  In striatal neurons, the balance of dopamine is 

critical for triggering the phosphorylation of NMDA receptors and VGCC by PKA. 

Dopamine depletion alters the composition of VGCCs in these neurons (Martella et al. 

2011) indicating that the specific balance of VGCCs is important for striatal function and 

may be disrupted in pathologies such as Parkinson’s Disease.  

The amount and duration of the calcium influx through these VGCCs is regulated 

by both voltage dependent inactivation (VDI) and calcium dependent inactivation (CDI). 

CDI acts as a self-regulation mechanism: Because calcium itself inactivates the channel, 

the cell is protected from the adverse effects of too much calcium. Despite its importance 

in cell function, CDI has barely been investigated in striatal neurons. One study suggests 

that striatal neurons from aged rats have less CDI than neurons from adult rats (Dunia et 

al. 1996), and our recent computational model predicts that CDI could play a critical role 

in determining the calcium influx during cortico-striatal upstates (Evans et al. 2013).  

While the striatum does not have clearly defined functional units, many studies 

have reported regional differences in receptor expression (Chapman et al., 2003; McCaw 

et al. 2004), afferent inputs (reviewed in Wickens et al., 2007), synaptic plasticity 
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(Partridge et al. 2000; R. Smith et al. 2001), and learning (Pauli et al. 2012; Yin et al. 

2009). Specifically, the dorsomedial (DM) and dorsolateral (DL) regions of the striatum 

seem to have distinct characteristics which change during development.  

Of all the VGCCs, the L type calcium channels are the most well studied. 

Mutations in L-type calcium channels have been linked to autism, bipolar disorder, and 

schizophrenia (reviewed in Liao and Soong, 2010) as well as the rare, but devastating 

disorder Timothy Syndrome (Barrett and Tsien 2008). L type channels have been 

implicated in striatal plasticity, as blocking them prevents long term depression (LTD) 

(Fino et al. 2010; Shindou et al. 2011). Previous studies have shown that L type channels 

have strong CDI (Liang et al. 2003) and make up a large proportion of the VGCC current 

in young striatal neurons (Martella et al. 2008). Their contribution to total calcium 

current and CDI has not been tested in situ across striatal regions or at pre-eye opening 

ages. 

Here we characterize CDI across striatal regions and at three time points during 

development, before eye opening (p11-12), after eye opening (p13-15) and after weaning 

(p22-24). We show that CDI in the DM striatum increases more strongly with age than 

the CDI in the DL striatum. We also show that the increase in medial CDI which occurs 

directly after eye opening is impaired when L-type calcium channels are blocked.  

Methods 

Electrophysiology  

All animal handling and procedures were in accordance with the National 

Institutes of Health animal welfare guidelines and were approved by the George Mason 
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University institutional animal care and use committee (IACUC). C57BL/6 male and 

female mice (Charles River) were anesthetized with isoflurane and euthanized. Every 

effort was made to minimize anxiety and pain. Brains were extracted and cut 350µm 

thick using a vibratome (Leica VT 1000S) in ice cold sucrose slicing solution (in mM: 

KCL 2.8, Dextrose 10, NaHCO3 26.2, NaH2PO4 1.25, CaCl2 0.5, Mg2SO4 7, Sucrose 

210). Slices were immediately placed in an incubation chamber containing artificial 

cerebrospinal fluid (aCSF) (in mM: NaCl 126, NaH2PO4 1.25, KCl 2.8,CaCl2, Mg2SO4 1, 

NaHCO3 26.2, Dextrose 11) for 30 minutes at 33°C, then removed to room temperature 

(22-24°C) for at least 90 more minutes before use. Recording aCSF was modified by 

replacing Mg2SO4 with Mg2Cl and including either 2mM Ca2Cl or 2mM Ba2Cl. 4-AP 

(4mM) was added to block potassium channels. Slices were individually placed in a 

submersion chamber (ALA scientific) and cells were visualized using differential 

interference contrast imaging (Zeiss Axioskop2 FS plus). Pipettes (3-5MΩ) were pulled 

from borosilicate glass on a laser pipette puller (Sutter P-2000), coated with candle wax 

(to reduce pipette capacitance) and fire-polished (Nirshige MF-830). Pipettes were filled 

with a cesium based internal solution (in mM Cs-gluconate 85, Cs3-citrate 10, KCl 1, 

NaCl 10, HEPES 10, EGTA 1.1, CaCl2 0.1, MgCl2 0.25, TEA-Cl 15, Mg-ATP 3.56, Na-

GTP 0.38) pH 7.26 (Rankovic et al. 2011). Voltage clamp recordings were obtained on 

the HEKA EPC-10 and sampled at 20KHz. Data were acquired in Patchmaster (HEKA 

Elketronik). Analogue 3-pole (10kHz) and 4-pole (2.9kHz) Bessel filters were applied. 

Series resistance (4-15MΩ) was compensated 70-90%. Recordings were made at room 

temperature (22-24°C).  
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Drugs and Drug Application.  

Unless otherwise states salts were from Fisher. Mg-ATP, Na-GTP, Gluconic acid, 

citric acid, 4-AP, CeOH, TEA-Cl, and Nifedipine were from Sigma. TTX was from 

Tocris. TTX and Nifedipine were applied via a custom made Y tube local perfusion 

system (Murase et al.1989). The Y-tube system is well established and validated using 

dose-response curves (Hevers and Lüddens 2002). Application of TTX (0.5µM) through 

the Y tube abolished action potentials in less than 1 minute (data not shown). FK506, 

forskolin, and nifedipine were dissolved in DMSO. Nifedipine was protected from light 

and made fresh the day of use. Slices were not re-used after either a calcium-barium 

switch or being exposed to a drug treatment.  

Data Analysis  

CDI was measured during a 200ms depolarizing pulse from -40mV to +10mV 

(Figure 22A). Steady State (SS) is the mean current at the end of the 200ms 

depolarization. Peak is the amplitude of the current at its largest point. The ratio of steady 

state to peak is the measure of inactivation, and the difference between inactivation in 

barium and inactivation in calcium is the measure of CDI (Ba-Ca DIFF, Figure 22D).  

When specified, ramp depolarizations from -80 to +50mV were interleaved with the 

square pulses. In all cases, stimulations were separated by 30 seconds. Only cells 

requiring less than 200pA to be held at -80mV and that could be compensated between 

70-90% with less than 15 MΩ series resistance were used. Data was collected in 

Patchmaster, processed with online analysis, and exported to Igor (Wavemetrics). 

Statistical tests were performed using the general linear model procedure (GLM) in SAS 

9.2.  
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Results 

Isolating CDI in HVA channels 

Calcium currents were isolated by blocking potassium currents (with TEA, 

cesium, and 4-AP) and sodium currents (with TTX). High voltage activated (HVA) 

channels were isolated by voltage clamping striatal neurons at -40mV which inactivates 

the low voltage activated calcium currents (such as T-type channels). Total inactivation 

was assessed using the SS/peak ratio in calcium, while voltage dependent inactivation 

(VDI) was assessed using the SS/peak ration in barium. CDI was assessed using the 

difference in SS/peak ratio between barium and calcium (Ba-Ca Difference). 
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Figure 22 Striatal CDI depends on age and region.  

A. Schematic showing HVA isolating depolarizing pulse and example trace below. B. Schematic showing medial (DM) 

and lateral (DL) regions of the striatum where recordings were made. C. Example experiments showing SS/peak ratio 

in barium and calcium. D. Summary of CDI (Ba-Ca DIFF) for each age group by striatal region (n specified in each 

bar, error bars are ±SEM). E. Summary of total current amplitude in calcium for each age group by striatal region (n 

specified in each bar, error bars are ±SEM).  

 

CDI increases with age, but is modulated by striatal region. 

CDI measurements in calcium and barium were taken from the dorsomedial (DM) 

and dorsolateral (DL) striatum (Figure 22B) at three different age groups: p11-12 (before 

eye opening), p13-15 (after eye opening), and p22-24 (after weaning). Figure 22C shows 

the SS/Peak ratio over time for one experiment from each region of one mouse (p22). 

This demonstrates that the measure of CDI is stable over time, and that the SS/Peak ratio 
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is smaller in calcium than in barium. Figure 22D shows the mean Ba-Ca difference for 

both dorsal striatal regions at three different age groups and reveals that CDI changes 

with age (GLM for age*region F=5.51, p<0.01). However, the increase in CDI with age 

was significant medially (slope: 0.01, p<0.01), but not laterally (slope: 0.006, p=0.07).  

The total amplitude of the calcium current also increased with age (GLM 

age*region F=5.793, p<0.01) (Figure 22E). Amplitude was assessed from the peak 

current in response to the voltage step from -40mV to +10mV. The increase in amplitude 

with age was significant both medially (slope 0.04, p<0.01) and laterally (slope 0.045, 

p<0.01). However, while the increase in CDI due to age was stronger medially, the 

amplitude increase was most pronounced laterally. This indicates that the CDI increase 

was not due to a change in total current amplitude.  
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Figure 23 L type calcium channels contribute to the increase in CDI that occurs at eye opening.  

Summary of CDI (Ba-Ca DIFF) before and after eye opening for control (solid bars) and nifedipine (20µM) treated 

(striped bars). N specified by error bars, error bars are ±SEM.*p<0.05 

 

 

L-type calcium channels contribute to the jump in medial CDI that occurs at eye 

opening. 

 Because L-type calcium channels are known to have strong CDI (Liang et al. 

2003), and have been shown to contribute significantly to the calcium current in medium 

spiny neurons (Martella et al. 2008), we tested CDI in DM and DL neurons in the 

presence of Nifedipine (20µM), a selective L-type calcium channel blocker. Nifedipine 

inhibited the increase in CDI that occurs at eye opening in the medial striatum (GLM 
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agegroup*drug F=3.38, p=0.037 for DM) (Figure 23). Post-hoc contrasts confirmed a 

significant effect of eye opening for control (p<0.05), but no significant effect in the 

presence of nifedipine (p=0.25). Laterally there was no effect of age and nifedipine did 

not alter this (Figure 23) (GLM agegroup*drug F=0.53, p=0.67).  

These data show that L-type calcium channels contribute to the increase in CDI 

seen in the medial striatum at eye opening. However, this result does not explain how the 

L-type channels contribute. There are three explanations for this effect. First, there could 

be more L-type calcium channels in the DM striatum at eye opening. Second, the L-type 

calcium channels could undergo more CDI medially at eye opening. Third, it is possible 

that the influx through L type channels triggers the CDI of other channel types more 

strongly after eye opening than before. To test the first possibility, we measured the 

amplitude of ramp depolarizations (Figure 24A) in control conditions and in the presence 

of nifedipine for each age and region condition. Nifedipine decreased the amplitude of 

the calcium current by 20-25% for each group, but there was no difference due to age or 

region (GLM agegroup region F=0.71, p=0.5). Despite the age-dependent increase in 

total calcium current amplitude (Figure 22E), the proportion of that current carried 

through L-type calcium channels does not change medially or laterally at eye opening 

(Figure 24B). Therefore an increase in channel density cannot explain the effect of 

nifedipine at eye opening. 
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Figure 24 Proportion of current carried by L-type calcium channels is not altered by region at eye opening.  
A. Schematic of ramp depolarization and example current trace. B. Summary of amplitude reduction due to nifedipine 

(20µM). N specified in each bar, error bars are ±SEM. 

 

If it is not because of an increased density of L-type calcium channels, how does 

the blockade of L-type calcium channels reduce the medial increase in CDI at eye 

opening? To further investigate the role of L-type channels, we separately analyzed the 

effect of nifedipine on the inactivation in calcium and the inactivation in barium (Figure 

25). The inactivation in calcium is considered the total inactivation because it includes 

both calcium dependent and voltage dependent inactivation. The inactivation in barium 



120 

 

represents the voltage dependent inactivation (VDI) only because barium minimally 

activates CDI. The difference between the inactivation in barium and the inactivation in 

calcium is the CDI.  

In all groups, the inactivation in barium was stronger in the presence of nifedipine 

than in control conditions (GLM drug F=16.87, p<0.0001), indicating an increase in VDI 

when L-type calcium channels were blocked. This result suggests that the remaining 

calcium channels (P/Q, N, and R type) undergo more VDI than L-type calcium channels. 

The effect of nifedipine on VDI was more pronounced laterally (p<0.001, Figure 25D) 

than medially (p<0.01, Figure 25B), suggesting that non-L VGCCs undergo more VDI 

laterally than medially. There was no effect of age on either lateral (p=0.3) or medial 

(p=0.6) VDI. This result shows that eye opening does not alter the effect of nifedipine 

and therefore an increase in VDI cannot be the mechanism by which nifedipine reduces 

the increase in CDI medially at eye opening.  

The increase in inactivation is also seen when the charge carrier is calcium, 

indicating that the total inactivation is increased when L type channels are blocked with 

nifedipine. The increase in total inactivation is not as strong as the increase in VDI (GLM 

drug F=4.6, P<0.05). This effect is pronounced laterally (p<0.01, Figure 25C) but not 

significant medially (p=0.6, Figure 25A). These results indicate that the other calcium 

channel types (N, R, and P/Q) also undergo CDI in striatal neurons when no EGTA is 

present in the internal solution as suggested by (Liang et al. 2003). As in barium, there 

was no effect of age on lateral (p=0.7) or medial (p=0.6) total inactivation. Indeed, the 

total inactivation in the medial striatum at eye opening shows no increase whatsoever 
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when L-type calcium channels are blocked (Figure 25A open), suggesting that the 

remaining channels (P/Q, N, and R) undergo the same amount of total inactivation as the 

L-type channels in that age and region.  

 

 
Figure 25 Blocking L type channels increases VDI.  

A. Total inactivation is unchanged by nifedipine in medial (DM) striatum. Error bars are ± SEM for all graphs.B. VDI 

is increased in the presence of nifedipine in medial striatum. C. Total inactivation is increased by nifedipine in the 

lateral (DL) striatum. D. VDI is strongly increased in the presence of nifedipine in the lateral striatum. 
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PKA phosphorylation and calcineurin dephosphorylation do not affect total 

inactivation 

While revealing an increase in VDI, the separation of the data above is not 

sufficient to explain how L type calcium channels are contributing to the increase in CDI 

at eye opening in the medial striatum. Because there is no difference in the density of L 

type channels at eye opening (Figure 24B), it is possible that L type channels undergo 

more CDI after eye opening than before eye opening. How could this happen? Studies 

have shown that certain mutations (Barrett and Tsien 2008) and phosphorylation states 

(Oliveria et al. 2012) can alter the inactivation properties of L type channels. Specifically 

L type channels are phosphorylated by PKA and dephosphorylated by calcineurin which 

decreases and increases CDI respectively (Oliveria et al. 2012). To test whether 

phosphorylation state altered CDI in striatal neurons, we applied FK506 (50µM), a 

calcineurin antagonist, and forskolin (FSK, 25µM), a PKA activator, to slices medially 

after eye opening. Figure 26 shows that neither FK506 alone, nor FK506 in conjunction 

with FSK altered total inactivation. This finding is similar to results seen in hippocampal 

cultures (Norris et al. 2002), which showed that FK506 reduced the calcium current, but 

did not affect CDI. This could be because calcineurin selectively acts on the L type 

calcium channel, leaving the other VGCCs unaltered (Norris et al. 2002). These data 

seem to suggest that phosphorylation state is not important for CDI in medial striatal 

neurons after eye opening. However, other studies have shown that PKA phosphorylation 

enhances L type current amplitude but reduces N and P type current amplitude (Surmeier 

et al. 1995). Since we have applied these drugs to the entire VGCC current, more studies 
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are needed to test the role of calcineurin and PKA in isolated L type calcium channels in 

striatal neurons.  

 

 
Figure 26 PKA phosphorylation and calcineurin dephosphorylation do not affect total inactivation medially at 

eye opening.  

SS/Peak ratio in calcium is unchanged by FK506 or FK506 (FK) + forskolin (FSK). Bl=baseline. N specified in each 

bar. Error bars are ± SEM. 

 

Discussion 

Region and age dependent variation in amplitude and CDI 

We have shown that HVA current amplitude in striatal neurons increases with 

age, and that this increase is region dependent. Specifically, we recorded calcium current 

around two critical events during development: eye-opening and weaning. Previous 

studies have shown that the amplitude and activation properties of acutely dissociated 
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striatal HVAs does not change with age (Martella et al. 2008). However, that study did 

not test pre-eye opening ages and did not discriminate between lateral and medial 

striatum. Our increase in amplitude with age may be due to slice and culture differences.  

We also found that CDI increased in the medial striatum with age. To our 

knowledge, this is the first study to test CDI in striatal neurons during development. One 

previous study recorded calcium plateaus from adult and aged rats and found that the 

calcium plateaus were longer in duration for adult rats than aged, which may suggest 

more CDI in aged rats (Dunia et al. 1996). Switching between barium and calcium at the 

charge carrier however revealed that this difference in plateau duration is not due to a 

difference in CDI. If anything the study demonstrates that the aged rats have less CDI 

than adult rats. Our results show that CDI increases with age during development for the 

medial striatum, but not the lateral striatum. The functional significance of this finding is 

not yet clear, but this increase in CDI may alter the excitability of the medial neurons 

during development and could affect their ability to undergo synaptic plasticity.  

The significance of eye opening 

Our data show that CDI was increased right after eye opening in only the medial 

striatum. This finding is particularly interesting in light of new anatomical tracing linking 

the visual cortex to the medial striatum in rodents and new in vivo experiments showing 

medial striatal neurons responding to visual stimulation (Rieg and Silberberg, 2012). Eye 

opening corresponds with enhanced synaptogenesis (Blue and Parnavelas 1983) and an 

increase in synaptic events (Desai et al. 2002) in the visual cortex. These changes would 

likely be reflected in the cortical output to regions such as the medial striatum.  
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Eye opening is a critical event during rodent development and may trigger drastic 

changes in brain areas other than those directly related to vision. Eye opening has been 

shown to affect hippocampal development, with early eye opening accelerating the 

maturation of synaptic strength (Dumas 2004). Future in vivo studies could reveal 

whether synaptic connections between the visual cortex and medial striatum are 

strengthened at eye opening. Morphological analysis of striatal medium spiny neurons 

could test whether the increase in spine density in visual cortex at p15 (Konur and Yuste 

2004) is reflected in the medial striatum. In addition, experimental manipulations such as 

early eye opening or dark rearing will determine whether visual stimulation is causing 

this change in CDI rather than simply correlating with it.  

VGCC types and CDI 

L type calcium channels have long been known to undergo strong CDI, while the 

other VGCCs particularly N and R type channels have only more recently been shown to 

also undergo CDI (Liang et al. 2003). L type channels inactivate in response to elevations 

in small calcium microdomains, while N and R type channels inactivate in response to 

global calcium. In this study we did not use EGTA or any calcium buffer in our internal 

solution, allowing for optimal CDI of all channels (Liang et al. 2003; Norris et al. 2002). 

Because CDI is still present even when L type calcium channels are blocked, our results 

show that in both medial and lateral striatal neurons, the non-L type channels undergo 

strong CDI.  

We show that right before and right after eye opening the L-type calcium 

channels make up 20-25% of the total calcium current in both medial and lateral striatal 
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neurons. A previous study tested the proportion of calcium current carried by each VGCC 

in dissociated striatal cells at p14 and older (Martella et al. 2008). They showed that L 

type calcium channels made up about 50% of the total current at p14 and that the 

proportion of current carried by L types decreased with age. Our results showing a lower 

contribution of L type calcium channels could be due to a difference in slice preparation, 

which preserves dendrites and spines, compared to acutely dissociated cells, which only 

contain soma and proximal dendrites. Another difference that might affect the 

measurement of L type contribution is that the authors use 5mM barium as the charge 

carrier, while our measurements were made using 2mM calcium. A study of acutely 

isolated neurons from the ventral striatum (nucleus accumbens) of mice p5-11 used 5mM 

calcium as the charge carrier and reported that L type calcium channels account for 18% 

of the total current (Churchill and Macvicar 1998).  

Blocking L type calcium channels with nifedipine increased VDI across all age 

and region groups. This result is consistent with previous studies suggesting that L type 

calcium channels only partially inactivate due to voltage (Bell et al. 2001). A partial or 

slower VDI in L type channels than other VGCCs would explain the increase in VDI 

when L type channels are blocked.  

In our experiments, blockade of L type calcium channels reduced the increase in 

CDI seen at eye opening in the medial striatum. We found that this effect could not be 

due to an increase in L type channel density at eye opening because blocking L type 

channels reduced the total current amplitude by the same percentage at each age group. 

Therefore it is possible that there is the same proportional L type channel density at eye 
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opening, but those L type channels may have different inactivation properties. 

Specifically they might undergo more CDI in the medial striatum right after eye opening. 

One way that this might happen is through different phosphorylation states of L type 

channels. A study in the hippocampus showed that L type channels have increased 

phosphorylation with age (Davare and Hell 2003). Although this study is in the 

hippocampus and is comparing adult mice to aged mice, it demonstrates that 

phosphorylation can change with age in neurons. Further studies using 

immunohistochemistry or in situ hybridization could reveal any differences in 

phosphorylation state of L type channels immediately after eye opening in the medial 

striatum, and future electrophysiological studies could show whether L-type calcium 

channel dependent LTD is altered in this region.  

Conclusion 

This is the first study testing CDI in striatal neurons during development. Our 

results showing age and region variability in CDI have implications for striatal plasticity 

and striatal pathologies and is a first step in evaluating the role of CDI in striatal function. 
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CHAPTER SIX: SPATIAL SPECIFICITY OF INTRACELLULAR SIGNALLING 

MOLECULES IS CRUCIAL FOR STRIATAL SYNAPTIC PLASTICITY  

Abstract 
Striatal synaptic plasticity is the putative mechanism underlying skill and habit 

learning. Cyclic AMP (cAMP)-dependent protein kinase (PKA) contributes to striatal 

long term potentiation (LTP) by phosphorylating synaptic glutamate receptors and 

DARPP-32. Although PKA is known to be necessary for plasticity in the striatum, the 

role of spatial localization of PKA has not been explored. A-kinase anchoring proteins 

(AKAPs) anchor PKA close to the source of cAMP that activates it (Efendiev et al. 

2010), and close to the glutamate receptors that it phosphorylates (Colledge et al. 2000), 

suggesting that the location of PKA is important for its proper function. Here we show 

that PKA must be anchored to AKAPs for striatal LTP to occur. We induce striatal LTP 

with a high frequency stimulation (HFS) protocol, and this LTP is blocked in the 

presence of PKA inhibitors. Using the Ht31 peptide, which prevents PKA anchoring to 

AKAPs, but allows the catalytic subunit to remain active, we found that PKA anchoring 

to AKAPs is a crucial component of striatal LTP. This study is the first demonstration 

that PKA must be localized to specific compartments inside the neuron to fulfill its role 

in striatal synaptic plasticity.  
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Introduction 
Synaptic plasticity is the putative mechanism underlying learning and memory 

storage. Induction of synaptic plasticity involves calcium or G-protein activation of 

intracellular signaling cascades in all brain regions. In the striatum, the main input 

structure of the basal ganglia, disruption of specific signaling cascades impairs synaptic 

plasticity (Picconi et al. 2005) and normal brain function. For example, depletion of 

dopamine, an activator of specific signaling cascades, produces Parkinson’s Disease-like 

symptoms and severely impairs memory storage (Calabresi et al. 2007).  

Long term potentiation (LTP) of striatal synapses is a form of synaptic plasticity 

which requires the cAMP-dependent protein kinase (PKA) pathway. The PKA pathway is 

activated by dopamine in striatal medium spiny neurons (MSNs) containing D1 

dopamine receptors, and by adenosine in MSNs containing D2 dopamine receptors (Shen 

et al. 2008). PKA contributes to striatal LTP by phosphorylating several known 

plasticity-related targets, including synaptic glutamate receptors (Esteban et al. 2003), 

Dopamine and cAMP-regulated phosphoprotein of 32 kDa (DARPP-32) (Snyder et al. 

2003), and striatally enriched tyrosine phosphatase (STEP) (Paul et al. 2000). Previous 

work has demonstrated that PKA is necessary for certain types of striatal LTP (Centonze 

et al. 2003; Spencer and Murphy 2002); however, the spatial and temporal control of 

PKA activity in the striatum has not been investigated. One mechanism by which 

signaling pathways are spatially regulated is through the subcellular location of the 

molecules involved.  

In many brain regions including the striatum, scaffolding proteins determine the 

subcellular location of signaling molecules, organizing them into multi-protein 
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complexes. A-kinase anchoring proteins (AKAPs) anchor PKA to specific locations 

within the cell (reviewed in Wong and Scott 2004 and Pidoux and Taskén 2010). AKAPs 

bind not only PKA, but also other enzymes such as adenylate cyclase (Dessauer 2009; 

Efendiev et al. 2010) and phosphodiesterase (Willoughby et al. 2006; Moorthy et al. 

2010). These multi-protein complexes participate in the temporal control of PKA 

activation by co-localizing effectors and inactivators of PKA, and the spatial control of 

PKA activity by anchoring PKA to specific locations near the cell membrane. Consistent 

with this role, previous studies have shown that anchoring of PKA to AKAPs is crucial 

for a PKA-dependent form of hippocampal plasticity (Nie et al. 2007) and for a striatum-

dependent learning task (Weisenhaus et al. 2010). Although some AKAPs are highly 

enriched in the striatum (Ostroveanu et al. 2007), the role of PKA anchoring in striatal 

synaptic plasticity has not been investigated. Here we show that the specific location of 

PKA provided by anchoring to AKAPs is essential for striatal LTP.  

Methods  
Brain slice preparation.  

All animal handling and usage procedures were in accordance with the National 

Institutes of Health animal welfare guidelines and were approved by the George Mason 

University IACUC committee. C57BL/6 male and female mice (p20-30) were 

anesthetized with isoflurane and decapitated. Brains were quickly extracted and placed in 

oxygenated ice cold slicing solution (in mM: KCL 2.8, Dextrose 10, NaHCO3 26.2, 

NaH2PO4 1.25, CaCl 0.5, Mg2SO4 7, Sucrose 210). Hemicoronal slices from both 

hemispheres were cut 350µm thick using a vibratome (Leica VT 1000S). Slices were 

immediately placed in an incubation chamber containing artificial cerebrospinal fluid 
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(aCSF) (in mM: NaCl 126, NaH2PO4 1.25, KCl 2.8,CaCl 2, Mg2SO4 1, NaHCO3 26.2, 

Dextrose 11) and incubated at 33°C. 30 minutes after the first slice was placed in the 

incubation chamber, the chamber was removed to room temperature (21-24°C).  

Whole Cell recording.  

A single hemislice was transferred to a submersion recording chamber (ALA 

science) gravity-perfused with oxygenated aCSF containing 50µM picrotoxin. 

Temperature was maintained at 30-32°C (ALA science) and was monitored with an 

external thermister. Whole cell patch clamp recordings were obtained from neurons under 

visual guidance using infrared differential interference contrast imaging (Zeiss Axioskop 

2 FS plus). Whole cell patch pipettes were pulled from filamented borosilicate glass on a 

laser pipette puller (Sutter P-2000). Pipettes were fire polished (Narishige MF-830) to a 

resistance of 3-7 MΩ. Pipettes were filled with a potassium based internal solution (in 

mM: K-gluconate 132, KCl 10, NaCl 8, HEPES 10, Mg-ATP 3.56, Na-GTP 0.38, 

Biocytin 0.77) for all recordings. Intracellular signals were collected in bridge mode and 

filtered at 3kHz using an Axon2B amplifier (Axon instruments), and sampled at 10-20 

kHz using an ITC-16 (Instrutech) and Pulse v8.80 (HEKA Electronik). Series resistance 

(6-30MΩ) was manually compensated. Experiments in which the compensated series 

resistance measurement changed >50% or the resting membrane potential changed by 

>10% were excluded. If these parameters were exceeded briefly (<120 seconds) the 

outlying sweeps were deleted, but the rest of the experiment was analyzed. Liquid 

junction potential was calculated (-14.7 mV) and was not compensated.  
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White matter stimulation.  

A tungsten bipolar stimulating electrode was placed in the dorsolateral white 

matter overlying the striatum (Figure 27A). This placement is thought to stimulate 

cortico-striatal fibers (Centonze et al. 2004). Test pulses (0.05 ms) were applied at a 

frequency of 0.05Hz through a stimulus isolator (ISOflex, A.M.P.I.). Stimulation 

amplitude was adjusted (0.03-1.1 mA) to obtain excitatory post-synaptic potentials 

(EPSPs) with amplitudes between 1.5-6 mV. Because dialysis of cells after patching can 

cause a rundown of channel activity (Chad et al. 1987), the plasticity induction protocol 

was always applied shortly after breaking into the cell (17±0.5min, n=114). A stable 

baseline was defined as a 5 minute period of EPSPs in which a line fitted to the baseline 

points did not have a slope more than ±0.05 and there were no EPSP failures. 

For high frequency stimulation (HFS), 100 pulses given at 100Hz for 1 second 

were repeated 4 times 10 seconds apart. Stimulation patterns were delivered through a 

Master-8 stimulation generator and ISOflex (A.M.P.I.). During HFS, stimulation 

intensity remained the same as the test pulse, but the duration of each pulse was increased 

to 0.1ms. Neurons were depolarized to spiking threshold via the patch pipette during each 

1 second 100Hz stimulation. EPSPs were recorded for at least 20 minutes post-HFS 

induction protocol.  

Data analysis.  

Data was post-processed using PulseFit (HEKA Electronik) and Igor pro 

(Wavemetrics). Statistical tests were peformed in SAS (v9.2) using general linear models 

or the appropriate non-parametric test for non-normally distributed data, using the 
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average of all points between 20 and 25 minutes post stimulation. Results are expressed 

at Mean±SEM, and all error bars on figures are ±SEM.  

Drug information.  

All basic solution salts were obtained from Fisher Scientific except Na-ATP and 

Mg-GTP and biocytin which were obtained from Sigma. Picrotoxin and PKI 14-22 were 

obtained through Tocris scientific. AP5 from Ascent Scientific and H89 from Tocris 

scientific and Enzo Life Science. Ht31, stHt31, and stHt31P were custom peptides 

ordered from American Peptide Company. Some stHt31 was obtained as a 10mM 

solution from Promega. Picrotoxin, and AP5 were dissolved directly into the aCSF. H89 

was first dissolved in DMSO, and then added to the aCSF for a final concentration of 

0.05% DMSO. stHt31 and stHt31P were dissolved in 50mM trisHCl (pH 7.0) and 0.05% 

DMSO, and diluted 1000x in aCSF. Drugs added to the pipette (PKI 14-22 and Ht31) 

were dissolved directly in the patch solution.    

Results 

Medium Spiny Neuron characteristics 

Whole cell patch recordings of Medium Spiny Neurons (MSNs) were obtained in 

the dorso-lateral striatum (Figure 27A). MSNs were identified visually by their small 

soma size and their identity was confirmed by their known electrophysiological 

characteristics (Kawaguchi 1993; Nisenbaum and Wilson 1995; Charpier and Deniau 

1997). MSNs displayed hyperpolarized resting membrane potentials (-82.05±3.26mV, 

±SD, n=118) and low input resistance (53.27±22.3MΩ, ±SD). They also showed inward 

rectification in their current-voltage relationship (Figure 27B) and a long latency to first 

action potential with an accompanying rounded shallow afterhyperpolarization (Figure 
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27C). Cells that did not display these characteristics were rejected, and these 

characteristics did not differ significantly between experimental groups.  

 

 

 
Figure 27 Characterization of medium spiny neurons. 

A. placement of stimulation electrode and whole cell pipette in hemi-coronal slice preparation. B. Average current-

voltage relationship for all cells used n=114. Inset: example current-voltage traces from a single cell. Scale bars 

vertical: 10mV, horizontal 100ms. C. Recording demonstrating long latency to action potential and shallow rounded 

afterhyperpolarization from a single cell; scale bar vertical 10mV horizontal 50 ms.  

 

 

EPSPs (amplitude 3.17±0.8mV, ±SD, n=118) were elicited in MSNs using a 

bipolar stimulating electrode was placed in the white matter overlying the striatum 

(Figure 27A). To ensure that the recorded EPSPs were glutamatergic, 50µM picrotoxin 

was added to the recording aCSF to block GABAa receptors. EPSPs were single peaked 

and occurred roughly 2-7ms after the stimulus artifact (Figure 28B, inset).  
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Figure 28 HFS induces PKA and NMDA dependent LTP in cortico-striatal syanpses. 

A. Schematic of high frequency stimulation (HFS) protocol used to induce LTP. 4 trains of 1s 100Hz stimulation 

during which the neuron was depolarized to spiking threshold. B. HFS (blue arrow) induces potentiation which lasts at 

least 30 minutes post-induction. Inset: example traces from ‘HFS’ and control ‘No Stim’ experiments obtained on the 

same day. Traces represent an average of the 5 minutes before induction (pre, red), and the average between 25 and 30 

minutes (post, black). Inset scale bars represent 1mV vertical and 5ms horizontal C. H89 and AP5 prevent LTP 

development when HFS is applied (blue arrow). Bottom black bar represents duration of either H89 (10µM) or AP5 (50 

µM) application. 
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HFS induced LTP is NMDA and PKA dependent.  

Confirming previous studies (Fino et al. 2005; Kung et al. 2007), we found that 

100Hz stimulation (HFS) in a magnesium-containing aCSF can produce LTP in striatal 

synapses. Medium spiny neuron EPSPs were measured using whole cell current clamp 

for 5 minutes pre-HFS and were followed for 20-30 minutes post-HFS. Figure 28B shows 

that HFS induces potentiation (180±13%, n=14) lasting at least 30 minutes, while control 

cells, which received not HFS show no change from baseline (105±7% n=7). This 

difference was statistically significant (p<0.01, one-way ANOVA, Dunnett correction for 

multiple comparisons). As a vehicle control, some samples were collected in 0.05% 

DMSO (HFS n=5, control n=4). Because there was no difference between the DMSO and 

non-DMSO conditions for either HFS (P=0.38) or control (P=0.76), the two conditions 

were combined.  

The NMDA receptor plays an important role in plasticity because of its ability to 

detect the coincidence of pre-synaptic glutamate release and post-synaptic depolarization. 

Several forms of LTP in the striatum are dependent on NMDA receptor activation, 

including spike-timing LTP (Pawlak and Kerr 2008; Fino et al. 2010), magnesium-free 

LTP (Calabresi et al. 1992; Li et al. 2009) and magnesium-containing LTP (Kung et al. 

2007). To demonstrate that in our hands LTP uses the same mechanisms as those 

previously reported, we applied HFS stimulation in the presence of the NMDA receptor 

antagonist, AP5 (50 µM). Figure 28C shows that AP5 significantly reduced LTP 

(119±15%, n=18) compared to HFS in normal aCSF (p<0.01, Wilcoxon rank sum).  

PKA phosphorylates proteins essential to LTP in the striatum such as DARPP-32 

and the GluA1 AMPA subunit (Snyder et al. 2003). Previous studies have shown that 
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magnesium-free LTP (Centonze et al. 2003) and forskolin induced LTP (Spencer and 

Murphy 2002) depend on PKA activity. To demonstrate that HFS-induced LTP obtained 

in the presence of magnesium is dependent on PKA, we applied HFS in the presence of 

the PKA inhibitor H89 (10 µM). As in these previous studies, LTP is prevented by H89 

(117±9%, n=9) (Figure 28C) and differs significantly from HFS applied in normal aCSF 

(p<0.01, Wilcoxon rank sum).  

Spatial specificity of PKA activity is crucial for striatal LTP 

PKA is not uniformly distributed within the cell; it is anchored in specific places 

by AKAPs. The location of PKA has been shown to be important in guiding its activity, 

as it preferentially phosphorylates nearby substrates (Zhang et al. 2001). Therefore, 

precise localization of PKA within MSNs may be crucial for striatal LTP. Previous 

studies have used the stHt31 peptide to prevent PKA anchoring in mammalian neurons 

(Carr et al. 1992; Huang et al. 2006). The stHt31 peptide contains the binding segment of 

the human thyroid AKAP, and competitively attaches to the PKA regulatory subunits RI 

and RII. This binding functionally prevents PKA from binding to other AKAPs, but 

allows it to remain active (Lester et al. 1997; Herberg et al. 2000; Stokka et al. 2006). 
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Figure 29 Blocking PKA from anchoring to AKAPs prevents LTP.  

stHt31 prevents HFS-induced LTP (blue squares), but the inactive form of the peptide, stHt31P, does not prevent LTP 

(red circles) and is not significantly different from HFS in normal aCSF (thin black line). HFS was applied at the blue 

arrow. Bottom black bar represents application of either stHt31 (10 µM) or stHt31P (10 µM).  

 

To test whether the spatial specificity of PKA is essential for striatal LTP, we 

applied the membrane permeable stHt31 peptide (10µM) to the aCSF during HFS. To 

control for any non-specific effects of peptide application on plasticity, additional 

experiments were performed in the presence of the inactive (proline-substituted) form of 

the peptide, stHt31P (10µM). Figure 29 shows that when the stHt31 peptide is present 

during HFS, striatal LTP is prevented (96±14% n=6), whereas LTP developed normally 

in the presence of stHt31P (168±23% n=9), Plasticity in the presence of stHt31 is 

significantly reduced compared to plasticity in the presence of stHt31P (p<0.05, two 

tailed t-test), confirming that it is the PKA-binding properties of stHt31 that disrupt 

striatal LTP. These results demonstrate that proper spatial location of PKA is required for 

striatal LTP.    
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Post-synaptic PKA activity and anchoring is necessary for striatal LTP  

The PKA inhibitor, H89, and the PKA anchoring blocker, stHt31, are both 

membrane permeable drugs. When applied in the aCSF, these drugs prevent PKA activity 

or PKA anchoring, respectively, in the entire slice. While PKA phosphorylates well 

known post-synaptic targets such as DARPP-32 and AMPA GluA1 subunits (Snyder et 

al. 2003; Esteban et al. 2003), it can also affect pre-synaptic vesicle-release properties 

(Chavis et al. 1998; Nagy et al. 2004), and plays a pre-synaptic role in forskolin induced 

LTP in the striatum (Spencer and Murphy 2002). These membrane permeable drugs 

affect both pre and post synaptic PKA function, thus the previous experiments do not 

demonstrate whether pre-synaptic or post-synaptic PKA activity and anchoring is 

necessary for striatal LTP.  

 



140 

 

 
Figure 30 Post-synaptic PKA activity and PKA anchoring is necessary for striatal LTP.  

A. Intracellular application of the membrane impermeable PKA inhibitor PKI 14-22 (20 µM) prevents LTP in response 

to high frequency stimulation (HFS). Application of PKI 14-22 has no run-down effect on EPSP amplitude when no 

high frequency stimulation is applied (black arrow). B. Intracellular application of the membrane impermeable 

anchoring blocker Ht31 (10 µM), prevents HFS-induced LTP. Application of Ht31 without high frequency stimulation 

produces a small amount of rundown in EPSP amplitude that is not significantly different from non-drug control cells.  

 

 

 

To test whether post-synaptic PKA activity or PKA anchoring are required for 

striatal LTP, we applied membrane impermeable drugs via the patch pipette to block 

either PKA activity (PKI 14-22) or PKA anchoring (non-stearated Ht31). Blocking PKA 

activity in the post-synaptic MSN with PKI 14-22 (20µM) effectively prevented HFS-
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induced striatal LTP (106±19% n=8) (p<0.05, one-way ANOVA, Dunnett correction) 

(Figure 30A). To test whether the inhibitor causes a rundown of EPSP size on its own, a 

no stimulation control group was followed for 30 minutes. The no stimulation control 

group did not show significant rundown due to PKI when compared to normal controls 

(97±10% n=7; P=0.86) (Figure 30A), confirming that the inhibition of LTP due to PKI is 

distinct from rundown. Although this experiment does not rule out all possible pre-

synaptic changes, these data show that post-synaptic PKA activity is essential for striatal 

LTP.  

Similarly, Ht31 (10µM), the membrane impermeable version of the stHt31 

peptide, was applied to the post-synaptic MSN via the patch pipette. The Ht31 peptide 

prevents PKA from anchoring to AKAPs by competitively binding to its regulatory 

subunits. The presence of Ht31 in the pipette significantly reduced striatal LTP when 

HFS was applied (124±17% n=13) (p<0.05, one way ANOVA, Dunnett correction) and 

did not cause significant rundown of the EPSP in a no stimulation control group 

(101±14% n=10; P=0.95) (Figure 30B). These results show that specific spatial 

compartmentalization of PKA by AKAPs in the post-synaptic neuron is essential for 

striatal LTP.  

 

Discussion 
Spatial specificity plays a critical role in intracellular signaling dynamics, 

allowing one molecule to perform distinctive functions depending on where it is anchored 

(Zhang et al. 2001). PKA is one such versatile molecule and is one of the most important 

molecules mediating striatal LTP. Here we have shown that PKA activity is necessary for 
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striatal LTP, but that its activity alone is not sufficient. In addition to being active, PKA 

must be anchored to specific locations within the post-synaptic cell for striatal LTP to 

occur. Determining that a molecule is necessary for plasticity is an important step, but 

understanding the spatial factors that influence the molecule is crucial for constructing a 

complete picture of the underlying signaling pathway. The field of plasticity research is 

shifting from a focus on specific signaling molecules to a broader view of spatial aspects 

of signaling networks. Investigations into the impact of spatial dynamics on molecular 

interactions within these networks are already transforming our understanding of 

plasticity mechanisms (Dell’Acqua et al. 2006).  

PKA is necessary for LTP, in part, because it phosphorylates post-synaptic 

DARPP-32, inhibiting protein phosphatase 1, and the GluA1 AMPA subunit, facilitating 

incorporation of AMPA receptors into the membrane. When this process is prevented by 

a mutation of the PKA phosphorylation site on GluA1 (Ser845), hippocampal LTP is 

prevented (Esteban et al. 2003). Consistent with this post-synaptic role for PKA, we have 

found that blocking PKA activity exclusively in the post-synaptic MSN prevents striatal 

LTP. Computational models of signaling pathways underlying PKA dependent plasticity 

also show a role for post-synaptic PKA activity and demonstrate that PKA anchoring is 

required to place the PKA close to adenylyl cyclase, the source of cAMP (Kim et al. 

2010; Oliveira et al. 2012). The model predicts that disruption of post-synaptic anchoring 

would decrease PKA phosphorylation of GluA1 and DARPP-32 thereby preventing LTP. 

Supporting this prediction, we have demonstrated that post-synaptic PKA anchoring, just 

like post-synaptic PKA activity, is essential for striatal LTP. 
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We have found that, similar to certain forms of LTP in the hippocampus (Nie et 

al. 2007), PKA anchoring to AKAPs is essential for LTP in the striatum. However, there 

is an important difference between the role of PKA anchoring in the striatum and in the 

hippocampus. In the hippocampus, PKA activity and PKA anchoring are only necessary 

for the late phase of LTP (lasting longer than 2 hours) in the hippocampus. In the 

hippocampus, the early phase of LTP that can be measured 20-30 minutes post-induction 

does not depend on PKA (Huang et al. 2006). Here we show that in the striatum, unlike 

the hippocampus, the LTP measured 20-30 minutes after induction is sensitive to the 

inhibition of PKA activity and the prevention of PKA anchoring.  

There are many ways that PKA can be localized close to its wide range of target 

substrates (Wong and Scott 2004; Pidoux and Taskén 2010). Our results show that PKA 

needs to be anchored to AKAPs in general to function in striatal synaptic plasticity, but 

future work is required to determine which AKAP is essential to this process. One likely 

candidate is AKAP5 (AKAP79/150), which anchors PKA to the post-synaptic density, 

enhancing its proximity to glutamate receptors. AKAP5 is also more highly concentrated 

in the striatum than in any other brain structure (Ostroveanu et al. 2007) and was recently 

shown to play an essential role in a striatum-dependent learning task (Weisenhaus et al. 

2010). A recent study shows that AKAP5 is essential for hippocampal LTD (Jurado, et al. 

2010). Another, less well studied AKAP, AKAP 12 (gravin) is also highly concentrated 

in the striatum (Ted Abel, personal communication), and may play a role in striatal 

plasticity by anchoring PKA near another set of substrates. Further experiments are 
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needed to determine where within the post-synaptic MSN PKA must be localized, and 

which AKAPs are essential for striatal LTP.  
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CHAPTER SEVEN: SUMMARY AND EXTENDED APPLICATIONS  

Introduction 
This dissertation presents a computational and experimental investigation into the 

role of calcium in striatal plasticity. It is presented in three parts: background and context, 

computational approaches, and experimental approaches. 

Background and context 
It is clear that calcium is necessary for many forms of plasticity, and has been 

implicated in both LTP and LTD. The first chapter presents a review of the three current 

hypotheses for how calcium could control both potentiation and depression of synaptic 

strength. These hypotheses are that the calcium amplitude, duration, or location 

determines whether calcium triggers LTP or LTD pathways. This chapter reviews the 

experimental evidence supporting each hypothesis and the computational models based 

on each hypothesis. It also addresses problems and unanswered questions for each of 

these hypotheses. 

Most of the computational models and experiments reviewed in chapter one 

address calcium and plasticity in cortical and hippocampal neurons. However, electrical 

activity and plasticity is different for the medium spiny neurons of the striatum. A 

separate overview of several computational models of medium spiny neurons and other 

striatal cells is presented in chapter two, which is an invited encyclopedia article. This 
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brief, focused review helps to put the computational portion of this dissertation in 

context.  

Computational approaches 
A computational model of a neuron should be considered one in an arsenal of 

techniques that can provide information on neural function. A computational approach 

has advantages and disadvantages just as calcium imaging or electrophysiology does. 

One advantage of computational modeling is that it synthesizes myriad data sources and 

quantitatively tests conceptual models proposed by experiments. Another advantage is 

the ability to measure all compartments of a cell at every time point. With this power, one 

can investigate problems in neuroscience with a temporal and spatial precision beyond 

that of experiments. Computational models allow a researcher to block ion channels or 

inhibit molecules more completely and more easily than with experimental preparations.  

In chapters three and four I present two versions of a computational model of a 

medium spiny neuron (MSN). The main difference between the two versions is the 

method for modeling calcium dynamics. Chapter three uses a simple ‘calcium pool’ 

model which collects calcium from receptors and channels and decays with a single time 

constant. The calcium pool model allows for the isolation of calcium from specific 

sources (such as the NMDA receptor) and was used to measure the calcium through the 

NMDA receptor during different STDP induction protocols. Another advantage of this 

simple calcium concentration model is its computational efficiency, which allows the 

model to be used in large scale network models. Thus, this model has been put into a 

computational model of a striatal network by my colleague Sriram Damodaran. He has 
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used a network of these neurons integrated with a network of fast spiking interneurons 

(FSIs) to simulate the effects of cortical synchrony and gap junctions between 

interneurons on network output. Using this network model, he discovered that gap 

junctions between the FSIs are essential for maintaining the balance in firing between the 

two different classes of MSN (D1 andD2 MSNs). This work is in revisions in the Journal 

of Neurophysiology.  

The second version of the MSN model implements a more physiological model of 

calcium dynamics. This more sophisticated calcium shell model is more sophisticated 

than the simple calcium pool model because it explicitly models three different 

mechanisms for calcium decay. Calcium diffusion, buffering, and pump extrusion all 

contribute to the decay time of the free calcium in this model. This is an advantage over 

the single decay time constant of the calcium pool model because the specific calcium 

decay parameters can be altered and measured. I make specific use of this in Figure 20 by 

separately measuring the calcium bound to specific buffers. I found that the two lobes of 

calmodulin (N and C) are differentially sensitive to action potential timing and number. 

This model was used in chapter four to investigate the calcium elevations underlying the 

cortico-striatal upstates which are seen in medium spiny neurons in vivo. I find that 

calcium dependent inactivation of voltage gated calcium channels is a likely mechanism 

for controlling the relationship between calcium and action potential timing during the 

upstate. Future work using this model could investigate how calcium buffers and pumps 

contribute to calcium elevations in dendrites and spines, and could test whether calcium 
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channel kinetics (independent of calcium channel location) could be responsible for their 

differential activation of the calcium-activated potassium channel (Vilchis et al. 2000).  

 Both versions of this model MSN are freely available in an online database called 

ModelDB. Future work could make these models even more physiological by adding a 

realistic morphology. With a realistic morphology, we could investigate how information 

is integrated across spines on a single dendritic segment. To this end, I and others in 

CENlab have been staining medium spiny neurons and digitally reconstructing them for 

morphological analysis and spine counting. These digital reconstructions made in 

Neurolucida can be transferred into the neuron modeling software Genesis and applied to 

our computational model. Because we have electrophysiology data for each cell that is 

reconstructed, we could use a combination of computational and experimental 

approaches to test the influence of morphology and spine density on neuron excitability.  

Experimental approaches 
Computational models are most effective when used in conjunction with 

experiments. Experimental data can constrain the model and simulation data can focus 

the experiments by making specific testable predictions. In this spirit, experimental data 

is included in both of the computational chapters. In chapter three, I used current clamp 

recordings to collect IV curves from patched MSNs to constrain the membrane potential 

characteristics of the MSN model. The STDP plasticity experiments in chapter three were 

performed in collaborator Laurent Venance’s lab in order to test our model predictions. 

This group was the first to publish STDP experiments in the striatum, and had a reliable 

slice preparation and protocol to induce timing dependent LTP. Their experiments 
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confirmed our model prediction that isolating the GluN2A subunit would narrow the 

timing intervals which allowed timing dependent LTP. 

In chapter four, the MSN model was again constrained by my current clamp 

recordings of IV and IF curves. In addition, I used voltage clamp experiments to test for 

CDI in striatal neurons. Surprisingly, no one had investigated CDI in striatal neurons and 

this study is the first to show that the calcium channels in MSNs undergo CDI. This 

voltage clamp preparation was also used in chapter five to characterize CDI across age 

and region and identify a mechanism contributing to this change. We showed that the 

increase in CDI at eye opening in the medial striatum was due in part to the L type 

calcium channel current, and that this was not due to an increase in L type channel 

density. One possibility is that the L type calcium channels are differentially 

phosphorylated by PKA before and after eye opening, causing a different degree of CDI. 

Work is in progress to investigate this possibility. 

Though this dissertation focuses on calcium, striatal LTP requires dopamine 

which activates PKA through the D1 dopamine receptor. To investigate the role of PKA 

in frequency dependent striatal LTP, I used whole cell patch clamp and applied high 

frequency stimulation (HFS) to induce LTP. The results of these experiments are detailed 

in chapter six. In my hands, HFS yielded a slow rising LTP. My experiments showed that 

post-synaptic PKA was required for this LTP, and further that PKA binding to AKAPs 

was necessary. Consequently, I attempted to identify which AKAP was critical for LTP 

by using the AKAP150 knockout mouse. However, in these experiments, HFS no longer 

induced LTP even in the wild type littermates (Figure 31). 
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Figure 31 No plasticity in AKAP 150 knock out strain.  

Neither mutant AKAP 150 (AKAP 5) knock out homozygotes (hom –AKAP5KO) nor their wild type littermates (wt-

AKAP5KO) displayed LTP in response to HFS. Error bars ±SEM. 

 

Further experiments revealed that even in the C57Bl/6 strain we had previously 

used, HFS no longer induced LTP. Historically, HFS produces variable plasticity in the 

striatum with some groups getting LTD (Calabresi et al. 1992), some getting LTP (Fino 

et al. 2005), and some getting both (Akopian et al. 2000). I manipulated many parameters 

in the recording set up to try to induce LTP again, but nothing seemed to reproduce my 

original results. The loss of LTP coincided with our lab and animal facility moving 

locations, but I still do not know what factors contributed to the occurrence of LTP in the 

first place or to the loss of it. Chapter six was in revisions at the Journal of 



151 

 

Neurophysiology when we discovered that the results were not reproducible in our hands, 

so we decided it would be unethical to publish, and withdrew it from submission.  

My colleague Sarah Hawes used striatal field recordings to develop a theta-burst 

induction protocol that produces robust LTP (Hawes et al., 2013). I used her induction 

protocol in the whole cell current clamp preparation. In whole cell however, theta burst 

stimulation produced only mild short term potentiation that decayed to baseline by 30 

minutes post-induction (Figure 32).  

 

 

Figure 32 Theta burst LTP using whole cell preparation 

Theta burst stimulation (T, blue bar) induces mild short term potentiation in medium spiny neurons of the medial 

striatum n=19, error bars ±SEM. 
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It is not clear why the whole cell preparation produces weaker LTP than the field 

preparation, but one possibility is the dialyzation of intracellular molecules during whole 

cell patch clamp. Perhaps the molecules essential for LTP diffuse out of the cell and into 

the pipette. Future work could investigate this by using the perforated patch technique 

which does not dialyze the cell. If theta burst stimulation reliably induces LTP in the 

perforated patch preparation, the experiments in chapter six could be re-run to 

demonstrate that PKA anchoring is consistently necessary for striatal LTP. If this is the 

case, the planned investigations into which AKAP is required for LTP could continue.  

Conclusion 
This dissertation is a cohesive investigation into the role of calcium in the 

function of striatal cells. It presents a sophisticated computational model of a medium 

spiny neuron implementing two different models of calcium dynamics and presents 

supporting electrophysiological experiments. The simulations and corresponding 

experiments reveal a role for the NMDA subunit composition in determining the shape of 

the STDP curve. They predict that CDI is responsible for the relationship between 

calcium and action potential timing during cortico-striatal upstates. Finally, experiments 

show that CDI does occur in striatal cells, and that it is altered by age and region.  
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