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Abstract: 

 For people who are mute, or are completely paralyzed, one of the primary problems they 

have to deal with is being able to communicate. One potential solution to compensate for 

decreased communication functions is by using a brain-computer interface (BCI). The idea 

would be to quantify neural activation in the brain that correlates to imagined speech from the 

patient, and decode that into legible text that can be interpreted by the receiver. Due to the 

intricacy of speech interpretation, direct access to regions of the brain and individual neurons is 

required. As a result, many tests done on BCI speech interpretation involve using ECoG sensors 

on epilepsy patients when they are available. Some approaches used to analyze these signals for 

feature extraction include word based classification, and phoneme based classification. One 

approach mentioned less in the literature, is if there is a method to pull a sound signal directly 

from the activated regions of the brain. Advancement of the technology has potential use as a 

speech replacement for people suffering from paralysis, as well as in prosthetics.  

Introduction 

A brain computer interface (BCI) is an interface that allows direct communication from 

neuronal firings in the brain to a digital computer output that can be interpreted for practical 

applications. One of the most versatile potential applications is speech recognition. Not only 

would it allow mute individuals to communicate freely and effectively, the ability to read words 

directly from the brain without creating sound could in theory be used as the control for many 

different prosthetics.  

When it comes to interpreting neural signals for words and sounds, there are three 

primary forms of signal production: actual verbalization of the target word [1], miming of the 

target word, and imagining of the target word [2]. Additionally, researchers tend to look at three 

different levels of language construction: full sentences, individual words [3], and phonics [4] . 

One of the most apparent differences in these studies is the use of words versus phonics for 

sound classification. Levels of success for imagined sounds typically range between 15-25% in 

terms of accuracy for both phonics and words. While this is good when compared to random 

chance, it is still not at the level where effective communication and bit rate can be achieved. 

While words and phonics are barebones breakdowns of what composes speech, one question that 

can be raised is whether there could be a more fundamental approach to reading imagined 

thought. Specifically, would it be possible to differentiate sound regions in the brain based on 

sounds composed of a single frequency? Spoken words and phonics can be broken down into 

their sine wave decompositions, and it begs the question as to whether this is the case in mental 

sound construction as well. 



It has been shown through functional magnetic resonance imaging (fMRI) imaging that 

the location of brain activity, in terms of interpreting words, changes based on how familiar a 

person is with a word as well as whether or not it is a ‘pseudo word’ or not [5]. This study also 

shows that there is an entirely separate branch used for phonetic processing, specifically for 

uncommon words and pseudo words that the patient needs more time to consider. This branch is 

accessed when the brain is converting read text into the sounds that the word would create. A 

paper by André Aleman et al, also shows that activated brain regions for both interpreted sound 

and imagined sounds are handled in the temporal lobes of the brain [6]. 

The most commonly seen method for BCI’s for the purpose of speech recognition, is by 

using electrocorticography (ECoG). This is because speech requires a high resolution in a 

specific area of the brain. There have been attempts however, to use EEG as well. However this 

would reduce the potential accuracy and consistency of word recognition. The biggest 

disadvantage of using ECoGs over electroencephalogram (EEG) is that only patients already 

undergoing surgery for epilepsy or similar disorders can be used for preliminary tests, making 

them rare and hard to repeat. 

This paper will be an analysis on the current state of BCI technology as it relates to word 

and sound recognition. Focus will be on the success and weaknesses of different styles of BCI 

for speech recognition and current analysis techniques. Questions will also be made on different 

potential techniques for BCI sound recognition that have not been thoroughly researched in the 

literature. 

Word vs Phenome Classification 

There have also been a few different approaches when it comes to speech interpretation. 

The two most researched, are individual word recognition, and phenome recognition.  

A paper by Stephanie Martin et al. does word based classification of speech using ECoGs 

in epilepsy patients [2]. In their study, they compared classification accuracy of speech 

production in three different manners: Listening, where the patient is simply listening to the 

target word; overt speech, where the patient creates the target word; and imagined speech, where 

the patient must imagine the target word, and never actually hear it. Results showed that 

imagined speech could be classified with statistically significant accuracy. Accuracies typically 

ranged from 50% to 80% depending on the subject and number of words classified, which is 

much better than random, but is still not useful for practical application. 

One of the major disadvantages of using word based classification, is that you must have 

a classifier for each and every word that you would intend someone to use. Even if you were to 

limit classification to only the most common of words, that is still a massive undertaking that 

would require significant computing power, and would need to be individualized to each person, 

for each word. An alternative, and likely more flexible, method for classification is to instead 

look at how phenomes are constructed in the brain. 



Like words form a sentence, phenomes are used to construct words. Humans have the 

ability to categorize phenomes for sound recognition and speech interpretation for daily use. If 

we were to take a continuous graph of potential sounds, we would see that this is discretized into 

different phenome types [7]. We can also see this categorization in the temporal gyrus, which 

plays a part in speech construction and perception [8].  

A 2014 paper by Emily Mugler et al, did just that, and looked at classifying all 24 

English phenomes in the International Phonetic Alphabet (IPA) [1]. This differed from the test 

above, in that the patients were actually vocalizing the phonics by reading aloud presented 

words. This resulted in an accuracy that was also around 30-40%, however they noted that 

phenomes were often misclassified as phenomes that neighbored them (such as the ‘t’ and ‘d’ 

sounds). 

A more recent 2019 paper by Janaki Sheath et al, does classification of words by 

identifying for phenomes in imagined speech [3]. Their classification accuracy was between 30-

40%, which is also significantly lower than the individual word accuracy. This is however still 

better than random, and they did achieve bitrates that were much faster than other systems. One 

thing would have been interesting, would be to see what the accuracy would have been if they 

had just looked at phenomes, rather than running them through a language model that could have 

reduced accuracy. 

Reading a Raw Sound Signal from the Brain 

 One potential technique that could be used to interpret words from brain activity would 

be to look at the problem in a purely physical sense, rather than a lexical one. The goal would be 

to analyze a raw sound signal generated by the brain. It has been shown that unique monotone 

frequencies can be interpretable from each other using EEG signals, with an ANFIS neural 

network [9]. This method so far however, can only interpret 3 different frequencies.  

Tests that would need to be done to show that this would be a viable method for speech 

interpretations are: 1) determine if monotone sound frequencies can be read from brain activity 

on a continuous scale, 2) determine if combinations of different tones are linear and time 

invariant when processed in the brain, 3) determine if imagined tones and combinations of tones 

can be effectively recreated by the patient in their imagination, and that these imagined sounds 

can be extracted in a similar manner to the tones in the previous tests. If all of these were to hold 

true, you could in theory extract a sound wave of imagined phonemes that could then be 

constructed into words.  

One way to determine how feasible this might be is to look at research done on sound 

processing in the brain.  

Conclusion 



Many techniques have been tried to improve the results of these types of BCI. Many of 

these techniques, while they show a glimpse of feasibility, are ultimately not at the level required 

for anyone to spend the cost to use them meaningfully. There is still a lot of research and work 

that needs to be done for creating a BCI that can convert imagined words to text. It is likely that 

a major breakthrough would need to be done before there can be any meaningful process made.  
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