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AUTOMATIC SYMNTHESIS OF THE QUAS|=-MINIMAL MULTIPLE-OUTPUT SWITCHING CIRCUITS

The poper describes a progrom for automotic synthesis of multiple output switching circuits and results of
investigations of it. The progrom is based on the olgorithm A9 (presented at the FCIP 69 Symposium) For

general salution of covering problem.

The progrom, written in LYA’AS language, gives the minimal or approximately minimal form of o swilch=
ing function of n variables and m outputs, where n + m 31, In the case of approximately minimal form
the program gives an astimate of matimal possible distance between the cbtained form ond the minimal

e .

1., Introduction

At the Vth FCIP 69 Symposium we presen-
ted sn algorithm A% for the so-oalled quasi-
minimal solution of the gensrally astated
covering problem [1] . This paper preseate
an spplication of algorithm A% to the auto-
matlo synthesis of minimal formes of inocom-
pletely specified multipls-cutput switching
funstions and some of the results mchieved
bty & computer progrem based on the desoribed
elgorithm.

The program gives a so-celled quasi-mirni-
mal form {which iz minimal or spproximately
minimal ) of a switching function with n
variables and m outpute so that nsm CJ!.
In the case of approximately minimal form
the program gives an estimate of maximal
possible distance betwesn the obtained form
and the minimal one, expressed in terms of
the numher of components and literals.

2. application of Algorithm Al to the Syn~

thesis of Minimal Forms of Switeohing
Punctions
2.1. & ten

We shall assume that the Header is asqua=-
inted with paper [1], where we desoribed the
algoritha &l and determined such concepts
as: the image T(f) of a mapping f (which is
a diagram of 2" gells along with the walues
from the met {0,1,#}), & cover of immge 2(f)
a complex of cells, a star G{e), o Juasi-
axtremal 13 of star G{e) and others. Conse—

gquantly, we shall make use here of the abo-

vo-mentioned ccncepts as well as the system
of notation uscd in [1] , without any addi-
tional explonation. -

In the general statement of the covering
problem given in [1],by a complex was meant
a subeet of cells {or subecells), whioh sati=
sfied certain essumed comditions. We shall
now define the concept of a complex in the
conorate problem of synthesis of minimal
forma of awlit : funotions.

Let I, = tI1|.12n---|;n}l j‘{ﬂ.h”fﬂ},
iil{ﬂﬁ}r sl,2,..,0, dencte a Pequence of
valuas of the Lgt yariables ZysTpsenees®y
such that j = § %%

i=f

Iat X denote the set of all IJ ssquens=
oes, A awitehing funetion !(11,,.,&) is
then the mapping of the set X into set
0,1, &

£r X -» {0,1,47° (1)
where ¥ denotes an unepecifisd value
0or 1, and m - the mumber of funotion
outpute.

A one-gutput swltohing funotion can be
uniguely determined means of any two of
the three seta P', ¥°, ¥ designating the
indices J of the sequenceas I, at which
the funotion f taksa the velues 1, 0, ¥,
respactively. An m-output awitehing fumctim
is squivalent to a Bet of m one-ontput
switohing funmotions £, ik=1,2,..,m of the
sama input wvariables. Consequently, it ocan
be determined ®y m@m above-mentioned pailrs
of sets, e.g. {(¥'%, ¥9% ), x1,2,00.,m .

Let us assume that m = 1. If the walue
£(X,)y J=0,1,..,2%=1 1a assigned to the
a:li of the disgram [1] , where o is
the call with mumber j, the image T{f) uni-
quely reprecemts the funntionf. In the pro-
blem of the symtheeis of a disjunctive nor-
mal form (d.n.f.) of f @& complex of gells
corresponds to a single produmot of literals
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In the cace of an m—output switching
function cvery cell ol of the disgram is
divided into n oubeells edk. kal,2;ae,2
and to oach cubcell we assign the correspon~
ding value of £F, kel,2,..,m A complex of
subgells now corresponds to a single product
K with the set I¢ {1,2,..,50of subnumherse
k indicating the functions :k which this
praduct implies.

A8 hau beon ctated in [1], in order to
apply algerithm Al to a concrete problem
like this one, it ia necessary to have a
mle for determining the complexes and a
method bused on this rule for generating
a star G{e)}, l.e. a 8ot of maximal comple=-
xes covering the cell e (or suboell e in
the case of m » 1). If we interpret the
diggram as the logical diagram deseribed in
[2,3], a complex of cells has a very simple
goemetrical interpretation and in the case
of hand calenlations a star Gle} can be
gasily determined visunlly. However, to
carry out the algorithm in machine caleula-
tions we neasd to woTk out an analytical
method for generating stare whioh, at the
same time, is suitable for a digital compu-
ter.

2,2, An Alzorithm for Gemerating = Star G(j)

4 star G{e) of o cell ag ?' 18 a set of
all meximal oomplexen covering ocell 9 or,
in the cese of multiple=output owitching
functlons, suboell e. In the latter case we
shall eall the star G{o) a multiple-output
star. Tor the purpose of machine calonlatiom
rather that determining a star for a mell e,
we ehall determine it for a product K{e)
eorresponding to this ocell. In this oase a
atar, dencted as G(j), where jJ - number of
eell o, is a set of all prime impliomnis of
a given funotiom f which are included in
product K(e).

46 will desoribe hers an algorithm G2 for
gmnrntug"stu 6(]), which is based only
on the knowledge of the sets F' and Iﬂ. So
we do not need to kmow and record in the
computer the set ™ y which ¢an be very laige
in practioce, especimlly in the case of pume-
rous lnput variahlce.

¥irst we asoune that m = 1; the case of
m> 1 will bo comsidered later. Let je€ ¥,
A product () = f.‘,:'; .- X , such that

> 62°% 2§ 10 a fundamental product o1
the function . Tet PO = {3,3%_, . et X,,

Egyeesd, denota products eurréngnnding to
numbera §,, that is K = ::1:2-,.&, where
‘:2&' = Jl *

4n implicent of £ ineluded in K(J), that
ip an element of G(j), i® a produet consist-
ing of literals of &(j) and not included in
any product 1C1 «» Tha implicunt is a prime
ioplicont of f if it is minimel wunder in-
clusion, which weans that it itselt does not
include any other implicent of T . Tet 3
and ﬁl' 1=1,24..,2 denote sets of literals
of products K eand ¥y, respectively.

Algoritha 6%
1. Determine sete Dy = K~ & , 1=1,2,..,2
2. Set up a funotion:

g " et ™ 2l
where -V &
wed,

3, Find the irredundant disjuntive normal
form MI‘} of fungtion IE. It can be do=-
ne by logleelly multiplying each sum D1
in {2} by all the others and applying the
absorption laws:

J::{Ig'cz‘:vzfv.u}-::: (3)
I‘;V‘ I&%I&--o - I:‘ {4)

The star G{j) is the set of all componemts
of D(f_). The proof of the above statement

is in %] .

Let ue determine now a star Gt‘dtl in oa-
se of m?1 s wWhere .1]‘ corresponds to sub=
coll oI, je¥™ ¥, £¢{1,2,..,0}. The etar
6(4%) 1s a set of all multiple-output prime
implicants of £ Ihiinh are iroluded in produwt
X(3) and implying funotion £X . An m-output
switching funotion £ can be determined by
meana of palre of sets: ( :ﬂ'"k, For ), kat,
2,..,0 Firet we determine the set I(j )=
{k3Y o of indlces k such thst sets ¥ ok
do not inolude number Jj . Of course k€ L(J
and -15;\‘. Let I = k .

et {1,}2.5' be the family of all subsets
of I{4*) which inclnde index and ¥ -
{5513, - the intersection Is-“"‘ :
kel
How we realise the algorithm 6% substitut-
ing the preducts p 1=1,2,00,2 first with
19+ 1m1,2,00,2, , then with K}, 1=1,2,.,3¢

2¥ai 2
«ss And B0 on up to I.l * 1‘1.2|o||¢"u -%‘
where x{ is a produst corresponding tu_ig.

Instead of one function £ we have now a se—
A A 2% &
quenca g' :I.E. sany fE -



The set of all componemts of each D(£°)
we will onll a substar Gﬂfdk]. Hlements of
G'L‘]k} will be denoted as a concatenation
K{JJIS« The set I, we will call a a]gt of in-
dices of product K(j). The atar G(j ) is da=
termined as a sﬁ-#heg}'itia Bum:

et = U ocus® (5)

a=1

2.3, Realization of Algorithm Al in case of
machine minimization of vwitehing fun-

gtions

First we consider the case of m = 1. Su=
pposa we are given an one-output switching
tunetion f, which is determined by means of
sets 1?1 and ?U- knowing the rule for genera-
ting o etar G(j) we directly reelise algori-
thm agcording to ites flow-dlsgram given in
[1] . How-ever, since we start from the Jmow-
ledge of sets 1'1 and Fn. gnd not the imare
T(£), we must make some corrections. The col-
racted flow-disgram of algorithm al presents
fiz. 1.

7!, 77, PP, 1% - in the flow-diagram denote
variables, mue values ere sets. The begine
ing values of 7! and 7° are the previously
defined sets F' and ¥°. 1 and ¥ are auxili-
ary varisbles.

oP(w; 1) denotes the operation of choosing
the smallest pumber from the curremt value of
variable F and assigning the notation J, to
it.

¥l is e product corresponding to a quasi-
extremal in [1] , i.e. a product of G(J) which
is ineluded in the maximal number of produats
corresponding to elements of the ocurrent va-
lue of ]'1. :

Henceforth, the elements of ¥' such that
producte corresponding to them inolude a pro=
doot K will be simply reffered to as slemerts
covered by K.

E® is a produot correspending to complex I®
in [1],i.e. minimal cost product of G(3).

£? ie the set of all elements of P' covered
by K%,

cY(4) 1is the set of all elements of P! which
are covered by any of the products of G(j).
z(E) 1is o ocoat of product K determined as
the number of literals in it.

The final vulue of variable MY is a set of
produgta = gomponents of a quasi-minimal
form Ifi(f) of the funmetion £ . The final
valuaes of .ﬂ. and & arg the maximal poosi-
ble difforence between the form obitmined and

D1 -
the minimal onme in pumber of components and
liternls, Tespectively.

Yow wa shall consider th- cads of m> 1.
Suppose we are givem an m-sutput switching
funotion £, which 1s determined by means of
pairs of sets (F'°X, Fg'k}. kul,2,00.,m,
Bach single puir (T ’k ik } determines an
sna-gutput funetien r". Let us ;.“m to uauh
number J€ """ o index k ¢ ¥1F . {5F, 5K
i%...},k=1,2,..,m . Henoe, the following
sum is produced:

1 1,k

e U (6)
and ordered in the following way: the numbers
of different value are ordered by relation <,
the numbers of the same value are ordered by
relation < referring to their indices k .
Bxemple + Let ¥''' = [1,3,5,8}
Fi’ - !1rzl6FBl9}
P03 . {2,3,4,8)

R

12, 2233 .33,43,51,62,01,

,s*" 9’}

The algorithm A% (£ig.1) is now realized
in refarence to the above-defined aet I“. Tha
atars thk]. Jk € ¥' are constreoted ASCOY-
ding to the algorithm described in 2,2. The
cost z(EK) is determined as a sum of number
of literals in it plus number of funotions
#% whioh this product implies (number of ele-
ments in set I coneoted with the product).

The result of algorithm is a cover MI(f)

- the final value of M? - consisting of terms
I,, i=1,2,04:0, where K, is & product and

I, - the set of indices indicating functions
implied by this produoct. From the cover

K1) a quasi-minima) form M3(f5) of each ££

is determined as:

M5y '{1}{1;‘1 y km1,2500000,m (7)

Then: F = {1

In thia case (m> 1), however, the cover
Ml(£) can have some redundant pnmbers in ssts
11, and, it this ocours, some redundasnt lite-
rals in » Them, before we determine the
final forms Iﬁ{!‘},“ must check whethar or
not this redundancy ococurs,and if it does,
then 1t must be reduced.

P 1 T in £

rirat the redundancy in sets I, is tested.
This is carried cut according to the s.'l.guri.-
thm presented in fig.2.

The variables M and F¥ are auxtiliary va-
riablea. o(G) is the number of elementa in G.
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E ia the cet of mumbers of #""%  which are
coverad by the prodmot of set G .

This algorithm may seem to be somewhat
oomplicated, but in faot it is very easy to
perform, becouse the mets - values of G-may
conBiot of one or very omall number of nleme-
uts. & rosult of the slgorithm are sets Kk"
im lyEpees@ » I & B0t My, ke{1,2,..,a},does
uat include a produet Ki' whosa set of indi-
ces 1 contains ¥, the index k is removed
from Ii.'

‘ach product Ki' whoae sot Ly has been
redueed, is then checked for redundant lite-
rals, The first literal is removod and the
romainder is tested to sge whether it covers
any number of the set ﬂ I‘O'k . If it does

not covar any of such a m;hhnr.thn renainder
iz still an implicant of f . Thea the next
liternl is removed (from the remainder) and
tho previous procedurs repeated.

if the remainder doee cover o number of
the aboye set, the literal cannot be rsmoved
from the product, 8o the next literal ia re-
moved from the product and the above proce=
dure is sgain repeated. This i1s continued
until the last liternl of the product is
gongidered.

The algorithm depcribed above does not
guarantee that the shortest immlicant is
obtained, however,it alweys gives an irre-
dundant one ., To find, in pencraml, the chor-
toct iwmplicont, the inspection of the other
subproducts can be required. Having reduced
the redundancy in M3(f) the parameters A
{when whole products happemed to he rodunda-
ot) and 3 are appropriately corrected and
aocording to (7) the forme n"uk,\ are dete-
rmind.

2 IOV, i 5]

Adaptive lterative Process

Tet uc assume that the slporithm has been
renlized and & cover NU(f) determined,but
values of Aand & cre considored to be too
large. 1f the alporithm is repeated whilstae
leoting the other quasi-extremnls from stars
andfor generating stars of numbers Jj other
than the smallest in the seta specified by
volues of ¥ (as is dome in the first cxeon-
tiop ol the alpgorithm), thon a simpler co¥er
A(f) und smaller parneeters A und § mny
he obtained.

A patural question arizes: How slould the
alrorithm be rencated in order to obtain a

better solution,approximatin: the winimal
one und, at the sume time, having A and §
as omnll ae poesible ? hile the algoritho
iz boing executel some lmowledgo of the fum-
ction itself is obtained, o.g. the mowledge
of numbers of eluments in stars G(j), of the
number of disjoint otorn and other informa-
tion. If needed,some additional information
of the fungtion can sleo be measured. Repea~
tinge the alporithm all this information could
be used te obtain a better solubion. So a
pertain adaptive process should he realiszed.
But how it could be done ? liere thers are
mony different heuristic approaches possible,
some of which have been tested in our prog-
rame. %e will desoribe here cne approach,
which is very simple and at the same time
usnally produces good resulte in prastise.
maring the first exeoutiecn of the algerl-
thin numbers of elements in generated stars
G{]) and the number {4 of elements in the
iuwily of disjoint stars are recorded. Then,
after the exescution of the algerithm, the
elementa of F1, for which the stars were ge-
nerated, are ordered by relation < referred
to numbera of elements in their stara. Then
they are put at tha begining of the set F1.
Thus, the next eoxecution of the algorithm
starts with the slements of 1‘1. whose atars
heve an initieally small but subeequentely

_ever-inorcacing numbher of elements. Although

the advantages of thie procedure can be
easily explained, the scope of thie paperdces
not permit us to delve into thie subject.

1a the second executlon parametor A is
oaloulated an:

A = o) - nax( 9., §,) (8)
where 92‘ 18 tha number of slements in the
family of disjoint stars obtained in the se-
cond execution.

In the case of §, > 3, parameter §
can be asproximately evaluated by substrac-—
tion from the valuc of § obtained as in
fig. 1 the number of literuls in the last
{or more precisely the shartest) ¥, - 5‘1
products of the now obiained cover, Analo-
gously to the above the third and subsequent
ateentionz of the algorithm can be performed,
till the parameters A and & become smsll
anough tor practice or the cost of conzecu-
tive covers .topa decreasing.



3. Besults of the Computer Investigations
of the Algorithm

The algorithm for switching funocticna
minimization deseribed above haas beem pro-
gromed in tho LYAPAS langusge [4,5] fox the
ODEA 1204 computer. Dwo programe have been
developed: 1) Al-NORMIN 17a (this is the no-

tation of the last :irn-inn of
different modifications of the
frogram,

2) AY-NORMIN w1 .

The first program permits the minimiza-
tion of only one-output switching functions
{up to 31 variables) and was designed mainly
for the theoretical investigetions of the
algorithm 4% ( e.g. making it posasible to
measure many different parmmeters characte-
riging the minimization process).

The second progrom realizee the minimi-
gation of mmitiple-ocutput switching fune-
tione. The input information of a switching
funetion to be minimized in the program
conaists of the paira of sets (70E, #F),
E=1,2,004,0 Elements of these sets are ’
regorded in the following way:r excluding
one bit of a LYAPAS word {32 bite) for the
suxiliary purposes, the reminder is divided
into 2 parte: in the first part o number |
is gontained; in the Secend is contained
& binary number whose eslements of value 1
indicates sets P ' to whilch the mumber J
belongs. Thus, the maximal number of lnput
variables n and ontputs n of a ewitch=-
ing function that can be minimized in the
progran must £ill out the inequality:

n + o & N (9}

An element K,I, of a star 6(3%) 1s
recordesd in a single word, whioh is divided
into 2 parts (excluding onme auxiliary bit):
in the first part is contained a binary pum-
ber whose element= of value 1 indicate 11~
terals from the prodmot K(j) included in K,
and in the second - & binary mumber, whose
slements of valne 1 indicate functions
jmplied by the product.

In order to record the entire star G(3%)
{what 1s needed’’ to determine products K3
and K™ of the star) it sufflices to reccrd
all the elements of said star in the way de-
saribed above plus one additional word reco—
rding the prodmet E(]). Consequently we thns
arrive at an sxtremely ecomomical way of re-
cording prime implicamts of the function.

Dl -

Table I presents the results of minimi-
2ing & sampling of 16 switching funmotions
achieved by program Al-NORWIN 17a. Funotions
to be minimized were determined by means of
sete r‘ and :E‘D. Numbers of elements in these
sgts are given in columns n{F1J and ct?o).
The column ITter. contains numbers of algo=-
rithm iterations performed for each function.
The columm o{Ml) contmins numbers of elemen—
ta in obteined covers, but in the case when
mora then 1 iteration for a givem function
was performed it containes 2 nmumbers: first
indicatea the nunber of elements in the co-
ver obtained in the first iteration and the
gecond one - in the simplest cover obtained
after all iterations. Correspondimg to the
above covers values of parameters A and §
are given in columns demoted by A and § .
Column o(G) contains the average numbers of
elements in the 2tars gensrated in the last
iteration of the algorithm.

Table II presents results of the minimi-
zation of 8 multiple-output switehing fun-
otions. Column o(#3'®) contains nuabers of
components in formse I-Iq‘{fk},kﬂ $2paa iy
determined from cover M(£). Some of the

functions considered in the investigations
have been taken from practice, while others
have been randomly produced by a& special
funotion-generator.

At the presently operaticnal translator
of the LYAPAS langnage for the ODRA 1204
computer the programe in this language are
porformed by the computer at the speed of
approximately 2000 oper./eec. Thia epesed is
about 20 times slower then the execution
spesd of the programs in the machine langu-
age. The decresse of speed was ceused by
the fact that to represent cme LYAPAS word
(32 blte) in the computer iwo machine words
{24 bits) were takem. it the above speed
the execution time ol the programs werae:
@.g. for funetioms 3,7,12,13 and 16 from
table I - 0.5, 2, 8, 20 and 80 min., rTe-
speotively, and for fanctions 1,3,5,7 and
8 from table II - 0.25, 3.5, 14, 1.3 and
T min., respectively.

1) worth not is the fact that the u-;g-
of m>1 to determine produnots and
it is ent to record at once only eub-

stars G (3 ).
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4, Conocluciom
The alporithm and computor programs de-

seribed in the paper belong to a oumber of
nlzorithms aml programs developed in the

Institute of iutomatie Control of the Tolish

icadeamy of Sclences for the automntic syn-
theuls of combimational switching eircuits.
aaong them a program for the synthesis of
iroe-level notworks on NOR and HAND

vlomgnts, Bo-onlled TAHT networks, based on

the algoerithm A%, has ales besn developed.

Ute latter one will be described in a copa-
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