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Abstract

UNSUPERVISED ANOMALY DETECTION IN SEQUENCES USING LONG SHORT
TERM MEMORY RECURRENT NEURAL NETWORKS

Majid S. alDosari

George Mason University, 2016

Thesis Director: Dr. Kirk D. Borne

Long Short Term Memory (LSTM) recurrent neural networks (RNNs) are evaluated

for their potential to generically detect anomalies in sequences. First, anomaly detection

techniques are surveyed at a high level so that their shortcomings are exposed. The

shortcomings are mainly their inflexibility in the use of a context ‘window’ size and/or their

suboptimal performance in handling sequences. Furthermore, high-performing techniques for

sequences are usually associated with their respective knowledge domains. After discussing

these shortcomings, RNNs are exposed mathematically as generic sequence modelers that

can handle sequences of arbitrary length. From there, results from experiments using RNNs

show their ability to detect anomalies in a set of test sequences. The test sequences had

different types of anomalies and unique normal behavior. Given the characteristics of the

test data, it was concluded that the RNNs were not only able to generically distinguish rare

values in the data (out of context) but were also able to generically distinguish abnormal

patterns (in context).



In addition to the anomaly detection work, a solution for reproducing computational

research is described. The solution addresses reproducing compute applications based

on Docker container technology as well as automating the infrastructure that runs the

applications. By design, the solution allows the researcher to seamlessly transition from

local (test) application execution to remote (production) execution because little distinction

is made between local and remote execution. Such flexibility and automation allows the

researcher to be more confident of results and more productive, especially when dealing with

multiple machines.



Chapter 1: Introduction

In the modern world, large amounts of time series¬ data of various types are recorded.

Inexpensive and compact instrumentation and storage allows various types of processes to

be recorded. For example, human activity being recorded includes physiological signals,

automotive traffic, website navigation activity, and communication network traffic. Other

kinds of data are captured from instrumentation in industrial processes, automobiles, space

probes, telescopes, geological formations, oceans, power lines, and residential thermostats.

Furthermore, the data can be machine generated for diagnostic purposes such as web server

logs, system startup logs, and satellite status logs.

Increasingly, these data are being analyzed. Inexpensive and ubiquitous networking has

allowed the data to be transmitted for processing. At the same time, ubiquitous computing

has allowed the data to be processed at the location of capture.

While the data can be recorded for historical purposes, much value can be obtained from

finding anomalous data. However, it is challenging to manually analyze large and varied

quantities of data to find anomalies. Even if a procedure can be developed for one type of

data, it usually cannot be applied to another type of data.

Hence, the problem that is addressed can be stated as follows: find anomalous points in

an arbitrary (unlabeled) sequence. So, a solution must use the same procedure to analyze

different types of time series data.

The solution presented here comes from an unsupervised use of recurrent neural networks.

A literature search only readily gives two similar solutions. In the acoustics domain, [1]

¬ In this document, the terms ‘time series’ and ‘sequence’ are used interchangeably without implication
to the discussion. Strictly however, a time series is a sequence of time-indexed elements. So a sequence is
the more general object. As such, the term ‘sequence’ is used when a general context is more applicable.
Furthermore, the terms do not imply that the data are real, discrete, or symbolic. However, literature
frequently uses the terms ‘time series’ and ‘sequence’ for real and symbolic data respectively. Here, the term
‘time series’ was used to emphasize that much data is recorded from monitoring devices which implies that a
timestamp is associated with each data point.

1



transform audio signals into a sequence of spectral features which are then input to a

denoising recurrent autoencoder. Improving on this, [2] use recurrent neural networks

(directly) without the use of features (that are specific to a problem domain, like acoustics)

to multiple domains.

This work closely resembles [2] but presenting a single, highly-automated procedure

that applies to many domains is emphasized. First, some background is given on anomaly

detection that explains the challenges of finding a solution. Second, recurrent neural

networks are introduced as general sequence modelers. Then, experiments will be presented

to show that recurrent neural networks can find different types of anomalies in multiple

domains. Finally, concluding remarks are given.

Outlier, surprise, novelty, and deviation detection are alternative names used in literature.
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Chapter 2: The Challenge of Anomaly Detection in

Sequences

2.1 Introduction

The goal of this chapter is to show that the solution to the general problem of anomaly

detection in time series is difficult. A typical general framework for anomaly detection in

time series is explained with two advanced solutions as examples and their issues. The

proposed solution, explained later in Chapter 5, fits into the framework providing a basis for

comparison.

Describing the variety of solutions puts the difficulty of finding a general solution in

context. Furthermore, few publications survey the problem of anomaly detection for time

series in particular [3, 4].

Solutions have been fragmented across a variety of application domains such as commu-

nication networks [5–15], economics [16–18], environmental science [11, 19–27], industrial

process [28–31], biology [32,33], astronomy [32,34], and transportation [35,36]. The fragmen-

tation of application domains led to a variety of problem formulations [4]. Furthermore, there

is no good understanding of how the solutions in different application domains compare to

each other [3]. Therefore, it is difficult to generalize the performance of a solution formulated

in one application domain to its performance in another although they might have some

commonalities.

Furthermore, adding to the difficulty of comparing solutions, the mechanics of anomaly

detection have come from two disciplines with different priorities: statistics and computer

science. Solutions from statistics focus on mathematical rigor while solutions from computer

science consider computational issues [4].

3



[4] offers a survey of anomaly detection solutions in a variety of settings such as streaming

data, distributed data, and databases. But to focus the solution presented here, the problem

will be stated as follows: Given a finite time series x,

x = {x(1),x(2),x(t), . . . ,x(T )}

x(t) ∈ Rv,

find points which can be considered anomalous where T is the length of the regularly spaced

sequence in time¬, t, and v is the number of variables of x. This statement is sensible only

when anomalous points are a small part of the data. Furthermore, anomalies may not even

be present.

So elements of any solution to this problem must answer the following questions:

1. What is normal (as an anomaly is defined as what is not normal)?

2. What measure is used to indicate how anomalous point(s) are?

3. How is the measure tested to decide if it is anomalous?

2.2 Anomaly Types

The presence of different anomaly types can be a challenge for anomaly detection techniques.

What follow are qualitative descriptions of anomalies classified in a way most relevant to

this work. However, a taxonomy of anomalies will never encompass all anomalies as well as

defining anomalies as points that are not normal.

2.2.1 Point Anomalies

Point anomalies are single points of interest that can be classified as follows.

¬Irregularly-spaced sequences might need a specific treatment. Of course, x can be treated as a sequence
not indexed by time provided that some coherence is revealed over the index.

4



Simple: Simple point anomalies are just defined by their value. They are trivial to

describe and detect. They are not of much interest in themselves but are mentioned because

anomalies in more complicated time series can be ‘converted’ to resemble this simple type.

t

x

Figure 2.1: Simple point anomaly

Context: Some point anomalies are defined within a context. In Figure 2.2, the

anomalous point’s value is within the range of typical values. But if the cyclic nature of the

series were removed, the anomaly is readily detected (‘converted’ to a simple point anomaly).

t

x

Figure 2.2: Anomaly in a periodic context
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2.2.2 Discord

Anomalies over subsequences are called discords [3]. In Figure 2.3, about two cycles in

a periodic time series are unlike the other cycles. The repeated units do not have to be

periodic as in Figure 2.4.

t

x

Figure 2.3: Discord anomaly in a periodic time series

t

x

Figure 2.4: Discord anomaly in an aperiodic time series
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2.2.3 Multivariate

Multivariate time series add another element of complication for detecting anomalies in

them and are not a focus in this work. [3] classifies multivariate time series according to a

combination of periodicity and synchronicity: Variables in a time series can be synchronous

and periodic, synchronous and aperiodic, asynchronous and periodic, asynchronous and

aperiodic. Therefore, any deviation from these properties are anomalies.

2.3 Procedure

In this section, a procedure to find anomalies in time series will be outlined to help answer

the questions posed in the introduction of this chapter. The focus will be on issues related

to time series as opposed to the general anomaly detection problem. However, there will

be a focus on the issues related to solving the general problem of finding anomalies in (an

arbitrary) time series as opposed to finding anomalies in a particular application domain.

But computational issues will not be emphasized.

By examining many detection techniques, a general procedure (Section 2.7 in [3]) can be

gleaned:

1. Compute an anomaly score for an observation (a point or a subsequence in a time

series). The anomaly score is a deviation from some ‘normal’ value such as the

prediction from a model or similarity to other observations.

2. Aggregate the anomaly scores for many observations.

3. Use the anomaly scores to determine whether an observation can be considered

anomalous. For example, an observation could be considered anomalous if its anomaly

score exceeds three standard deviations from the mean of the anomaly scores.

In this text, dimensionality of the time series will refer to the length of the time series as opposed to the
number of its variables. Time series anomaly detection literature is inconsistent in the terminology used to
refer to these two attributes.

7



At a high level, the procedure is rather straightforward. But, the process of finding what

is normal is not. This section is devoted to explaining why finding anomalies in time series

is particularly challenging. Addressing the stated problem, given an (single) arbitrary time

series, the process of finding normal behavior involves the following steps:

1. Extract samples

2. Transform samples

3. Apply detection technique

2.3.1 Sample Extraction

Many instances of data are needed to inform what is normal. So, subsequences need to be

extracted from a (long) sequence.

Samples can be extracted from a sliding a window over the time series. More precisely,

beginning at step t = 0, sliding a window of width w over a time series x of length T one

step at a time produces p = T − w + 1 windows, X = {W1,W2, . . . ,Wp}®.

Now, X contains all possible subsequences of x of length w and the value of p is typically

not much less than T . Having many subsequences helps to localize the anomaly; so the

window capturing the anomaly will have a higher anomaly score than adjacent windows.

But sometimes it is not desirable for computational reasons to process all subsequences.

p can be reduced by introducing a ‘hop’, h, that skips h steps when advancing the window

from the previous one (h = 1 gives all possible subsequences).

However, by introducing a large enough hop, anomalies could be missed. Consider the

sequence abccabcabc. The second c is an anomaly. Now inspect the windows generated by

various values of h in Table 2.1. The anomalous c is captured in a window when h is 1 or 2

but not when h is 3 or 4. As a general rule, when h = 1, an anomaly would never be missed.

But when h > 1, there is a chance that anomalies would be missed.

®In literature, this form corresponds to a time series database [4]
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Table 2.1: Point anomalies in sliding windows of width 3 for various hop sizes for the
sequence abccabcabc are underlined (The c in the first cab for h = 1 cannot be considered
anomalous because it is not in its context). From [3].

hop (h) Ordered Windows

1 abc, bcc, cca, cab, abc, bca, cab, abc

2 abc, cca, abc, cab

3 abc, cab, cab

4 abc, abc

Another issue that needs to be considered when working with windows is that the

window size must be large enough to capture an anomaly. Consider the sequence

aaabbbccccaaabbbcccaaabbbccc where the fourth c is anomalous. The window width must be

at least 4 to capture the fourth c. In other words, the window size must be on the order of

the anomalous behavior.

Now given X for some w, the problem may be posed as a multidimensional anomaly

detection problem. In this setting, assuming that x is univariate, samples of X correspond

to w dimensions. However, doing so largely ignores the temporal nature of x. These issues

will be discussed within the forthcoming parts of this chapter.

Finally, subsequent steps taken in the anomaly detection process may put restrictions on

h and w. For example, if the window size is too large, there may not be enough samples to

properly apply an anomaly detection technique.

2.3.2 Transformation

Anomalies can be more easily detected if the time series are analyzed in a different rep-

resentation. Usually these representations are of lower fidelity but capture the essential

characteristics of the time series in certain cases. As a general example, a real-valued time

series could be or should be discretized into a finite set of symbols or numbers to make use

of techniques from bioinformatics. Or, it could be transformed into a different domain such

as the frequency domain to make use of techniques from signal processing. As an added

benefit, the tranformed time series need less computation given their reduced representation.

9



More specifically, the Symbolic Aggregate approXimation (SAX) [37] is an example of

time series discretization used to find anomalies in [32]. While the Haar transform represents

a transformation to the frequency domain for the same purpose in [31,38].

However, as a transformation only captures the essential characteristics of a time series,

more subtle anomalies could be lost in the transformation process. For example, the anomaly

in Figure 2.2 would be difficult to encode in terms of frequency because it is localized in

time while oscillations (representing frequencies) are not.

Another issue to consider is the similarity of the arrangment of time series ‘points’

(like elements of X in Rw) in the transformed space to that of the original space. Some

anomaly detection techniques rely on a certain distribution of points in a space. Suppose an

anomaly detection technique works in Rw by identifying points that are far away from some

normal cluster of points. This arrangement should also be present in the transformed space.

Anomaly detection techniques that rely on spaces are introduced in Section 3.1.

However, a recent empirical study [39] suggests that, in general, there is little to

differentiate between numerous time series representations. Only spectral transformations

applied to periodic series showed some advantage but only in certain cases.

2.3.3 Detection Technique

Choosing the anomaly detection technique is the final (involved) step in setting up an

anomaly detection process. Detection techniques are discussed as a separate chapter to allow

for more development.

10



Chapter 3: Detection Technique

The application of anomaly detection in a wide variety of domains has led to the development

of numerous detection techniques. Each of these applications defines anomalies in a different

way; some may only be interested in single anomalous points while others are more concerned

about anomalous subsquences (discords). Furthermore, techniques are developed drawing

on theory from statistics, machine learning, data mining, information theory, and spectral

theory.

A highest-level categorization of these techniques could be as follows. The categories are

not exhaustive but capture a wide variety of techniques discussed in literature.

Segmentation In segmentation-based techniques, the time series is first split into ho-

mogeneous segments. Then a finite-state automation is trained to learn transition

probabilities between segments. So, a segmented anomalous time series should not

have high transition probability [40–42].

Information Theory Information-theoretic techniques quantify a notion of information

content such as entropy. So, a point is considered an anomaly if its removal reduces the

information content significantly [43, 44]. That is, anomalous points increase disorder,

or require more information to be represented in the sequence.

Proximity Techniques based on proximity map time series onto a space. It is expected

that anomalous time series are ‘different’ because they are far from normal ones.

Model The difference between the (actual) values of a time series and its predicted values

from a model indicate how anomalous they are.

Given the variety of techniques applied in different application domains, it is not always

possible to use a solution developed for one problem and apply it to another. Finding a

11



general anomaly detection technique is difficult. To the author’s knowledge, only one study

[3] attempted to compare anomaly detection techniques over a wide variety of data. The

study showed, as expected, varying performance of the techniques. A combination of time

series characteristics and algorithm settings were sometimes used as explanations for the

varying performance. These explanations do not help to objectively determine a priori what

technique to use and how to adjust any parameters it might use.

It would be difficult to use information theoretic techniques because finding an information

theoretic measure sensitive enough to detect a few anomalies is challenging [45]. Segmentation-

based techniques require that a time series to be made of homogeneous segments. These

conditions are deemed too restrictive to be able to solve the general problem. In addition,

both are not well-studied. So, they are not further explored here.

This leaves model-based techniques and proximity-based techniques as potential solution

categories. Both are widely studied. Furthermore, it is possible to make a theoretical

comparison between model-based techniques and proximity-based techniques if they are

evaluated as, respectively, generative and discriminative models [46]. Model-based techniques

are usually preferred for anomaly detection [47] assuming enough training data are available.

Obviously, a good model is needed as well; recurrent neural networks will be introduced

in the next chapter. However, proximity-based solutions are explored in this chapter as

a benchmark for comparison as they are well-studied and have had numerous successful

applications. Also, the hidden Markov model is introduced as an example of model-based

solutions in this chapter as another benchmark.

3.1 Proximity

As previously mentioned, proximity-based techniques map time series as points of dimension

w in some space using some distance measure. The distance measure is used to evaluate how

close a test time series is to others; anomalous time series are those that are far (dissimilar)

from those considered normal.

This implies that the time series ‘points’ are arranged in a certain way in the space. In

12



two dimensions, the simplest distribution is portrayed in Figure 3.1. Normal points, N1, are

somewhat clustered. To test whether p1 is an anomaly, it is easy to see, and calculate, that

point p1’s nearest neighbor is larger than the nearest neighbor distances of all other points.

N1

p1

Figure 3.1: Simple anomaly distribution

Practically, this idealization never occurs. It is not as simple to objectively distinguish

p1 and p2 from N1 and N2 in the situations depicted in Figure 3.2.

N1

p1

p2

Figure 3.2 (a)

N1

p1p2

N2

Figure 3.2 (b)

Figure 3.2: Complex anomaly distribution
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3.1.1 Effects on Point Distribution

Having complex distributions is the purview of anomaly detection in general and not a

problem particular to time series data. However, issues influenced by the temporal nature of

the data will be the focus of this subsection.

Distance Measure

The choice of distance measure is crucial for anomaly detection because it captures some

intuitive notion of similarity between a pair of time series. It is possible to use the ‘ordinary’

Eucilidean distance [48] but it does not always capture the desired similarity between a pair

of time series. The comparison between time series should be invariant to the following

factors:

Length

Sometimes it is desirable to be able to compare sequences of different lengths. Compare

the sequence, ababababab, to a shorter one, abababa. There is reason to believe that

both are at least highly similar.

Skew

Consider the sequence abaababaaabaabab and aaababaababaabab where occurrences of

b are padded by an unpredictable number of a’s. The sequences can be considered

similar even if they are not strictly periodic.

Dynamic Time Warping (DTW) [48] is capable of identifying similarity in such scenarios

by ‘warping’ the sequences to minimize dissimilarity (DTW is also capable of comparing

sequences of different lengths).

Translation

Typically, sequences that are shifted in time are considered similar. For example,

abababab is similar to babababa. Despite the sophistication of DTW, a warping transfor-

mation would not make these two sequences similar. Cross-correlation is a similarity

measure that can handle translations [49].
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Amplitude

Sometimes it is desirable to ignore differences in amplitude if two time series are

otherwise similar. Distance measures are usually sensitive to differences in amplitude

unless the time series are normalized [48].

So simple measures, like the Euclidean distance, are not able to accommodate these

factors. However, recently, in a comprehensive study of similarity measures, [39] finds that,

in large data sets, the clustering accuracy of ‘elastic’ measures, such as DTW, converges

with that of the Euclidean distance. Nonetheless, the advantage of using DTW, as well as

other elastic measures, is maintained for smaller data sets.

Furthermore, in addition to addressing the previously mentioned factors, the distance

measure must be compatible with the time series representation [50]. So, for example, if a

symbolic representation is used, then the distance measure must be appropriate for symbolic

data.

Window Width

Section 2.3.1 introduced the use of sliding windows to extract samples of some width¬, w.

Here, the effect of the choice of w will be explained when combined with a distance measure.

Also in Section 2.3.1, it was mentioned that w should be, at least, on the order of the

length of the expected anomaly. But when w is too large the distance measure becomes

less effective at measuring similarity because the proportion of the anomalous subsequence

becomes small compared to w. Furthermore, pairs of points become more equidistant in

high-dimensional space [51, 52] which makes distinguishing between time series difficult

(though this could be mitigated by using a dimension-reducing transformation [53]).

Sliding Windows

The mere action of extracting samples with a sliding window (with a small h, in contrast

to non-overlapping windows) can have a profound effect on the distribution of the samples

¬Window ‘size’ or ‘length’ might also be used to refer to window width
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in the space. The effects challenge assumptions about the organization of (sliding window)

points for the task of anomaly detection.

[32] demonstrates that anomalous points are not necessarily located in sparse space.

Conversely, repeated patterns are not necessarily located in dense space [54–56].

Furthermore, in a paper challenging the status quo, [57] makes the bold claim that

clustering of time series with sliding windows is meaningless. It found no similarity between

clusters found with a sliding window (h << w) and clusters found when the windows did

not overlap (h > w) which invalidated the results of previously published papers per its

argument. However, some constraints were identified that may allow some data sets to be

clustered. But a decade after the paper’s publication, the issue of clustering subsequences of

time series is unresolved [58].

These findings place restrictions on selecting a proximity-based anomaly detection

algorithm.

3.1.2 Data Classification

In the following subsections, data classification techniques (that facilitate anomaly detection)

will be discussed. The techniques are not particular to time series data. However, finding

anomalous windows of time series data is referred to as ‘discord detection’ in literature.

Local versus Global Techniques

First, it is instructive to make a general note about how data classification techniques work

before they are categorized.

Proximity-based anomaly detection techniques can use a global context (of all) data

points or a local context to test whether a point is an anomaly. Going back to Figure 3.1, it

was mentioned that it is trivial to find the anomalous point using all data points. However,

in Figure 3.2(b), it is not trivial to distinguish p1 and p2 as anomalous in this global view

due to their proximity to N1. An anomaly detection approach that considers the (local)

neighborhood of points p1 and p2 must be used.
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3.1.3 Nearest-Neighbor

Nearest-neighbor techniques assume that normal points are in dense neighborhoods while

anomalies are far from them.

In the beginning of Section 3.1, it was noted how simple it is to determine that point p1

in Figure 3.1 is anomalous. However, given the discussion about sliding windows in Section

3.1.1, it is not as straightforward when dealing with data points generated from sliding

windows.

The problem comes from adjacent windows being close to each other in space. Consider

the windows of width equal to 3 for the sequence abcabcXXXabcababc [32] in Table 3.1.

Obviously, the subsequence XXX stands out as the most anomalous after bab. But XXX

has the nearest matches cXX and XXa one step away as can be seen in the subsequences

generated by advancing a window on every step (h = 1). This makes the subsequence bab

as more anomalous because it is different by two symbols from its nearest match aba. In

contrast, when examining windows with no overlap (h = 3), XXX is far from all other

subsequences.

Table 3.1: Neighbors of sliding windows of sequence abcabcXXXabcababc

h = 1 h = 3

abc abc
bca
cab

abc abc
bcX
cXX

XXX XXX
XXa
Xab

abc abc
bca
cab

aba aba
bab
abc
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However, it is still possible to use overlapping windows to find subsequences like XXX.

The solution proposed by [32] is to use non-self matches. So when when calculating distances

(similarity) to neighbors of XXX, only those that are at least one window width away are

considered. In this calculation, XXX would not have any neighbors with the symbol X.

Furthermore, the solution in [32] improves upon the brute force discord search by

employing a heuristic called HOT SAX: Heuristically Ordered Time series using Symbolic

Aggregate approXimation. But the time series is discretized as part of its process.

If the issues with sliding windows can be mitigated, it is possible to use anomaly detection

techniques that are not specific to time series. Nearest-neighbor techniques can use either

the kth nearest neighbor (kNN) distance or the relative density of a region around a point

in the calculation of its anomaly score.

For example, the kNN distance can be used to identify that p1 and p2 are anomalies

in Figure 3.2(a). By choosing, say, k = 4, the fourth nearest neighbor of points p1 and p2

would be a point in far away in N1. While the fourth nearest neighbor for a point in N1 is

always a nearby point within N1.

The HOT SAX technique was introduced as, what is essentially, a k = 1 kNN technique.

But it can be generalized to an arbitrary k [34, 59].

However, kNN techniques cannot deal with data sets of varying density. Going back to

Figure 3.2(a), if N1 were denser, so that distances between points in N1 were less than the

distance between p1 and p2, then k can only equal to 2. Generally, k needs to be equal to

the number of anomalous points as long as the clustering of N1 is denser than the clustering

of pk. But since some distances between between pairs of points in N1 are similar to the

distance between p1 and p2, k has to be greater than 2. Furthermore, a further complication

can be considered if another normal set of points, N2, is included as in Figure 3.2(b). Here,

it is not simple to find a value of k that would not distinguish p1 and p2 due to the varying

densities in N1 and N2.

But by using local density information, techniques based on the relative density of a

point’s region can mitigate this problem. For example, [60] defines a Local Outlier Factor
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(LOF) for a point that is the ratio of the average local density of its k nearest neighbors to

the local density of the point itself. The local density is defined as k divided by the volume

of the smallest hypersphere that contains k nearest neighbors. In other words, a point is

likely to be an anomaly if its neighbors are in dense regions while it is in a less dense region.

Applied to Figure 3.2(b), the LOF for points in N1 and N2 is similar. But for points p1

and p2, if two nearest neighbors are considered, the second nearest neighbor would be the

closest point in N1 where its local density is high compared to the local density of p1 and p2

resulting in a LOF that is higher than the LOF of points in N1 and N2. This is true for any

k > 2.

In any case, nearest neighbor techniques rely on normal points being in denser regions.

But given the discussion about the effect of sliding windows in Section 3.1.1, it is not clear

how these techniques would be generally applicable to time series data.

[45] provides a more thorough treatment for general data types.

3.1.4 Clustering

Clustering algorithms are used to group similar points. Typically they are not used to find

anomalies but they can be adapted to do so if some assumptions are made.

One assumption that could be made is that normal points belong to clusters while

anomalies do not. This requires algorithms that do not force all points to belong to a cluster

such as the well-known DBSCAN [61] algorithm where deviant points are considered noise.

Still, such algorithms are optimized to find clusters. So anomalous points could incorrectly

be included in a cluster.

Another assumption that could be made resembles nearest neighbor techniques; anoma-

lous points are far from their nearest cluster’s centroid while normal points are not. Any

clustering algorithm could be used such as K-means [62]. However, this assumption would

misclassify anomalous points that form clusters themselves.

A third assumption could be that normal points are in large and dense clusters while

anomalous points are in small and sparse clusters. In similar fashion to LOF, described
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previously, a Cluster-Based Local Outlier Factor (CBLOF) was introduced in [63]. But,

again, given the discussion about sliding windows in Section 3.1.1, it is not clear how these

techniques would be generally applicable to time series data.

[45] provides a more thorough treatment for general data types.

3.2 Models

Instead of comparing a point to other points, like in proximity-based solutions, a point can

be compared to what is expected from a model.

For example, Hidden Markov Models (HMM) are advanced sequence modelers and

therefore can be used for anomaly detection [64–67]. To use in anomaly detection, first, a

HMM maximizes the probability of a set of training data. Then the probability of a test

instance is calculated for comparison. But the comparison is only meaningful if the training

data can be modeled by the hidden Markovian process.

Moreover, sequence modelers typically require training examples of fixed length which

restricts the ‘memory’ of the model.

3.3 Conclusions

Some general comments can be made regarding the strengths and weaknesses of general

anomaly detection techniques such as those in Section 11 of [45] for example. However this

does not provide any rigorous and objective evaluation. An objective evaluation is needed

in order to select the most appropriate algorithm for the problem a prioi. In [3] and [68]

some qualitative explanation is given for the performance of several time series anomaly

detection techniques over various data sets. Still, this does not objectively determine why

one technique performs better.

Exceptionally however, [69] outlines a theoretical framework for local outlier detection in

which different methods are assessed in this common view. Perhaps surprisingly, different

methods were found to be similar including those used in quite different application domains.
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Similarly, [70] unify anomalies identified based on some distance with anomalies identified

based on a statistical model.

For the techniques discussed in Section 3.1, a number of issues specific to time series

data (as well as issues not specific to time series data) combine in the process of using a

proximity-based (discriminative) technique for anomaly discussion. The choices of similarity

measure, sliding window width, sliding window hop, and classification technique must be

compatible. Furthermore, defining a region for every normal behavior is difficult to begin

with.

So the case is made for generative model-based solutions due to these complications.

Models provide a better summary of data which gives it a robustness that is preferred for

the task of anomaly detection [47]. Given this preference, proximity-based methods would

only be preferable if modeling the time series is difficult (disregarding computational issues).

This work attempts to find anomalies in an arbitrary time series. So, an anomaly

detection process is sought that:

• models arbitrary time series,

• minimizes the effects of window width,

• and requires as few parameters as possible.

This guides the discussion in the next two chapters. The next chapter shows how recurrent

neural networks are general sequence modelers. In the following chapter, a procedure is

outlined that addresses window width and model parameters.
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Chapter 4: Recurrent Neural Networks

4.1 Introduction

In the previous chapter, an argument was made for the use of models to for the purpose of

anomaly detection. In this chapter, recurrent neural networks [71], or RNNs, are introduced

as powerful sequence modelers of arbitrary length.

RNNs have achieved state-of-the-art performance in supervised tasks such as handwriting

recognition [72], and speech recognition [73]. RNNs can also be trained unsupervised to

generate music [74], text [75, 76], and handwriting [76]. Given these impressive feats, RNNs

can be effectively used for anomaly detection in sequences [1, 2].

Like HMMs, RNNs have hidden states. But, in contrast to HMMs, RNNs make a more

efficient use of its hidden state [77]. In a HMM, the hidden state depends only on the

previous state which must store possible configurations of the sequence. So to incorporate

information about an increasing window of previous states, the hidden state must grow

exponentially large making them computationally impractical. While in RNNs, the state is

shared over time; the hidden state of a RNN contains information from an arbitrarily long

window. The next section will explain this.

In addition, RNNs do not make a Markovian assumption. In fact, they are so general,

that RNNs have been shown to be equivalent to finite state automata [78], equivalent to

turing machines [79], and more powerful than turing machines [80] even.

In the next few sections, some essential concepts of RNNs will be presented as most

applicable to this work. Consult the RNN chapter in [81] for an in-depth treatment.

The precision from mathematical expressions will be used to understand how RNNs

operate but only concepts will be presented. To follow the expressions precisely, some

conventions are followed: 1) Due to the numerous interacting quantities, a typographic
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distinction is made between vectors (v) and matrices (M). 2) Variables are time indexed

with superscripts enclosed in parentheses (x(t)) leaving subscripts available to index other

quantities.

4.2 Recurrence

Recurrence explains how a RNN stores a distributed state. Consider a dynamical system

driven by signal x(t) as in Equation 4.1.

s(t) = f(s(t−1),x(t);θ) (4.1)

The state, s(t), depends on the previous state, s(t−1), through some function f parame-

terized by θ. There is no restriction on the number of previous time steps. For example, for

four previous time steps

s(t) = f(f(f(f(s(t−4),x(t−3);θ),x(t−2);θ),x(t−1);θ),x(t);θ).

So the composite function, g, can be written as depending on an arbitrary number of

time steps, T .

s(T ) = gT (x(T ),x(T−1),x(T−2), . . . ,x(2),x(1))

In other words, the vector s(T ) contains a summary of the of the preceding sequence,

(x(T ),x(T−1),x(T−2), . . . ,x(2),x(1)), through gT .

It can be difficult to follow recurrent computations by looking at mathematical expressions.

So recurrence can be graphically represented in two ways. One way, shown in Figure 4.1(a),

shows the state feeding back into itself through its parameters representing Equation 4.1.

The other way is to ‘unfold’ the recurrence in a flow graph as in Figure 4.1(b). Graphs offer

a convenient way of organizing computations. The (unfolded) graph shows every hidden

state, say s(t), is dependent on the current input, x(t), the previous state, s(t−1), and (fixed)
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parameters θ. So it should be obvious that θ is shared over successive computations of s.

s

x

θ(−1)

Figure 4.1 (a) cyclic

s(...) s(t−1) s(t) s(t+1) s(...)

x(t−1) x(t) x(t+1)

θ θ θ θ

Figure 4.1 (b) acyclic (unfolded)

Figure 4.1: Recurrence graph views

4.3 Basic Recurrent Neural Network

The functionality of a basic RNN resembles that of a traditional neural network with the

addition of a state variable shared over time.

The core RNN functionality can be formulated as Equations 4.2 describe. Each equation

represents a ‘layer’ or, individually, in the scalar sense, ‘nodes’ in the network.

s(t) = tanh(Wsss
(t−1) + Wxsx

(t) + bs) (4.2a)

o(t) = Wsos
(t) + bo (4.2b)

The output at time t, o(t), depends on current state, s(t), which, in turn, depends on the

previous state, s(t−1), and the current input, x(t), through associated weight matrices, W.

The weight matrices are subscripted with two variables to associate an input with an output.

The input variable is the first subscript while the output variable is the second. For example,

Wso connects the input from s to output, o. Also, bias vectors, b, allow values to be

adjusted additively (offset). Finally, the hyperbolic tangent, tanh, provides a non-linearity,

in the range (-1,1), that allows the RNN to summarize arbitrarily complex sequences.

A ‘size’ can be specified that measures the capacity of s; the dimension of s is a
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(free) parameter (obviously the dimensions of other quantities in Equation 4.2a need to be

compatible). No size is associated with o because it is restricted by the dimension of a given

output, y (read further).

The output, o, needs to be compared to a ‘target’, y, through a loss function, L. For

predicting sequences as targets, the mean squared error is a common choice for the loss

function. Squared differences are summed and averaged over and the number of variables of

the sequence resulting in a scalar as shown in Equation 4.3.

L(o,y) =
1

TV

∑
t

∑
v

(o(t)v − y(t)v )2, (4.3)

V and T are the number of variables and the length of the sequences respectively indexed

by t and v respectively.

Equations 4.3 and 4.2, together, define the framework for a basic RNN. One way to

enhance this is to ‘stack’ states so that the output from one state is input into another state

in the same time step. So the last, lth, layer produces o. There is evidence that stacking

the state layers leads to the network being able to learn time series at multiple time scales

[82,83].
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Figure 4.2 (a) cyclic
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(t)
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(...)
1
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θslsl
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θslsl
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θs1s1

θslo

θxs1

θslsl

θs2s2

θs1s1

θslo

θxs1

θslsl

θs2s2

θs1s1

Figure 4.2 (b) acyclic

Figure 4.2: Recurrent neural network graph views. Bias terms are omitted for clarity but
are included as elements in θ along with elements from W. The notation of θ follows that
of W but captures more variables by vectorizing each component for concatenation into a
single vector. θss = (W ss, bs), θxs = (W xs), and θso = (W so, bo) (operations to produce
the vector are implied). Inter-layer parameters, θsisi+1 , are omitted as well to focus on

operations in time (horizontally).

The stacking can be seen graphically in Figure 4.2. Notice that the unfolded view allows

one to see that information can flow through many paths in time and layers (horizontally

and vertically respectively). So ‘depth’ can be used to describe the number of operations in

these two directions with depth in the time direction being typically much greater¬.

¬This makes RNNs, among ‘deep learning’ architectures, the deepest networks!
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4.4 Training

To train the network, the loss function is used to minimize (optimize) an objective function

given pairs of training examples, (x,y), by adjusting the parameters, θ. Unfortunately,

training neural networks in general, let alone recurrent neural networks, are challenging

optimization and computational problems [84]. However, a flavor of the relatively simple

mini-batch stochastic gradient descent (SGD) has remained successful in training a variety

of networks [85] despite the availability of other, perhaps more sophisticated, optimization

algorithms.

In plain mini-batch SGD, parameters are updated with a ‘learning rate’, α, for a selected

‘mini-batch’ example set (from the training set), M , according to Equation 4.4 until a

convergence criterion is met.

∆θ = −α 1

|M |
∑

(xm,ym)∈M

∂L(o,ym)

∂θ
(4.4)

Unfortunately, RNNs can suffer acutely from the vanishing (and exploding) gradient

problem which makes learning long range dependencies difficult [86–89].

The problem is understood through the calculation of ∂L/∂W ss for a ‘history’ of T

points prior to t. An involved application of the (backpropagated) differential chain rule to

the loss function using the basic (unfolded) RNN defined in Equations 4.2 leads to Equation

4.5.

∂L(t)

∂W ss
=

T∑
i=0

∂L(t)

∂o(t)
∂o(t)

∂s(t)

 T∏
j=i+1

∂s(j)

∂s(j−1)

 ∂s(i)

∂W ss
(4.5)

Equation 4.5 shows that there are multiplicative ‘chains’ of differentials for each preceding

time step.
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y(t−4) y(t−3) y(t−2) y(t−1) y(t)

L(t−4) L(t−3) L(t−2) L(t−1) L(t)

o(t−4) o(t−3) o(t−2) o(t−1) o(t)

W ss s(t−4) s(t−3) s(t−2) s(t−1) s(t)

x(t−4) x(t−3) x(t−2) x(t−1) x(t)

∂L(t)

∂o(t)

∂o(t)

∂s(t)
∂o(t)

∂s(t)

∂s(t)

∂s(t−1)
∂s(t−1)

∂s(t−2)
∂s(t−2)

∂s(t−3)
∂s(t−3)

∂s(t−4)
∂s(t)

∂s(t−1)
∂s(t−4)

∂W ss

Figure 4.3: Partial derivative chain for a basic RNN for a history of 4 time steps (biases
not shown). Several quantities are distinguished. Dash-dotted lines are the independent
inputs, x, y, and W ss, to the loss function, L, while the dashed lines represent intermediate
quantities in the graph. The path formed by the curved solid lines follows the chain rule

to get one summand for ∂L(t)/∂W ss. Dotted quantities are not involved in the calculation
(for T = 4).

The computational graph in Figure 4.3 represents Equation 4.5 for T = 4. Now that

the graph is associated with the equation, the origin of the vanishing gradient can be seen;

the vanishing gradient is due to successive multiplications of the derivative of tanh which is

bound in (0, 1] (Again, see [86–89] for details).

[81] (sec. 10.7) lists ways in which the problem can be mitigated by applying different RNN

architectures or enhancing the optimization process. For example, Hessian-free optimization

[90] uses second order information that can make use of the ratio of small gradients to small

curvature to more directly find optimal parameters. [91] uses Hessian-free optimization to

train a basic RNN to achieve remarkable results. However, this comes at a computational

cost. For practical reasons, it might be preferable to use well-established SGD-based methods
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over second order methods [92,93] as long as the RNN architecture facilitates learning long

range dependencies; the Long Short Term Memory (LSTM) RNN [94] uses a ‘memory cell’

to recall (past) information only when needed thereby working around the vanishing gradient

problem.

4.5 Long Short-Term Memory

LSTM models have achieved impressive benchmarks recently. Networks with LSTM elements

have been used for text-to-speech synthesis [95], language identification from speech [96],

large-vocabulary speech recognition [97], English-to-French text translation [98], identifying

non-verbal cues from speech [99], Arabic handwriting recognition [100], image caption

generation [101], video to text description [102], and generating realistic talking heads [103].

Furthermore, LSTM RNNs have remained competitive against other RNN types [104].

There are a few variants of LSTM but they all have a linear self-loop that gradients can

flow through for a long time. LSTM variants have not shown to differ greatly in performance

[105]. The equations describing the LSTM state involve significantly more steps than the

basic RNN state equation, Equation 4.2. So, the mathematical procedure for the LSTM

state is presented with a figure. The LSTM variant presented in Figure 4.4 is found in [76].
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s(t)

c(t−1) � + c(t)

�

σ σ τ σ τ

s(t−1) � s(t)

x(t)

f (t)
i(t) o(t)

g(t)

Figure 4.4 (a) calculation flow diagram (biases omitted, adapted from [106])

i(t) = σ(Wi · (x(t), s(t−1), c(t−1)) + bi) (4.6a)

f (t) = σ(Wf · (x(t), s(t−1), c(t−1)) + bf ) (4.6b)

g(t) = tanh(Wc · (x(t), s(t−1)) + bc) (4.6c)

c(t) = f (t) � c(t−1) + i(t) � g(t) (4.6d)

o(t) = σ(Wo · (x(t), s(t−1), c(t−1)) + bo) (4.6e)

s(t) = o(t) � tanh(c(t)) (4.6f)

Figure 4.4 (b) equations from [76]

Figure 4.4: Long Short-Term Memory layer. σ stands for the logistic sigmoid function
while τ stands for tanh. Element-wise multiplication is represented by the � symbol. For
brevity and clarity, a (single) weight matrix combines the weights associated with more than
one input to a single output (unlike the typical notation used in literature). For example,

Wi · (x(t), s(t−1), c(t−1)) = Wxix
(t) + Wsis

(t−1) + Wcic
(t−1) where the input vectors, x, s,

and c are concatenated into a vector and weight matrices Wxi, Wsi, and Wci are augmented
horizontally. In the diagram, the concatenation is represented by black dots combining single
lines into more than one line. Furthermore, Wci, Wcf , and Wco are diagonal matrices so
the number of weights associated with each c equals the LSTM ‘size’.

The size that can be attributed to the LSTM module is the dimension of i, f , g, c, o,
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or s (which are equal).

Very briefly, the central element in a LSTM module is the ‘memory cell’, c, that works

to keep information unchanged over many time steps (likened to a conveyor belt through

time). Information flow is controlled through input, ‘forget’, and output ‘gates’, elements

i, f , and o respectively. The input gate controls information into the memory cell. The

output gate controls when information should flow to the next time step. The forget gate

zeros out elements in the memory cell. The gates make their decisions based on the input,

x, the ‘hidden’ state, s, and content already in the memory cell.

Unlike the recurrence of the basic RNN (Equation 4.2a), information can be kept for a

long time in the recurrence chain of c (Equation 4.6d). There is a way for information to

propagate without successive multiplication of fractions (as in the derivative of tanh): In

Equation 4.6d, consider an element in (vector) c(t−1) with a value of 1. It can be retained

indefinitely as long as the corresponding element in f (t) is 1 and the corresponding element

in i(t) is 0. In other words, the derivative is constant with respect to t.

Finally, note how the LSTM modules can be stacked (vertically) in similar fashion to

the basic RNN. The output of the lower module, s(t), becomes the input, x(t), of the upper

module.

With such configurations, the next chapter will show how LSTM RNNs can be used to

model time series to find anomalies.
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Chapter 5: Anomaly Detection Using Recurrent Neural

Networks

5.1 Introduction

Chapters 2 and 4, separately, introduced anomaly detection in time series and recurrent

neural networks as time series modelers. This chapter outlines and tests a procedure for

finding anomalies using RNNs with the goal of mitigating many of the problems associated

with anomaly detection that were discussed in Chapters 2 and 3. As much as possible, the

same procedure is applied to each test time series to test the procedure’s generality.

The procedure outline describes:

sampling: the time series used for training and its associated sampling process

recurrent autoencoders: the specific form of the RNN

training: the training algorithm used on the RNN

Bayesian optimization: the search for optimized parameters for the procedure

After describing the procedure, the anomaly scores of the test time series are evaluated for

their ability to detect anomalies.

5.2 Sampling: Sliding Windows

Some univariate time series with anomalies were chosen or generated to test the anomaly

detection process named as follows:

spike: two generated sequences that are simply evenly-spaced ‘spikes’ of the same height.
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sine: a generated sinusoidal signal.

power demand: a building’s electrical power usage data¬ referenced in the influencial

HOT-SAX paper [32] (for anomaly detection in time series). The data was scaled

down by dividing it by its median (to help in the training process).

electrocardiogram (ECG): a signal from the human heart taken from the PhysioNet

[107] database. Finding anomalies in ECG data has been used as a benchmark in

several studies at least [2, 3, 32,108–111].

polysomnography ECG (PSG-ECG): human ECG data [107] taken during a sleep

study.

The normal behaviour, as well as anomalous behaviour, of these time series can be seen in

the plots presented in Section 5.5.

While there is only one ‘source’ time series to train on (in each test), the RNN needs to

see many ‘samples’ from the source time series. The sliding window procedure, described in

Section 2.3.1, is used to get samples of some window width. Additionally, since RNNs do

not need a fixed window, sliding windows are obtained for more than one window width.

Furthermore, the samples are collected into ‘mini-batches’ (of the same window width) to

be more compatible with the training procedure. The window width is incremented (width

skip) from some minimum until it is not possible to obtain a mini-batch (so the largest

window will be close to the length of the time series).

Table 5.1 specifies the relevant sizes and increments for the sampling process. The

values were adjusted manually until a ‘reasonable’ number of samples were found. However,

the minimum window length was chosen such that meaningful dynamics were captured

(regardless of the scale of the anomaly).

¬http://www.cs.ucr.edu/~eamonn/discords/power_data.txt
University College Dublin Sleep Apnea Database, http://www.physionet.org/physiobank/database/

ucddb/, doi:10.13026/C26C7D, study id. ucddb002
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Table 5.1: Time series sample specifications

series length min. win. slide skip width skip batch size ⇒ samples

spike-1 800 100 20 20 10 51

spike-2 800 100 20 20 10 51

sine 1000 100 10 10 30 96

power 7008 100 100 20 30 252

ECG 3277 300 20 20 30 300

PSG-ECG 2560 300 20 20 30 165

5.3 RNN Setup: Autoencoder

The RNN needs to learn what normal time series behavior is. So an autoencoder is used

which can learn expected behavior by setting the target, y, to be the input, x. The loss

function is the MSE (Equation 4.3). Furthermore, to prevent the RNN from learning trivial

identity functions, Gaussian noise is added to the input where the standard deviation is

equal to 0.75 times the standard deviation of the whole time series.

x̃ = x+N (0, (0.75σstd(x))2)

Note the comparison in the loss function is between the uncorrupted signal, x, and the

output from the network, o, given x: L(o(x̃),x).

With this setup, a denoising autoencoder, the data generating process, p(x), is implicitly
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learned [112].

5.4 Training: RMSprop

SGD with RMSprop [113] for parameter updates has been demonstrated to provide results

that are similar to more sophisticated second-order methods but with significantly less

computational cost [93]. Another benefit of RMSprop is that it is designed to work with

mini-batch learning. Since the training data is highly redundant (from sliding windows), it

is expected that computing the gradient (to update parameters) from a subset of the data

(mini-batch) is more efficient than computing the gradient for all the data.

For each derivative in the gradient, RMSprop keeps an exponentially-weighted moving

average of derivative magnitudes which normalizes the derivative by its root-mean-squared.

More specifically, the (overall) RNN training procedure is outlined in the following box.

The Theanets [114] implementation® of RNNs and RMSprop was used. Theanets is based

on the mathematical expression compiler, Theano [115]. Gradients were computed using

Theano’s automatic differentiation feature instead of explicitly-defined backpropagation [71].

While the training procedure optimizes θ, there are other parameters that could be

adjusted to minimize the loss. The number of layers, l, and the ‘size’ of each layer, n,

corresponding to the dimension of vector s (which equals the cell state memory dimension

as well), were chosen as ‘hyper-parameters’ for optimization in a Bayesian optimization

process. Bayesian optimization is suited for optimizing RNN training because 1) it tries

to minimize the number of (expensive) objective function calls, which, in this case, is the

training procedure, and 2) it considers the stochasticity of the function, which, in this case,

the selection of training and validation data are random in addition to the training data

shuffling on each epoch.

The Spearmint [116] package was used to drive the hyper-parameter optimization process.

Spearmint takes a parameter search space and a maximum number of optimization iterations.

®With every calculation of o, the RNN states are initialized to 0.
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Training Procedure

{obtain mini-batches (as Section 5.2)}
X ← sampling(x)

{randomly split mini-batches into training and validation sets}
Xt ← choose(75%,X )
Xv ← X −Xt

{initialize}
θ ← 0 {initial RNN parameters are 0}
{set training parameters}
α = 10−4 {learning rate}
h = 14 {RMS ‘halflife’}
γ ← e

−2
h

r = 10−8 {RMS regularizer}
patience = 5 {stopping criterion parameter}
min improvement = .005 {stopping criterion parameter}

for epoch i do
Xt ← shuffle(Xt)
for mini-batch M in Xt do

for parameter p in θ do
{per-parameter, update p according to RMSprop [76] (indices to p omitted)}

fi+1 ← γfi + (1− γ)
∂L

∂p

gi+1 ← γgi + (1− γ)

(
∂L

∂p

)2

pi+1 ← pi −
α√

gt+1 − f2t+1 + r

∂L

∂p

end for
end for
{compute average loss on validation set}
vi ← 1

|Xv |
∑

xv∈Xv
L(xv,o)

{stop when no improvement more than patience times}
if vmin − vi > vmin ·min improvement then
vmin ← vi
imin ← i

end if
if i− imin > patience then

STOP {return θ}
end if
i← i+ 1

end for
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The process was programmed to save RNN parameters after every optimization iteration.

However, the process was stopped until the RNN with the minimum validation loss was

subjectively able to detect anomalies¯.

For every sample, Figure 5.1 shows the results of the Bayesian optimization process and

the training progress of the best network. In the training progress figures, the validation and

training losses are close throughout the training process. This is expected since the training

and validation sets are highly redundant and perhaps the RNN, by nature, interprets them

to be almost identical (invariance to translation and sequence length).
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Figure 5.1 (a) spike-1
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Figure 5.1 (b) spike-2

¯ Further optimization may have been possible with increasing RNN size but loss reduction diminished
relative to the associated increase in computational expense.
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Figure 5.1 (e) ECG
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Figure 5.1: Bayesian optimized validation loss (left) and training progress of best RNN
(right). Each point in the Bayesian optimization plot is the average validation loss since
more than on training session could have been launched with the same parameters. If so,
the points have a 95% confidence interval bar through them.

5.5 Results and Discussion

The optimal RNN has some expectation of the typical series. So, a ‘reconstruction error’

is the difference between the test input and the output. Therefore, the square of the

reconstruction error can be used as an anomaly score [117]. This section will show how

the various calculations of error can be used to detect point anomalies as well as discord

anomalies introduced in Section 2.2. However, the particular (objective) anomaly detection

technique will not be discussed; only the anomaly score, that would be used in such a

technique, is presented. Nonetheless, the argument is made for the ability of autoencoding

RNNs to detect anomalies.
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Although the order of the anomaly scores should not be important to the anomaly

detection technique, sequences of error calculations can be made in two ways for a test

series: 1) the MSE of a sliding window and 2) the squared error of every point in the test

series where the whole sequence is input to the optimal RNN. While the MSE from a sliding

window can detect both point anomalies and discords, it is preferable not to have to specify

a window size. Ideally, high anomaly scores for points close together signal a discord while

a lone high anomaly score signals a point anomaly. But both types of calculations are

evaluated in this discussion.

Error calculations are presented graphically in Figure 5.2 for each series (see Figure

caption after the last subfigure). The errors are summarized by their maximum, kernel

density estimate, and the 5 percentile mark. Together, with the error plot, the efficacy of

the RNN in distinguishing anomalies can be evaluated; normal data should correspond to

the bulk of the error calculations while anomalies should correspond to extreme high values.

It should be noted that as the window size is increased, fractionally less points are

included in the, normal, 95 percentile (and vice versa). The kernel density estimate might

change significantly accordingly.

What follows is a discussion of the ability of the (optimal) RNN to detect anomalies

referencing subfigures of Figure 5.2.
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Figure 5.2 (a) spikes-1

This series can be considered discrete with a point anomaly. The point anomaly takes

on an improbable value but is not extreme. Clearly, the anomalies are distinguished in all

error calculations.

Note the error increases as soon as the sliding window (from the left) encounters the

anomaly. This observation can be used to analyze the other series.
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Figure 5.2 (b) spikes-2

This spike series tests if the error becomes significant where the spike is out of place; a

discord. The anomaly is definitely detected in the windowed error plot but not the point

error plot.
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Figure 5.2 (c) sine

This series tests discord because no single point is anomalous. For the windowed errors,

the anomalous and normal regions are distinguished by a range of values for each. But,

there was a transition region with errors higher or lower than the anomalous region. In the

point error plot, the extreme values correspond to extreme values in the test plot. So, given
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these results, the windowed error can be more attributed to the extreme values of the test

series than to its anomalous behavior. In any case the RNN found a tight expectation for

typical values.
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Figure 5.2 (d) power

The power series normally shows a demand profile over a five-day work week. The

windowed error distribution has a long tail because high errors were given to normal areas

of test series (not shown within the plot, possibly due to some drift in the series). In fact,

the first windowed error plot does not contain the highest error unlike the second windowed

error plot. Nonetheless, both windowed errors distinguished the anomalous region. But,
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obviously, the point errors cannot be used to detect the anomalous region.
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Figure 5.2 (e) ECG

The ECG is a challenging series because, while there is a repeating element, the element

does not precisely have the same period. There is also noise in the signal that has to be

distinguished from its significant features.
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In the point error plot, the most prominent values correspond to points on the test series

that are simply lower than a baseline. The same cannot be said about the error plot with the

smallest window; although the areas with extreme values are the most prominent, areas that

have different behavior, but not extreme in value, are distinguished as well. For example, a

particularly subtle anomaly was detected within the highest 5 percentile at around t = 1380

despite the fact that the more anomalous region contributed extreme values. The same could

be said about anomaly at around t = 1470. This window size was chosen to be about the

size of the repeating unit since the effect of these anomalies on the error is diluted for larger

windows. The larger windows detected the most anomalous region but it is not apparent

whether the extreme error values were due to deviant values or deviant behavior.
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Figure 5.2: Anomaly scores of series. In the top pane, a portion of the input series is shown
with an anomaly. While the focus is on the anomaly, enough normal data is shown for
subjective comparison. This is accompanied by a kernel density estimate, plotted on the
ordinate (vertically), to evaluate the normality of the data by value as opposed to behavior.
The lower panes show series of squared error, ε, where each pane is associated with a sliding
window size. The window size is represented by a highlighted vertical span in the error
plot as well as a corresponding box in the input series plot to give a sense of scale to
the anomaly relative to the window. Sliding a window over the test series that calculates
its MSE generates the error series (error calculation type 1). The locations of the MSE
points correspond with the center of the sliding window. However, error plots with just
a vertical line as a ‘window’ are just individual squared errors (error calculation type 2).
Furthermore, a kernel density estimate for all the errors (including ones outside the plot) is
plotted (vertically) on the ordinate. The highest 5 percentile and the maximum of (all) the
errors are marked on the ordinate also.
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In this ECG, the point errors do not reveal much about the anomalous region because

every spike in the error plot plot corresponds to a normal spike in the ECG, normal or

otherwise. However, the anomalous region is clearly detected in both windowed error plots.

Again the error in the anomalous region is well beyond the normal range of error fluctuations

albeit the test series values are slightly above average (as can be seen from the density

estimate).

5.6 Conclusions

Given the results, which are influenced by the described training process and RNN architec-

ture, some general statements can be made about how well the RNNs can find anomalies.

• Using the point errors, extreme, but not necessarily rare, values may be found.

• The windowed errors are a versatile way of finding both point and discord anomalies

at multiple scales. However, this means that the window size must be about the

same scale as the anomaly. Else, the effect of the anomaly would not be pronounced.

Furthermore, the minimum window size must be long enough to contain meaningful

dynamics.

• Pursuant to the previous two points, windowed errors are more reliable in finding

anomalies.

• The training data can have some anomalous data.

• The RNNs were insensitive to variations in sequence length and translation.

• With minor variation, the same process can be used to find anomalies in a variety of

series.

In general, subject to effective training, the RNNs ‘learned’ the typical behavior of

the series which includes information about their typical values as well as their ordering.
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Concludingly, the autoencoding recurrent neural network can be used to detect anomalies in

sequences.
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Chapter 6: Concluding Remarks

Now that proximity-based and model-based anomaly detection techniques have been intro-

duced in Chapter 2, some comparisons can be made with them given the results from the

previous chapter. From there, some qualified conclusions can be made. Mind that, from the

start, the comparison is made with techniques that do not require labeled data. Also, the

comparison is made as general statements of advantages of RNNs over the alternative.

Hidden Markov Models (model).

Chapter 4, explained how, fundamentally, RNNs store states more efficiently. By itself,

this does not provide a functional advantage over HMMs, but this requires an HMM

for every sequence length, unlike RNNs. Furthermore, while HMMs are powerful,

RNNs are fundamentally sequence modelers.

HOT SAX (proximity).

The HOT SAX [32] technique (and its variants) is considered a proximity-based

technique optimized for sequences that is sensitive to window size. While the results

show in the previous chapter that window size is important, RNNs have the advantage

that, the same RNN can be used to find anomalies at different scales. In HOT SAX, a

comparison is made for many pairs of windows for one window size. This thorough

comparison may be tolerable for short sequences, but a trained RNN can analyze a

long sequence for anomalies based on a shorter sample. Furthermore, the mathematics

of RNNs naturally accept multivariate sequences.

Through the previous discussion, the advantage of using autoencoding RNNs as described

in this work, in comparison to other techniques, can be summarized in a few questions. A

negative response to the following questions for the alternative gives RNNs an advantage.
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• Is only the test sequence needed to determine how anomalous it is?¬ (Is a summary

of the data stored?)

• Is it robust against some window length?

• Is it invariant to translation? (Is it invariant to sliding a window?)

• Is it fundamentally a sequence modeler?

• Can it handle multivariate sequences?

• Can the model prediction be associated with a probability [76]?

• Can it work with unlabeled data? If not, is it robust to anomalous training data?

• Does it not require domain knowledge?

Finding a technique with all these advantages is difficult. But, as mentioned in the

Introduction chapter, the work in [2] is the closest to the work described here so some

comparison is merited. In [2], the RNN is trained to predict a set length of values ahead for

every (varying length) subsequence that starts at the first point. Although this training

setup was used to avoid dealing with windows (as an advantage), the choice of the prediction

length remains arbitrary and its effect on finding anomalies at different scales is not studied.

In this work, although windows were found to be needed to detect anomalies, the only

choice made regarding their length was to set some minimum meaningful length for the

training samples® (not the scale of the anomaly). In fact, specifying a window size for the

prediction errors (as in Section 5.5) can be seen as an advantage because it allows detection

of anomalies at different scales as a desired choice for the investigator. Furthermore, [2]

uses normal data for training thereby not providing evidence that their process can tolerate

¬This is related to generative versus discriminative models. Generative models are preferred for anomaly
detection.

Clarification provided in electronic exchange with author, P. Malhotra.
®Another way of seeing the difference in the mode of operation between the two RNN setups is by

considering their mappings. In [2], an arbitrary subsequence is mapped to a fixed length sequence while in
this work an arbitrary subsequence is mapped to itself.
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anomalous data. But in contrast to this work, evidence for anomaly detection in multivariate

time series is provided.

Unfortunately, the power of RNNs comes at high computational expense in the training

process. Not only is there a cost in finding RNN parameters (θ), but there is also a cost in

finding RNN hyper-parameters which can include parameters specifying RNN architecture

as well as parameters specifying training algorithm parameters.

Given the results of this work and how it compares to other techniques, it can be

concluded that autoencoding RNNs can be used to detect anomalies in arbitrary sequences,

provided that an initial training cost can be managed.

6.1 Further Work

The text ends with a list of further work directions with potential to strengthen the case for

using autoencoding RNNs in anomaly detection. As the list is mainly concerned with the

RNNs, and much progress has been made in RNN research recently, the list is not exhaustive.

Furthermore the rapid progress might render items in the list as outdated in the near future.

Better optimize presented work. More training epochs and more LSTM layers could

have found more optimized parameters. Also, variations in the training data on the

length scale of the sequence (trends) should be removed. These optimizations are

important to effectively learn normal sequence patterns.

Use autocorrelation to determine a minimum window width. In the sampling

process, the minimum window length was manually determined such that the length

captured meaningful dynamics. This length can be systematically determined by using

information from the sequence’s autocorrelation.

Accelerate training.

Normalize input. Although not required, some carefully chosen normalization of

data could help. Another normalization scheme to consider is found in a recent
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paper [118] which suggests using normalization based on mini-batch statistics to

accelerate RNN training.

Find an optimum mini-batch size. Some redundancy in the mini-batch is desired

to make smooth progress in training. However, if the mini-batch size is too

large (too redundant), a gradient update would involve more computations than

necessary.

Use dropout to guard against overfitting. In this work, to guard against overfitting,

a corrupting signal is added which depends on the value of the data. In dropout,

regardless of the values of the data, a small portion of nodes in a layer can be deactivated

allowing other nodes to compensate. Dropout was first applied to non-recurrent neural

networks but recent study [119] explains how dropout can be applied to RNNs.

Experiment with different RNN architectures.

Experiment with alternatives to the LSTM layer. Over a basic RNN, the LSTM

imposes more computational complexity as well as more storage requirements (for

the memory cell). Gated Recurrent Units (GRU) [120] are gaining in popularity

as a simpler and cheaper alternative to LSTM layers.

Experiment with bi-directional RNNs. Bi-directional RNNs [121] incorporate

information in the forward as well as reverse direction. They have been successfully

used with LSTM for phoneme classification [122].

Experiment with more connections between RNN layers. A better model

might be learned if non-adjacent layers are connected [82] (through weights)

because it allows for more paths for information to flow through.

Incorporate uncertainty in reconstruction error. The output from a RNN can be

interpreted to have an associated uncertainty [76]. It follows that it should be possible

to get high or low error signals associated with high uncertainty which should affect
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the interpretation of the existence of an anomaly (see Reconstruction Distribution,

Section 13.3, in [81]).

Objectively compare anomaly detection performance against other techniques

over a range of data. While certain disciplines might have benchmark datasets

to test anomaly detection, measuring the generality of a technique by evaluating its

performance over a wide variety of data is not widespread¯. To solve this problem,

Yahoo recently offered a benchmark (labeled) dataset [123] which includes a variety of

synthetic and real time series.

Methods based on non-linear dimensionality reduction might be competitive [124].

Find anomalies in multivariate sequences. The NASA Shuttle Valve Data [125] is an

example which was used in [111] and the well-known HOT SAX [32] technique.

¯Perhaps this is due to the difficulty in finding a general technique.
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Chapter A: Reproducible Computational Infrastructure«

A.1 Introduction

There has been much attention recently paid to reproducible computational research [126].

In some cases, just providing the computational code and data, along with some instructions,

is sufficient to be able to reproduce a computational experiment. However, typically code

relies on libraries and other support facilities which complicates the computational setup.

So, just providing the computational code is not sufficient to ensure reproducibility (at least

not easily). Some domains have managed this complexity somewhat by providing specific

solutions. As examples, Galaxy is used in genome analysis [127], Madagascar in geophysics

[128], WaveLab in signal processing [129], and Bioconductor in computational biology and

bioinformatics [130]. These solutions can be seen as platforms onto which instructions can

be provided to reproduce results.

However, these solutions do not address computational infrastructure setup in addition to

being limited to their domains. ‘Infrastructure’ here means aspects related to both hardware

and software. While the importance of hardware is not emphasized as much as software

in reproducibility¬, it is best to think of hardware as clean slates onto which software is

installed, beginning with the operating system. In fact, some computational code requires

certain hardware like graphics processing units (GPUs). Furthermore, computational codes

might interact with (non-computational) services provided by the operating system and/or

non-computational services that perhaps are closely associated with the operating system.

Therefore providing instructions, in the form of code, that specify the hardware and software

«The code described in this chapter is referenced under DOI 10.5281/zenodo.45950
¬This is because the quantitative programmer is usually highly removed from hardware details. The same

cannot be said of software dependencies.
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has much value for reproducibility. The benefit from having such instructions is not limited

to ensuring integrity of results; the iterative work process is greatly enhanced because this

level of reproducibility implies automation.

Many software tools from information technology (not specific to high-performance

computing) automate infrastructure setup. As such, the results presented in Chapter 5, were

obtained by using an automated process that used some of these information technology

tools. Furthermore, while being motivated by a problem encountered in this work, the

process has been separated out as an independent solution applicable to any computational

problem.

The following sections describe the problem and, in turn, its solution.

A.1.1 Motivation

The Bayesian optimization process, explained in Section 5.4, requires the coordination of

many components. The general problem is explained here but refer to Chapter B for the

specific solution components. The components must satisfy the following requirements:

• the provisioning of a MongoDB database so that Spearmint could store its optimization

progress in it

• the provisioning of a database to store RNN parameters after every training iteration

• the coordination of training runs on potentially multiple compute machines where a

RNN training run is for certain hyper-parameters (a coarse form of parallelization)

Furthermore, two operational requirements can be added as well:

• There should be an automated (reproducible) process that sets up these components.

• The investigator should be able to seamlessly transition from testing and development

on his/her local machine to ‘production’ execution on a remote machine. That is, the

investigator’s workflow should be uninterrupted.
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So the challenge is twofold: the reproducibility of each component and the reproducibility

of the setup. This implies that the setup should occur in clean, isolated environments.

A.2 Solution Elements

Some solutions solve certain parts of the previously listed requirements. They can be

evaluated based on their degree of reproducibility and automation.

local virtual machine: VirtualBox. This software virtualizes all the workings of a ma-

chine into a process running on a (local) host operating system.

However, on its own, VirtualBox does not provide a systematic and generic way of

provisioning the machine as well as provisioning software on the machine.

local virtual machine automation: Vagrant. By providing Vagrant with instructions

in a file, virtual machine setup can be automated.

Vagrant can control VirtualBox by specifying virtual machine hardware as well a

machine image (file) which typically includes an operating system installation at least.

While a virtual machine provisioned automatically provides an isolated, reproducible

environment for work, it needs to exist in the context of being a part of a network of

machines. So, ideally, after a minimal initial provisioning, the virtual machine should

be treated as just another machine regardless of the fact that it exists virtualized

locally.

application reproducibility: Docker. From instructions in a file, Docker can create an

isolated application image.

Docker has recently emerged as an easy yet powerful way to work with (isolated)

application containers. Furthermore, the image execution is portable as long as

the destination machine has compatible hardware architecture which has obvious

advantages when working with multiple machines. Also, by persisting the image, the

application can be started swiftly since the image is the result of potentially lengthy
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software installation processes. In the context of computational research, it is possible

to have isolated, reproducible containers for, as examples, databases, computational

code, and computational task management. While Docker provides a great deal of

application reproducibility, it is not involved in machine provisioning.

distributed Docker support: Weave and CoreOS. Weave and CoreOS facilitate the dis-

tributed operation of Docker containers.

Given that Docker was identified as an important solution component, it follows

that Docker-specific solutions should be chosen that facilitate distributed application

execution. Weave provides global private network addressing for each container. CoreOS

is a Linux operating system designed for distributed, containerized applications. As

such, it is delivered with minimal software and services as containers are assumed to

be the primary method by which software and services are added. In the context of

computational research, this ensures the fastest possible execution of computational

code since the operating system is not running unnecessary processes.

remote machine facility: Amazon Web Services (AWS). AWS provides high-

performance compute machines, including machines equipped with GPUs, running

CoreOS.

What is important for the purpose of automation is that AWS provides a programmatic

interface for the provisioning of machines. However, the choice of AWS is not critical

because AWS can be substituted by other providers with comparable facilities.

global automation: Ansible. Ansible is the highest-level automation software that can

orchestrate the infrastructure setup process (in full).

Ansible can be used to generically provision machines, local or remote, virtual or physical.

Ansible can also be used to provision software, containerized or not. Furthermore, the

provisioning of hardware and software can occur in a coordinated fashion.
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A.2.1 Solution Stack

The solution elements can be organized into a ‘stack’ to help understand their place in an

overall solution. As depicted in Table A.1, the stack represents a technology dependency

where higher elements depend on lower elements. The goal is to be able to automatically

recreate this technology stack anywhere. As such, Ansible is not shown because it is an

automation tool that sets up the stack.

Table A.1: Container-oriented computational technology stack. Technologies in shaded cells
are under the influence of automation by Ansible. The parentheses around x64 indicate that
the hardware architecture is virtualized (under type-2 hypervisor). Table cells containing
ellipses are immaterial to the discussion.

application . . . . . .

container network Weave
app. containerization Docker

operating system CoreOS

machine (x64) x64

hypervisor VirtualBox . . .
hypervisor interface Vagrant AWS

host operating sys. Windows|OS X|Linux . . .

hardware x64 x64

local remote

The reproducibility of results from computation (at the application layer) is generally

not influenced by technologies lower in the stack. In fact, they can be swapped with other

technologies as long as the technology stack is compatible. But the automation ensures the

compatibility of the stack.

For reproduciblity of results, it is more a matter of convenience that the layers above

the hypervisor can be recreated locally and remotely. However, the technologies selected

facilitate portability of execution in several ways which allows for easier collaboration and

reproducibility of results starting at different levels. At the lowest level, the automation

code can recreate the full stack, locally and remotely, perhaps with different hypervisors.

So, at the container level, the highest level, Docker instructions can be used to recreate the
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application image. Alternatively, the image (itself) can be transferred to any compatible

machine for execution. At the application level, only the most independent codes are truly

portable. Practically all modern computational codes have complex dependencies which are

handled in a variety of ways. But by using Docker, dependencies are handled in the most

general way.

In fact, the level of encapsulation that Docker offers has been compared to that of

virtual machines (inaccurately). But unlike a virtual machine, it does not suffer from

the additional overhead incurred by running an operating system and possibly virtualizing

hardware as well. In fact, the overhead of running Docker is negligible. So if the concern is

just running a typical application, transferring a Docker image is preferable to transferring a

virtual machine image®.

But speaking of a ‘stack’ on a machine, individually, does not address distributed

computing. Using multiple machines to accelerate computing is highly-desirable, if not

essential, depending on the application. This is where automating the entire stack on

any compute provider, homogeneously, becomes advantageous since the automation code

embodies the distributed environment. Therefore, even the distributed environment can be

reproducible.

A.2.2 Partial Solutions

Research-oriented cluster computing facilities were found to not satisfy the requirements

previously mentioned. Typically, the machines are provided with an operating system

installed with a restricted user account. This restricts the ease in which some software can be

installed although this can be mitigated somewhat if Docker is installed. Most importantly,

is that the use of research-oriented clusters does not facilitate a seamless transition from

local development to remote execution because the local and remote environments do not

match (unless the local environment is restricted to use the same technologies as the facility

which would limit portability of the setup process). So treating cluster computing providers

It is best to think of Docker containers as encapsulated processes.
® Applications requiring specialized hardware such as GPUs are not as transferable.
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as just providers of machines is advantageous because it allows the investigator to generically

automate the setup of the same computing environment on any facility.

While automating the setup on a research-oriented cluster is possible, StarCluster is

notable for automating the setup on AWS. Although the setup is convenient, StarCluster

otherwise is much like a research-oriented cluster computing facility but with more control

given to the user since administrative privileges on the operating systems are granted. Not

only is StarCluster restricted to AWS, but its technology stack is not designed for the primary

usage of Docker. Furthermore, the argument holds that StarCluster does not facilitate the

seamless transition from local development to remote execution due to the mismatch between

the environments.

A.3 Solution

Section A.2.1 discussed the advantages of having a homogeneous computing stack on any

hardware based on Docker solutions. This section will exhibit a ‘base’ infrastructure onto

which complex distributed applications can run. The end result is that the investigator gains

control of multiple machines all of which have almost identical environments. Figure A.1

depicts the base infrastructure in a technology layer-oriented view. Machines occupying the

top row in the diagram are designated as ‘compute’ machines.

The general infrastructure setup procedure, controlled by Ansible, is as follows:

1. File Share Setup

The base infrastructure begins with setting up resources on a user’s local machine to

enable the execution of applications on remote machines.

Central to this is sharing local files which provides persistence of data and executables

between instantiations of machines. The file share also provides convenience for

developing code on any machine which is especially powerful when using version

controlled code.

2. init Machine Setup
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The purpose of the init machine is to provide coordination services and other low

resource services to other machines in the network. In the base setup the init machine

provides two services:

File Share Expose

Through the use of Weave, the init machine sets up, transparently, local or

remote, access to the file share.

Docker registry

The init machine runs a Docker registry (of Docker images) so that any machine

can download service and computation applications for execution.

The images are built from code (in ‘Dockerfiles’) in an initialization process.

The images can modularly build on one another. For example, app1 and app2

(shown in Figure A.1) can build on a common lib image.

3. Compute Machine Provisioning

After the init machine is set up, compute machines can be brought into the set

of machines controlled by Ansible. Local compute¯ machines can be provisioned by

Vagrant which are well-suited for testing. Remote compute machines can be acquired

as well from AWS° for accelerated execution.

After the setup, the investigator can expect that the same commands will work on any

machine. Moreover, the set up can be executed on any (local) machine. This is demonstrated

in Chapter B.

More details on the setup and its use can be found in the code repository https:

//github.com/majidaldo/personal-compute-cloud.

¯ Non-virtualized local computing resources can be added to the network like app3 running on localhost
as shown in Figure A.1. But such operation is not the purview of the automation code.

° Other providers can be integrated by creating and modifying Ansible scripts.
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Chapter B: Reproducing Results

B.1 Introduction

This chapter shows the commands that were issued to obtain the results shown in Chapter 5.

The commands build on the infrastructure setup explained in Chapter A. Also, the commands

(themselves) specifically address requirements of the Bayesian optimization process driven by

Spearmint as described in Section A.1.1. As such they are the highest-level commands that

can be automated as well but were not to give the investigator some control over execution.

But the control is only operational as similar results should be obtained regardless of how

the computations are executed.

However, first, a set of ‘manual’ instructions are provided as well that are more typical of

instructions accompanying computational publications (if at all!). The manual instructions,

in contrast to the automated instructions, are not straightforward to extend for distributed

execution. Nonetheless, the automated execution is just encapsulating the manual procedure

with an automated one which embodies a distributed environment. So, becoming familiar

with the manual process helps with understanding the automated process.

In any case, all software used was current as of January, 2016. So, if the software version

is not identified, it can be assumed that it was current as of January 2016. So newer software

may work.

B.2 Manual Execution

0. Install prerequisite software.

Install the following. Using the versions indicated ensures reproduction of results ¬:

¬ Each has its own, possibly multiple, methods of installation! Furthermore, the listed software can
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Python: 2.7.11

NumPy: 1.10.1

SciPy: 0.16.0

scikit-learn: 0.16.1

MongoDB: 3.1.9

PyMongo: 2.8

psutil: 3.2

modified Spearmint: Git commit ccc503ae08798cb5ed9fd6090310de89b6d9b39f

from the repository at

https://github.com/majidaldo/Spearmint

Theano: Git commit fe58ada7cbf8b6fd031d9ad9b3c6c570b1717f9b

from the official repository at

https://github.com/Theano/Theano

Theanets: Git commit ae588cfd6b7b04c02a603ecfee4ba14c68d46ca2

from the official repository at

https://github.com/lmjohns3/theanets

1. Obtain main program code.

The main computational code is available at https://github.com/majidaldo/tsad.

Use Git commit 37703f3d10cf5ff26cc72cc8b7dff639cffda78c.

2. Set up.

1. Configure RNN storage.

With local execution of MongoDB, the server host must be set to localhost in

config.yml in the program code.

have their own prerequisites possibly with version restrictions. Therefore, using Conda from Continuum
Analytics is recommended for installing Python-based computational software. Conda can be obtained from
http://conda.pydata.org/miniconda.html.
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---

rnndb: localhost

2. Start MongoDB.

Usually, this involves some kind of invocation of the mongod command. Refer to

MongoDB documentation for specific instructions.

The MongoDB instance will store RNN parameters and Spearmint progress.

3. Change to sequence directory.

Each sequence optimization is associated with two executables and a Spearmint

configuration file in a directory in the experiments directory. The correspondence

between the names used in Section 5.2 to the directory names is as follows:

spike-1 spikelv

spike-2 spikereg

sine sin

power power

ECG ECG

ECG-PSG sleep

4. Configure Spearmint.

Ensure that Spearmint runs the non-distributed executable, o.py, by modifying

the contents of the configuration file, config.json, if needed. "o.py" should be

the value for the main-file attribute of the configuration file. Also, the address

attribute for database should be set to "localhost" since it is assumed that

a local MongoDB is running. With these settings, config.json should be as

follows.

{

"experiment-name": "power",

"database": {"address":"localhost"},

"language" : "PYTHON",

"resources" : {

"my-machine" : {
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"scheduler" : "local",

"max-concurrent" : 1,

"max-finished-jobs" : 20

}

},

"tasks": {

"main" : {

"type" : "OBJECTIVE",

"likelihood" : "GAUSSIAN",

"main-file" : "o.py",

"resources" : ["my-machine"]

}

},

"variables" : {

"nl" : {

"type" : "INT",

"size" : 1,

"min" : 1,

"max" : 2

},

"n" : {

"type" : "INT",

"size" : 1,

"min" : 1,

"max" : 10

},

"iter" : {

"type" : "FLOAT",

"size" : 1,

"min" : 0,

"max" : 1

}

}

}

In addition, the parameter space for the Bayesian optimization search can be set

by changing the min and max under the variables attribute. nl is the variable

name for number of RNN layers, l, while n is the number of nodes in a layer, n.

3. Run Spearmint.

python /path/to/Spearmint/spearmint/main.py .
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B.3 Automated Execution

1. Obtain automation code.

The code is available at https://github.com/majidaldo/tsad-sys. It is made of

several submodules so git should be used with the recursive option.

git clone --recursive https://github.com/majidaldo/tsad-sys

Then, change into the code directory and checkout the appropriate version.

git checkout 8f20b9768cd4c4ae83bbb8e156e5d7aa9fbb2565

The automation code also contains the computational code as a submodule in the

tsad directory.

2. Set up.

1. Set up automation.

Follow instructions according to the README file https://github.com/majidaldo/

personal-compute-cloud/tree/thesis0/README.md to initialize the automa-

tion, provision the init machine, and provision compute machines. There is no

need to change any system variable set in the automation code.

2. Start services.

ssh into the init machine to run services on it. The services (and compute

applications) are all Docker applications. Each application corresponds to a

directory within the docker directory in the automation code. The application

directories contain shell scripts to run the application.

1. Start MongoDB.

Change into the /project/docker/1111-mongodb directory and execute

./run.sh.

 Unfortunately the reproducibility of the automated computation is flawed because for most of the
software listed in Step 0 of the manual execution instructions, the version is not specified in the code.
Consequently, the most recent version is installed by default. However, the versions can be fixed easily by
modifying the appropriate command in the file docker/0100-computer/Dockerfile in the automation code
for CPU operation or docker/0111-computer-gpu/Dockerfile for GPU operation.

68

https://github.com/majidaldo/tsad-sys
https://github.com/majidaldo/personal-compute-cloud/tree/thesis0/README.md
https://github.com/majidaldo/personal-compute-cloud/tree/thesis0/README.md


2. Start the IPython controller®.

Similarly, change into the /project/docker/0200-ipycontroller directory

and execute ./run.sh.

The IPython controller handles the distribution of computational tasks across

workers. Its data is configured for storage in MongoDB as well.

3. Configure RNN storage.

Just like in manual execution, the RNNs are configured for storage in a MongoDB

database. So similarly, confirm that the database host is set to mongodb in

tsad/config.yml.

4. Configure Spearmint.

Again, like in manual execution, change into a sequence directory in tsad/

experiments. Ensure that Spearmint runs the distributed executable, po.py, by

modifying the contents of the configuration file, config.json, if needed. po.py

should be the value for the main-file attribute of the configuration. Furthermore,

set the number of concurrent compute workers Spearmint controls by changing

the value of the max-concurrent attribute.

Also, the address attribute for database should be set to "mongodb" since it is

assumed that a remote instance of MongoDB is running. With these settings,

config.json should be as follows.

{

"experiment-name": "power",

"database": {"address":"mongodb"},

"language" : "PYTHON",

"resources" : {

"my-machine" : {

"scheduler" : "local",

"max-concurrent" : 5,

"max-finished-jobs" : 20

}

® The IPython controller is part of IPython Parallel. Version 4.0.2 of IPython Parallel was used.
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},

"tasks": {

"main" : {

"type" : "OBJECTIVE",

"likelihood" : "GAUSSIAN",

"main-file" : "po.py",

"resources" : ["my-machine"]

}

},

"variables" : {

"nl" : {

"type" : "INT",

"size" : 1,

"min" : 1,

"max" : 2

},

"n" : {

"type" : "INT",

"size" : 1,

"min" : 1,

"max" : 10

},

"iter" : {

"type" : "FLOAT",

"size" : 1,

"min" : 0,

"max" : 1

}

}

}

In addition, the parameter space for the Bayesian optimization search can be set

in the same manner described in manual execution.

3. Run Spearmint.

In distributed operation, Spearmint is run as a coordinating ‘service’ so it is recom-

mended that the following steps are run on the init machine.

1. Enter compute environment.

Change into the docker directory that represents the computing environment,
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/project/docker/0100-computer. Then, start the environment with the follow-

ing command¯.

./run.sh ipykernel

Now, enter the environment by issuing the following Docker command.

docker exec -ti init-ipykernel-1 bash

Notice that the command includes init because the run.sh command assigns a

name to the Docker container that includes the hostname.

2. Execute.

Now inside the Docker container, change into the sequence directory in /data/

experiments and execute the following.

python ~/spearmint/spearmint/main.py .

4. Join compute workers.

The workers are IPython engines that connect to the IPython controller. Running com-

pute workers on compute machines provisioned by the automation is straightforward.

However, other workers can join as long as their environment is the same as that

described in the manual execution section. Instructions are provided for both.

Join automated workers.

ssh into a compute worker and run the following in the /project/docker/

0100-computer directory to start a compute container.

./run.sh ipyengine 1

The 1 indicates that just one worker will be started but the number can be

increased.

A NVIDIA GPU-equipped machine can start a GPU accelerated worker by running

the same command in the /project/docker/0111-computer-gpu directory.

¯This runs an IPython kernel but it is irrelevant.
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Computation progress can be monitored by issuing a docker logs command for

the container.

docker logs compute-machine-name-ipyengine-1

The 1 stands for the first worker started from the previous ./run.sh command.

The container name can be found from the list output from the command,

docker ps.

Manually join worker.

An IPython engine can join the group of workers if it establishes connectivity to

the MongoDB database and the IPython controller. Assuming the worker is on

the local machine setup as per the manual execution instructions in Section B.2,

connect the worker as follows.

1. Forward MongoDB and IPython controller network ports to the init

computer.

Instead of communicating to local services, local communication is forwarded

to services running on the init machine. Since the ports are forwarded from

the local machine, in the main program code directory (say, tsad) confirm

that the RNN code is communicating with MongoDB as if it were local; check

the contents file config.json so that it is as follows.

---

rnndb: localhost

Then, also in the tsad directory, navigate to the docker directory. In

the docker directory, the port.sh script forwards network ports. Forward

the MongoDB port with ./port.sh 27017. In another command console,

forward (one of) the IPython controller ports with ./port.sh 4321. Keep

the consoles open.

2. Start IPython engine.

From the tsad directory, start the IPython engine as follows.
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ipengine \

--file=/path/to/tsad-sys/files/\

.ipython/profile_default/security/ipcontroller-engine.json \

--ssh="core@init"\

--sshkey=/path/to/.vagrant.d/insecure_private_key

The tsad-sys directory is the automation code directory. In this command,

the IPython engine is making a SSH network tunnel to the IPython controller

residing in the init machine. The IPython controller writes its (dynamic)

network configuration to the ipcontroller-engine.json file on its start.

This information is available on the (outside) local machine through the

file share. For the location of the insecure_private_key file, check your

Vagrant installation.

B.4 Reproduction of Figures

The figures shown in Chapter 5 are produced in a separate process associated with the

production of this document. Figure production is not fully automated but the previously

described computation environment can used as a basis for producing the figures by following

the steps below.

1. Install data analysis and plot tools.

Install the following in a compute environment:

matplotlib 1.5.1

Seaborn 0.6.0

pandas 0.17.1

2. Obtain code for this document.

Download the code from https://github.com/majidaldo/tsad-docs. Then check-

out the appropriate version as follows.
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git checkout c524238ba7a4e514e6cb155afe42c3b4808048ed

3. Configure location of main computation code.

In the document code, change the path in figs/tsad.py to the location of the main

computation code.

4. Generate figures.

Assuming MongoDB is running, from the figs directory execute the following com-

mand.

python figs.py all

The figures will be produced as files written to the same directory.
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