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EXTENDED ABSTRACT

Inductive learning is a process of constructing general
descriptions of phenomena from scattered observations and specific
factz about them. This form of learning represenis a fundamental
sirategy by which people acquire knowledge about their
environment.

Recently, inductive learning has received increasing attention
from ariificial intelligence researchers, because it i3 viewed as a key
for improving methods of introducing knowledge into computers.
Kpowledge acquisition is the bottleneck in the development of
modern knowledge-intensive Al systems. Buch systems include
expert systems that provide consultation and advice ia various
demaina of application, vision systems, patural language
understanding systems, speech recognition systems and vision-
equiped robots.

The ceotral distinctive Feature of induciive learping
systems is that they have the ability to create, modify, generalize or
specialize complex symbolic descriptions. These descriptions may be
represented diflerently in different systems. They may be seta of
expressions in predicate or propositional logic, semantic networks,
decisions frees or the so-called frames or scripts. The latter
descriplions can be viewed as units of steoretypical knowledge about
some aspect of our experience, For example, a restaurant "script”
can be a sequence of typical events that bappen when one visits a
restaurant. A "room” [rame may be a data struclure speciflying
{ypical components of a3 room. Frames and scripts are usnaly
organited into a gemeralizationfspecialization hierarchy. Such a
bierarchy makes it possible for specialized frames (those representing
more specific concepts) to inberit properties of more general frames.
An example of a {rame-based inductive [earning system is AM
{(Lenat, 1981). Given a set of initial concepts about pumbers and
sets, as well as various heuristic rules, the aystem geperates new
concepts and new relationships. Those which score high on
"interestingness” attribute are retained, and those which score low
are forgotten. Thus, the working of the system cab be compared to
2 process of mathematical research.

An advantage of symbolic logic-based representations is that
they have a well defined syntax and semantics, and have precise
inference rules. Because of this, a aumber of researchers have naed
such Jogic-based descriptions. For a review of some methods using
logic as an underlying formalism see [Dietterich and Michalski,
1981], aud [Dietterich et al, 1981},
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The inductive learning process can be characterized formally
by the following paradigm:

Given:

(3} observationsl statements (factsj, F, that represent specific
knowledge about some objects, situations, processes, ete.,

(b) tfentative énductive sssertion (which may be null),

(] background knowledge that deBnes the assumplions and
tonstraints imposed om the observaticnal statements and
generated candidate inductive assertions, and any relevant
problem domain kaowledge. The last includes the preference
eriferion characterizing the desirable properties of the scught
inductive assertion.

Find:

An induclive ssyertien (Aypolhesis), H, that tautologically or
weakly implies the observational statements, and satisfes the
background koowledge.

A bypothesis H tautologically implies facts F if F is a logical
consequence of H, i.e., if the expression H ==> F js true under all

interpretations {'=>" denotes logical implication). This is expressed
as fotlows.

Hp F
FKH

{read: H specializes to F)
or

(read: F generafizes to H).

Symbols > and |< are called the specialization and
gencrafization symbols, respectively. If H => F is valid, and H is
true, then by the law of detachmeat {modus ponens} F must be true.
Deriving F from H (deductive inference), is, therefore, truth-
preserving. In contrast, deriving H from F (inductive inference) is
pot truth-preserving, but falsity-preserving, i.e., if some facts lalsify
F then they also must falsify H,

The condition that H weakly implics F means that facts F are
not certain but only plausible or partial consequences of H. By
allowing weak implication, this paradigm includes methods for
generating "soft” hypotheses, which hold only probabilistically, and
partial hypotheses, which account for some but aot all of the facts
fe.g., bypotheses representing 'dominant patterns' or characterizing

incossistent data).
Two major types of inductive learning can be distinguished:
L. learning from examples {concept acquistion)

2. learning  from  observation  {descriptive geaeralization)



In learning from examples there iy a teacher (or "oracle™) that
generates examples and counter-examples of the concept to be
learned. In lezrning from observation, there is no teacher the
system receives various facls and aitempts to produce from them a
consistent hody of general rulea,

Ab example of a simple inductive learning program is AQll
(Michalski & Larson, 1978). Given a set of vectors (sequences of
atiribute-value pairs) characterizing “positive® and "pegative”
examples of a concept, the system infers a general description of the
concept. For example, bere iz a decision rule for diagnosing a
soybean disease "Charcoal Rot” that was inductively learned from
several specific cases of the disease:

[leaves = o] & [stem = aba] & [internal discoloration = black|
::>> {Diagnosis = Charcoal Rot|

For contrast, the rule below describes the same disease, but
was formulated from a deBnition of the disease provided by 2 plant
pathologist:

Q{[time = Ju). Aug| & [precip. <= o] & |temp. >=1] &
lgrowth = abaf & [teaves = n} & [stem == abn| & [sclerotia = p| &
[roots = rotted| & [internal discoloration = black])

+

Q,{{damaged area = upland areas) & [severity = severe] &

{seed size = small v medium| & [# years crop repeated: "ER2]}
::> [Diagnosis = Charcoal Rot|

where Q, and Q, are coefficients representing sigpificant® and

"confirmatory” weights and “ERZ is a [function specifying the
dependence of the weight coefficient on the value of the variable
"#years crop repeated”;
1.0, il # yeara crop repeated >= 2
ER2c10,6. il # years crop repeated = 1
0.2, if crop not repeated

Operator "&" is evaluated as the avarage of the operands.
Underlined statements indicate the corespondence belween the two
riles, Details on these results can ke found in {Michalski and
Chilausky, 1980|. Examples needed for inductive learning do not
neccessarily have to be given by a teacher but may be generated as
results of experiments performed by a learning system {e.g.,
Mitchell, 1983).

A simple problem of deseriptive generalization is to construct a
classification of a given set of observations. Creating a classification
is often the first step in understanding and formulating a theory
about a collection of lacts. Research on this topic has been done
under tu~ headings of cluster analysis and numerical taxonemy.
This research relied solely on simple measures of similarity of
objects defined over a given sel of attributes. Classes were defined

a3 sets of objects whose intra-class similarity is bigh and inter-class
similarity is low. The major disadvantage of these methods is that
they are unable to take into comsideration background knowledge
about the objects and attributes. Nor can they generate new
atiributes or describe the classes {clusters) that they are creating.

AR interesting mew method that does not suffer from these
disadvantages i3 based on the so-called "conjuctive conceptual
clusterieg.” Given a set of observations, the method structures
them into 2 hierarchy of classes and produces a description of each
class. The description is in the form of a conjunctive statment
involving relations gver selected object attributes. The method and
a program CLUSTER implementing it are described by Mjchalski
and Stepp [1983].

The current research in the area of inductive learning explores
tssues of building complex structured descriptions, automatically
generating new attributes, concepts and heuristics, learning from
noisy data, applying apalogy in learning, and a host of related
problems. A review of contemporary research om inductive and
other forms of learning from artificial intelligence perspective is in
[Michalski, Carbonell, Mitchell, ete., 1983,
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