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This study explored the relationships among high school students’ reading 

comprehension achievement, three latent constructs (reading comprehension strategy use, 

reading comprehension strategy instruction, reading attitudes), and five control variables 

(gender, minority status, socio-economic status [SES], class time, class size).  The 

purpose of this study was to examine the effects of the latent and control variables on 

reading comprehension achievement, direct effects among the latent constructs, effects of 

the control variables on the latent constructs, and group differences in reading 

comprehension achievement and the latent constructs across the control variables.  Data 

were obtained from the Program for International Student Assessment (PISA) 2009, 

including 5,233, 15-year-old students from 165 schools.  Structural equation modeling 

results indicated 33% of student differences in reading comprehension achievement, 17% 

of differences in reading strategy use, 0.3% of differences in reading strategy instruction, 

and 15% of differences in reading attitudes were accounted for by their predictors.  The 
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results also suggested that all three latent factors predicted reading comprehension 

achievement, reading comprehension strategy instruction and reading attitudes predicted 

reading comprehension strategy use, and reading comprehension strategy instruction 

predicted reading attitudes.  Further, the findings revealed socio-economic status 

predicted all three latent constructs and reading comprehension achievement, gender 

predicted reading comprehension strategy use and reading attitudes, and minority status 

predicted reading comprehension achievement and reading comprehension strategy use.  

Additionally, the results implied class time predicted reading comprehension 

achievement, reading comprehension strategy use, and reading comprehension strategy 

instruction; and class size predicted reading comprehension achievement and reading 

comprehension strategy use.  Finally, the results indicated reading comprehension 

achievement differences across all five groups; reading comprehension strategy use 

differences across gender, minority status, socio-economic status, and class time; reading 

attitude differences across gender, minority status, and socio-economic status; and class 

time group differences in reading comprehension strategy instruction.  Implications, 

limitations, and recommendations for future research were discussed. 
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Chapter One 

Over the past 20 years, preventing reading failure has become a national priority 

(Al Otaiba & Fuchs, 2006).  Currently, improving students’ reading proficiency is one of 

the most important educational initiatives in the United States because the ability to 

comprehend text is critical to obtaining an education and is strongly associated with 

academic achievement (Calhoon, 2005).  According to Mastropieri and Scruggs (1997), 

reading comprehension is one of the most vital academic skills students need to learn.  It 

is essential for academic and lifelong success in any literate society, and it is becoming 

ever more critical considering the increasing reading demands of daily life (Shang, 2010). 

Problem and Background 

Despite the ongoing national focus on preventing reading failure, there are many 

students in the US who continue to have difficulty learning to read (Reis et al., 2007).  

Although there is an extensive knowledge base focused on students’ reading acquisition 

including how to remediate early reading problems, improving students’ reading 

proficiency remains an ongoing challenge for educators.  It is particularly challenging as 

students get older, and the text and content demands become increasingly complex.  

Nevertheless, it is crucial for teachers to prevail in the face of these challenges, because 

students’ failure to acquire proficient reading comprehension skills can negatively impact 

their overall school performance (Schenck, Walker, Nagel, & Webb, 2005). 
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Reading comprehension achievement. Although reading comprehension is the 

foundational skill on which academic success depends (Fuchs et al., 2002), a large 

number of students enter high school with significant reading deficits.  Sadly, many high 

school students in the US are unable to comprehend grade level texts.  In fact, on the 

2015 National Assessment for Educational Progress (NAEP) the average score of the 

majority of 12th grade students fell below the benchmark for proficiency (National 

Center for Education Statistics [NCES], 2017).  Among the 62% of 12th graders who 

scored below proficient, 37% scored on the basic reading proficiency level, and 25% 

scored the below basic level of proficiency (NCES, 2017).  Practically speaking, these 

test scores indicate that 62% of 12th grade students in the US possess little to no mastery 

of the minimum reading skills necessary to perform everyday grade-level school work 

(Reis et al., 2007).  Additionally, according to Hurst, Franklin, and Scales (2010), some 

struggling high school students even have difficulty reading above a second grade level. 

Student level predictors of reading comprehension achievement. There are 

several individual characteristics that can impact students’ reading comprehension 

achievement including their gender, minority status, and their socio-economic status 

(SES).  In a review of the literature related to gender based reading disparities, Logan and 

Johnston (2010) reported that significant gender based reading achievement differences 

favoring girls have been found with elementary and secondary aged students.  Logan and 

Johnston (2010) also pointed out that girls and boys naturally use different types of 

strategies to comprehend what they read.  While there is a sufficient amount of research 

evidence to support this claim in terms of elementary aged students, there are relatively 
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few studies that have explored gender based differences in high school students’ reading 

comprehension strategy use (Denton et al., 2015).  Similarly, race/ethnicity and SES 

based differences in high school students’ reading comprehension strategy use are also 

understudied topics (Flowers, 2007).  While there is a lack of research examining the 

influence of gender, minority status, and SES on high school students’ reading 

comprehension strategy use, there is existing research focused on the relationships 

between these factors and high school students’ overall reading achievement. 

A common assumption regarding academic gender differences is that boys 

outperform girls in math and science, whereas girls perform better in reading, social 

studies, and languages.  However, an inspection of the research indicates that these 

assumptions do not always hold true; studies of gender differences in reading 

achievement do not consistently produce results favoring girls (Lietz, 2006).  Some 

studies showed that boys outperformed girls, other studies reported that girls 

outperformed boys, and still other studies reveal no gender differences in reading 

achievement (Chui & McBride-Chang, 2006).  Gender differences in reading 

achievement favoring girls are often found in large scale studies of national and 

international reading assessments (Logan & Johnston, 2010).  However, it must be noted 

that the results of studies with very large sample sizes need to be interpreted cautiously 

because with large samples relatively small, and not necessarily meaningful, performance 

differences can still yield statistically significant results. 

In the research literature, reading achievement is often determined by a single 

outcome measure and reported in terms of gender without consideration of other 
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influential variables such as a students’ minority status or SES.  In the 1960s, the 

Equality of Educational Opportunity Report, also known as the Coleman Report, revealed 

significant racial/ethnic and SES gaps in student achievement (Coleman et al., 1966).  

Although some research evidence regarding the effects of race/ethnicity and SES on 

student achievement existed prior to the Coleman Report, the significant results of the 

study drew new attention to these areas of student need.  The heightened focus on these 

disparities in student achievement also sparked a host of new concerns that initially lead 

to a major growth in the amount of research centered on the minority and SES 

achievement gaps (Lee, 2002).  The increased interest was not limited to the effects on 

students’ overall achievement; the body of literature addressing minority and SES 

reading achievement gaps grew as well. 

Since that time, differences in reading achievement have been frequently 

investigated and consistently found based on students’ minority status and SES.  For 

example, the average longitudinal NAEP reading scores from 1992 through 2009, 

indicated that white students, in every grade tested (fourth, eighth, and 12th), scored 

higher than their African American and Hispanic peers each year the test was given, and 

higher than their Asian peers in all but two assessment years (National Center for 

Education Statistics [NCES], 2011c).  More specifically, Reardon, Valentino, and Shores 

(2012) stated that upon entering high school, the reading skills of African American and 

Hispanic students are approximately three years behind those of white and Asian 

students.  Similarly, Sulkunen (2013) found that, in reading, students with a higher SES 

typically outperform students with a lower SES.  Indeed, on average, the reading 
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achievement of eighth graders with a low SES is comparable to third graders with a high 

SES (Buckingham, Beaman, & Wheldall, 2014).  In other words, there is about a five 

year reading gap in favor of students with a high SES.  Further, Reardon et al. (2012) 

reported that the SES reading achievement gap is growing. 

Reading comprehension strategies. Numerous high school students struggle 

with comprehension even though they can accurately decode and understand the meaning 

of individual words.  While these skills are certainly vital to reading comprehension, they 

are insufficient.  The ultimate goal of reading is to comprehend, or understand, the 

meaning of a text to obtain knowledge from the ideas communicated by the author.  

While fluency is essential for comprehension, the meanings of individual words are not 

simply combined to obtain an understanding of the meaning of a complete sentence, 

paragraph, or an entire text (Klein, 2008; Nation, 2001).  Rather, comprehension occurs 

when a student extends their thinking beyond the individual words in the text to obtain a 

deeper understanding of the meaningful ideas, and the relationships among those ideas 

presented by the author (McNamara, Ozuru, Best, & O’Reilly, 2007).  This process 

requires the knowledge of a diverse set of reading comprehension strategies and skills. 

Good readers read with fluency and employ the sophisticated skills and strategies 

necessary to comprehend and retain what they read in texts (Edmonds et al., 2009).  For 

some students, the process of moving from comprehending individual words to 

meaningful ideas happens effortlessly (Rogoff, 2003).  However, for other students, early 

reading skills do not naturally translate into more complex comprehension skills.  As 

these students advance past elementary and middle school, their comprehension breaks 
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down as the level of texts become more challenging (McNamara et al., 2007).  Many of 

these students, including those with acceptable fluency, struggle to comprehend texts 

because they lack the knowledge of and/or inadequately use reading strategies to support 

their comprehension (Cantrell & Carter, 2009). 

While reading has been a prevalent topic in academic research over the years, 

much of the focus has been on early reading skills (Hagaman & Reid, 2008).  Research 

interest in foundational reading skills is understandable because they are integral to 

successful reading development (National Reading Panel [NRP], 2000).  However, due to 

the concentration on basic reading skills, the body of research centered on improving the 

reading proficiency of adolescent students is relatively limited (Cantrell & Carter, 2009).  

Nevertheless, there is evidence within the existing literature that students’ use of reading 

strategies is a significant and positive predictor of high school students’ reading 

comprehension achievement (e.g., Cromley & Azevedo, 2007; Denton et al., 2015; 

Hong-Nam, Leavell, & Maher, 2014; Shera, 2014). 

Reading comprehension strategy instruction. A federal report from the 

National Reading Panel (NRP) suggested instruction that explicitly taught reading 

comprehension strategies positively impacts high school students’ reading achievement 

(Biancarosa & Snow, 2006).  Further, Ness (2009) reported that the reading achievement 

of high school students improve when teachers explain and model reading strategies, and 

provide guided and independent practice with feedback until students begin to use the 

strategies independently.  This suggests that high school students, especially those with 

reading difficulties, should receive explicit reading comprehension strategy instruction.   
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However, the lack of a clear understanding about content area reading strategies 

and high school students’ reading strategy use often causes teachers to be unsure about 

which strategies to teach and how to most effectively teach them.  Unfortunately, most of 

the existing research focused on effective reading comprehension instruction has been 

done at the elementary level (Cantrell & Carter, 2009).  Although the research base 

regarding the unique needs of struggling high school readers is growing, not enough is 

yet known about how to best address their reading difficulties (Somers et al., 2010). 

School level predictors of reading comprehension achievement. There are also 

several school level characteristics that can impact students’ reading comprehension 

achievement including class time and class size.  Notwithstanding the research evidence 

confirming the positive relationship between reading comprehension strategy instruction 

and reading achievement, the likelihood that students receive any type of reading 

comprehension instruction after fifth grade is rare (Irvin, Meltzer, & Dukes, 2007), this is 

especially true in high schools.  Multiple studies, detailed in the literature review, reveal 

that little to no time is devoted to reading comprehension strategy instruction in U.S. high 

schools (e.g., Swanson et al., 2016; Wexler, Mitchell, Clancy, & Silverman, 2016). 

Increasing class time has become a major policy initiative in countries that belong 

to the Organization for Economic Cooperation and Development (OECD).  The focus on 

increasing class time resulted from sizable differences in classroom instruction time 

repeatedly used to account for considerable achievement disparities across the countries 

(Huebener, Kuger, & Marcus, 2016).  Several studies discussed in the literature review 

provide evidence of a positive relationship between reading class time and reading 
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achievement (e.g., Cattaneo, Oggenfuss, & Wolter, 2016; Huang, 2015; Kasapoglu, 2014; 

Lavy, 2015).  Although there are some existing studies that have examined this 

relationship, minimal focus has been given to this topic (Huebener et al., 2016), and 

additional research in this area is needed. 

Class size is another school factor associated with instruction that positively 

influences academic achievement (Graue, Hatch, Rao, & Oen, 2007).  The relationship 

between class size and academic achievement has been a longstanding topic in 

educational policy debates.  Advocates for reducing class sizes contend that small class 

size should be a core policy in education.  Whereas, opponents of class size reduction 

(CSR) who are skeptical about its’ true advantage to student learning, argue CSR is not 

cost effective (Harfitt & Tsui, 2015).  Unfortunately, inconsistencies within the limited 

body of class size literature have done little to squelch this debate. 

A preponderance of the evidence reported in class size studies conducted over the 

last 40 years comports with teachers commonly held beliefs that small class sizes 

positively effect student achievement.  Yet, some researchers have found contradictory 

results in which class size had no impact on achievement (e.g., Hoxby, 2000; Leuven, 

Oosterbeek, & Rønning, 2008; Milesi & Gamoran, 2006).  And other researchers assert 

findings of significant relationships between large class sizes and student achievement 

(Johnson, 2000; Shin & Chung, 2009).  Most prior class size research has measured its’ 

effect on elementary student achievement, and significantly less has explored its’ 

influence on high school student achievement.  Moreover, class size research specifically 

focused on reading achievement has exclusively studied elementary age students.  
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Consequently, no research, in the class size or reading literature, was located regarding 

the role class size plays in the reading achievement of high school students. 

Reading attitudes. In addition to the student and school level variables associated 

with reading comprehension achievement, there is evidence in the literature suggesting 

that high school students’ reading achievement is influenced by their attitudes toward 

reading.  Even though the association between students’ reading attitudes and reading 

achievement has been studied for many years, there is still no general agreement 

regarding the overall importance of this relationship (Petscher, 2010).  Various issues 

make it difficult to conclusively assess the nature of the relationship between reading 

attitudes and reading achievement.  The main difficulty is that the reported direction and 

magnitude of this relationship are inconsistent across studies.  Specifically, the 

correlations in earlier research often range between .20 and .40, whereas more recent 

studies report correlations ranging from .60–.70 (Petscher, 2010). 

Although still somewhat unclear, evidence of a relationship between students’ 

reading attitudes and their reading achievement make it important to understand how 

their attitudes toward reading interact with other individual student characteristics.  It is 

also important to understand how to strengthen high school students’ reading attitudes, 

given the evidence that elementary, middle, and high school students’ attitudes toward 

reading decline over time (Bokhorst-Heng & Pereira, 2008; Gökhan, 2012; McKenna, 

Kear, & Ellsworth, 1995).  Unfortunately, like most other areas of interest in this study, a 

majority of reading attitude research focuses on elementary age students (McKenna, 

Conradi, Lawrence, Jang, & Meyer, 2012).  Moreover, little research has focused on the 
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relationship between high school students reading attitudes and reading comprehension 

strategy use (Lim, Bong, & Woo, 2015).  Further, while there is existing research that 

examined the relationships between high school students’ gender and reading attitudes 

(e.g., Bussert-Webb & Zhang, 2016; Gökhan, 2012; Jhang, 2014; Lim et al., 2015) and 

between their SES and reading attitudes (e.g., Gökhan, 2012), no studies regarding the 

relationship between their minority status and reading attitudes was located. 

Conclusion. The pervasive inability to effectively remediate U.S. high school 

students reading deficits, as evidenced by their alarmingly low levels of proficiency, has 

led to an increased number of college students who have difficulty reading.  According to 

Falk-Ross (2002), many new college students arrive ineptly prepared for the stringent 

reading requirements of most college courses.  And the number of freshman who enter 

college with less than adequate reading comprehension ability is steadily increasing 

(Falk-Ross, 2002).  According to the National Center for Education Statistics (NCES), in 

the 2011-2012 school year, more than 1.5 million college freshmen had to enroll in a 

remedial reading course (National Center for Education Statistics [NCES], 2014).  The 

number of students currently entering college in need of reading remediation has grown 

significantly, from the approximately 950,000 students who needed it in the 2003-2004 

school year (NCES, 2014).  These statistics confirm assertions made in recent years by 

numerous colleges/universities and business, that a vast number of high school graduates 

are unable to effectively comprehend complex texts (Hasselbring & Goin, 2004). 

The importance of reading proficiency extends well beyond the classroom.  It is a 

prerequisite for students to become successful, productive adults (Hagaman & Reid, 
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2008).  Reading proficiency has a considerable bearing on success in life because reading 

difficulties undermine the mastery of language as well as the understanding of general 

world knowledge (Calhoon, 2005).  Reading difficulties are exceedingly detrimental in 

today’s society because, to one degree or another, everyone’s life depends on knowledge 

obtained from text (Savolainen, Ahonen, Aro, Tolvanen, & Holopainen, 2008).  This 

knowledge is extremely valuable in that it fosters a sense of personal, social, and 

intellectual worth while simultaneously providing the necessary awareness for adequate 

functioning in our increasingly text oriented society (Harris & Hodges, 1995). 

Purpose Statement 

Considering the ongoing reading failure of countless U.S. high school students, 

the overarching purpose of this study was to examine several relationships associated 

with reading comprehension with the goal of substantiating new paths to increasing 

proficiency.  The specific purpose of this correlational investigation was twofold.  The 

first objective, due to the inconsistent and/or incomplete evidence in the reading research 

literature defining these relationships, was to examine the relationships among U.S. high 

school students’ reading comprehension strategy use, reading comprehension strategy 

instruction, reading attitudes, and their reading comprehension achievement (as measured 

by the PISA 2009 U.S. Reading Literacy achievement scores).  Five student and school 

level control variables (i.e., gender, minority status, SES, class time, and/or class size) 

were also included in the investigation based on existing research evidence suggesting 

that they have a significant relationship with one of the latent constructs and/or with 

reading comprehension achievement.  The second objective of this study was to examine 
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group differences in U.S. high school students’ reading comprehension achievement, 

reading comprehension strategy use, reading comprehension strategy instruction, and 

reading attitudes across the five student and school level control variables with the intent 

of developing a more robust understanding of these unique relationships. 

Research Questions 

The following research questions were used to guide this investigation: 

1. Do the observable indicators selected to measure the three latent constructs (i.e., 

reading comprehension strategy use, reading comprehension strategy instruction, 

and reading attitudes) appropriately define them? 

2. Are there direct and indirect effects among the five student and school level 

variables, the three latent variables, and high school students’ reading 

comprehension achievement? 

a. What are the direct and indirect effects of the three latent constructs and 

the five student (i.e., gender, minority status, and SES) and school (i.e., 

class time and class size) level variables on high school students’ reading 

comprehension achievement? 

b. What are the direct effects among the three latent constructs (i.e., reading 

comprehension strategy use, reading comprehension strategy instruction, 

and reading attitudes)? 

c. What are the direct effects of the five student and school level variables on 

the three latent constructs? 
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3. Are there significant group differences in high school students’ reading 

comprehension achievement, reading comprehension strategy use, reading 

comprehension strategy instruction, and reading attitudes across the five student 

(i.e., gender, minority status, and SES) and school (i.e., class time and class size) 

level variables? 

Hypotheses 

Several hypothesized relationships among the control variables, reading 

constructs, and reading comprehension achievement are proposed for testing in this 

study.  Figure 1 illustrates the hypothesized relationships among the variables, based on a 

review of relevant empirical and theoretical research.  The first hypothesis is that each 

latent variable will positively correlate with the two other latent variables.  Specifically, it 

is expected that high school reading attitudes will positively correlate with reading 

comprehension strategy instruction.  It also expected that strategy use will be positively 

correlated with reading attitudes and reading comprehension strategy instruction. 

Next, it is hypothesized that each of the five control variables (gender, minority 

status, SES, class time, and class size) and each of the three latent variables (reading 

comprehension strategy use, reading comprehension strategy instruction, and reading 

attitudes) will have a direct effect on the reading comprehension achievement.  No 

indirect effects of the eight control and latent variables on reading achievement are 

hypothesized.  However, for exploratory purposes, the indirect effects of these variables 

in reading achievement will be included in the structural regression model. 
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Figure 1. Hypothetical model of the proposed relationships among study variables. 
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It is also hypothesized that reading comprehension strategy instruction, gender, 

minority status, and SES will have a positive direct effect on reading strategy use and 

their attitudes toward reading.  Additionally, it is hypothesized that reading attitudes, 

class time, and class size will each positively impact reading strategy use.  Further, direct 

effects of class size and class time on strategy instruction are hypothesized. 

Finally, significant group differences in reading strategy use, reading strategy 

instruction, reading attitudes, and reading achievement across the five student and school 

level variables are hypothesized.  Considering the results of existing research related to 

these hypotheses of group differences, it is anticipated that the results of the MIMIC 

analysis for each of the four variables will favor girls, nonminority students, students 

with a high SES, more reading instruction class time, and smaller class sizes. 

Rationale and Significance 

The development of students’ reading proficiency has, and will, always be a 

critical element of education because a students’ failure to comprehend text can lead to 

long-term academic, psychological, social, behavioral, and economic hardships.  

Obtaining a better understanding of the important relationships among high school 

students’ reading comprehension achievement, strategy use, reading strategy instruction, 

and reading attitudes was the fundamental motivation for this investigation. 

There were several reasons why the population of high school, versus secondary, 

students were selected as the focus of this study.  First, the construct of secondary 

students has been inconsistently defined across various educational references (both 

research and non-research).  At times, the term was used to refer to students in grades 
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five or six through 12 while other times it referred to students in grades nine through 12.  

Second, the population of high school students, versus all secondary students, was 

selected for this study due to the dearth of empirical research specifically targeting the 

reading needs of high school students (Cantrell & Carter, 2009; Kamil, 2008b).  Third, 

although the sample of students in the U.S. portion of the PISA 2009 dataset represented 

grades 8-12, only four (0.1%) students were in the eighth grade.  Finally, four concerning 

downward trends from the 1998-2015 NAEP, unique to the reading comprehension 

achievement of 12th grade students, highlight the importance of specifically focusing on 

improving the reading proficiency of high school students.  First, from 1998 to 2015 the 

number of 12th grade students who scored at proficient decreased from 36% to 31%.  

Also, the total number of 12th grade students who scored below proficient increased from 

59% in 1998 to 63% in 2015.  Further, of the students who scored below proficient, the 

number of students who scored at the basic level decreased from 39% to 35% while the 

number of students scoring below basic increased from 20% to 28% (NCES, 2017). 

Various studies have reported positive relationships among high school students’ 

reading comprehension achievement, strategy use, reading strategy instruction, and 

reading attitudes, and between these constructs and various student and school level 

characteristics such as gender minority status, SES, class time, and class size.  However, 

until recently, reading research has primarily centered on elementary age students, and 

most research with struggling readers beyond elementary school has only focused on 

students as old as eighth grade (Kamil et al., 2008b).  Thus, less research attention has 

been given to improving the reading comprehension achievement of high school age 
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students (Cantrell & Carter, 2009).  Further, most extant multivariate research on high 

school students’ reading comprehension achievement typically utilize a restricted design 

that examines a limited number of predictor variables (Silva, Verhoeven, & van Leeuwe, 

2011).  As such, the simultaneous effects of this set of predictor variables on the reading 

comprehension achievement of high school students have not yet been investigated. 

The inconclusive, inconsistent, and often lacking research focused on these areas 

coupled with the goal of U.S. public schools to close the persisting reading achievement 

gap, supports the need for the present study.  The results of this research will have 

important implications for parents, teachers, administrators, educational policy makers, 

and institutions of higher learning regarding various critical components of high school 

students’ reading comprehension achievement.  For example, a better understanding of 

how individual characteristics such as gender, minority status, and SES affect students’ 

reading achievement, strategy use, and reading attitudes provided by the results of this 

study will serve to inform high school reading instruction, which is important considering 

high quality, research based, reading instruction is one key to preventing further high 

school reading failure.  Additionally, the results of this study related to the effects of class 

time and class size on reading comprehension strategy instruction and high school 

students’ reading achievement will inform educational policy makers interested in 

making changes necessary to improve the reading achievement of high school students. 
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Glossary of Terms 

The key terms in this study are defined as the following: 

Reading comprehension achievement. In this study, reading comprehension 

achievement (i.e., reading literacy achievement) referred to students’ ability to access, 

retrieve, integrate, and evaluate textual information (Fleischman, Hopstock, Pelczar, & 

Shelly, 2010).  During the study, the terms reading achievement and comprehension 

achievement were used as synonyms of this term for brevity, to avoid redundancy, and 

due to limited space in tables and figures. 

Reading comprehension strategy use. Reading comprehension strategy use was 

broadly defined in this study as the intentional application of a reading strategy to repair 

or improve comprehension.  The terms reading strategy use, and strategy use were used 

as synonyms of this term for the same reasons described above. 

Reading comprehension strategy instruction. Reading comprehension strategy 

instruction was defined in this study as the explicit instruction of comprehension 

strategies.  Explicit reading comprehension strategy instruction requires direct instruction 

including modeling of strategy use, guided and independent practice, progress 

monitoring, and feedback (Ness, 2009).  Amid the study, this term was replaced by the 

terms reading strategy instruction, and strategy instruction for the above reasons. 

Reading attitudes. Reading attitudes were defined in this study as the spectrum 

of positive to negative feelings about reading that cause a reader to pursue or avoid 

reading opportunities and reading related activities (Alexander & Filler, 1976). 
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U.S. high school students. In this study, this term referred to United States public 

school students enrolled in ninth through 12th grade. 

Gender. The gender of a student, in this study, was defined by whether they self-

identified as a male or a female on the PISA 2009. 

Minority status. The terms race and ethnicity are often incorrectly conflated.  As 

Hudley, Graham, and Taylor (2007) explained, this is common because although race and 

ethnicity are theoretically different, they are not mutually exclusive.  In theory, race is 

defined as a group of people who have common genetic, biological, and physical 

features.  Whereas, ethnicity refers to a shared history, nationality/geography, language, 

and culture.  The term minority status was chosen for this study to avoid this common 

confusion of ideas.  Minority status was defined based on the race/ethnicity group with 

which students self-identified as on the PISA 2009. 

Socio-economic status. SES was defined in this study as their family’s rank 

within the social hierarchy, determined by their access to or possession of a combination 

of wealth, power, and social status (Caro, McDonald, & Willms, 2009). 

Class time. For this investigation, class time was defined as the product of the 

minutes of class per day and the number of class sessions per week. 

Class size. In this study, class size referred to the number of student assigned to 

one teacher’s class. 
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Chapter Two 

In his article focused on high school reading instruction, Smith (1976) recounted 

an interview that was part of a study on social studies teaching conducted by Negley 

(1975).  The interview consisted of a group of 14 high school teachers who worked in an 

average, middle class neighborhood.  One of the social studies teachers revealed that the 

problem with high school students’ reading had gotten so bad that she stopped giving 

reading assignments.  The teacher explained that she felt like it was useless to assign 

class readings because most of her students couldn’t read.  She added that she also didn’t 

use the course textbook during classroom instruction.  She explained that instead, the 

textbook was merely used as a reference for students who wanted to learn more about a 

topic than was covered during class.  She also explained that she only used verbal 

instructional techniques in her classroom teaching (e.g., lectures, discussions, cooperative 

learning projects, movies).  Sadly, eight of the 14 teachers involved in the interview 

agreed with this teacher’s statements (Smith, 1976). 

The notion that these high school teachers believed most of their students were 

unable to learn from reading is unsettling.  Yet, it’s even more alarming that, according to 

longitudinal national reading assessment data, the low level of high school students’ 

reading proficiency discussed in this interview has remained relatively unchanged in the 

more than 40 years since this article was published.  Based on the longitudinal NAEP, the 
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2012 reading proficiency scores of 17-year-old students were not significantly different 

than their scores in 1971 (National Center for Education Statistics [NCES], 2013). 

By nature, reading comprehension difficulties are complex.  Reading 

comprehension is a complicated process involving knowledge, experience, thinking, and 

teaching (Prado & Plourde, 2011).  Proficient comprehension is a critical skill students 

need to master because virtually all academic learning requires successful comprehension 

of information read in various texts (Hulme & Snowling, 2011).  Reading comprehension 

demands for high school students are increasingly challenging due to the heightened 

difficulty of content area texts, and because students are expected to read a wider variety 

of genres and subject areas that require advanced skills.  In order for students to read the 

required high school texts with proficiency, they must possess and effectively utilize 

cognitive and metacognitive reading comprehension strategies.  High school students’ 

reading comprehension achievement is also influenced by their positive attitudes toward 

reading and the flexibility to read for a wide variety of purposes across the spectrum of 

media.  The review of literature presented in this chapter is a convergence of research 

from the bodies of literature addressing the following topics: reading comprehension, 

reading comprehension strategies, reading comprehension strategy instruction, 

instructional class time, instructional class size, and reading attitudes. 

Reading Comprehension Achievement 

Comprehension is the desired outcome of reading (Oakley, 2011).  To 

comprehend, or understand the information described in a text, readers must 

simultaneously extract, synthesize, and integrate new ideas in the text with prior 
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knowledge in order to construct meaning (Snow, 2002).  The construction of meaning is 

an intentional, interactive, process between a reader and a text.  During this interaction, 

comprehension is influenced by readers’ experiences, abilities, motivation, and goals for 

reading (Anastasiou & Griva, 2009; Artelt, Schiefele, & Schneider, 2001).  This 

definition of reading comprehension is based on Kintsch’s (1988) construction-

integration (CI) model which, according to Andreassen and Bråten (2010), is currently 

recognized as the most complete framework of reading comprehension. 

The CI model views reading comprehension as the product of construction and 

knowledge driven integration processes.  It is a systematic reading process that integrates 

basic as well as higher-order reading skills (Kintsch, 1998).  The CI model extended 

Gough and Tunmer’s (1986) often cited Simple View of Reading (SVR) theoretical 

framework.  The SVR framework narrowly defined reading as the product of decoding 

and listening comprehension.  Kintsch expanded the scope of the comprehension 

component of the SVR framework to include the text processing and prior knowledge 

aspects of comprehension.  Kintsch further extended the SVR framework by 

incorporating the role of reading strategies in comprehension.  Kintsch’s rationale for 

including reading comprehension strategies was that students must be taught how to use 

cognitive and metacognitive strategies to support their understanding when their lack of 

prior knowledge presents roadblocks to comprehension (Deshler & Hock, 2007). 

The CI model draws a distinction between two essential layers of mental 

representation of a text, the textbase and the situational models (Andreassen & Bråten, 

2010).  The textbase model is an account of what the text says (i.e., the written words in 
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the text organized into sentences and paragraphs); whereas, the situational model is an 

account of what the text means (Palinscar & Schutz, 2011).  While a textbase level of 

understanding occurs when the reader comprehends the text literally, in order to develop 

the situation model, readers must integrate the textbase level information in the working 

memory with prior knowledge retrieved from the long-term memory. 

Constructing a situation model is central to reading comprehension.  It allows 

readers to develop new knowledge from the text by combining the new information they 

read with their existing knowledge base (Duke, Pearson, Strachen, & Billman, 2011).  

Struggling readers who lack the prior knowledge and/or word-level skills necessary to 

develop these models and comprehend what they read need specific strategies to make up 

for their deficiencies (Deshler & Hock, 2007).  According to Kintsch (2005), when 

comprehension breaks down students need to engage in strategic reading.  Thus, they 

must be aware of the cognitive and metacognitive strategies that can be used to support 

their comprehension (McNamara et al., 2007).  As such, reading comprehension strategy 

instruction, which is supported by the CI model, is necessary to teach students how to 

effectively comprehend text (Kintsch, 2005). 

Theoretical foundation – Social cognitive theory. This conception of reading, 

based on the CI model, is grounded in Bandura’s (1986) social cognitive theory of 

learning.  Reading comprehension is a cognitive and social process in which students 

interact with each other, their teachers, the text, and the socio-cultural context for reading 

to achieve specific goals (Griffiths, Sohlberg, & Biancarosa, 2011).  Most learning occurs 

in a social environment and according to social cognitive theory, cognitive and 
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metacognitive reading comprehension skills are partially acquired through social 

processes (Schunk, 2011).  However, readers rely on more than cognitive and 

metacognitive reading skills to construct meaning.  The entirety of a readers’ experiences 

and background knowledge, as well as individual psychosocial and biological factors also 

influence a readers’ understanding of a text (Artelt et al., 2001; Griffiths et al., 2011). 

Development of reading comprehension. Although formal instruction in reading 

does not begin until kindergarten, children can develop early literacy skills prior to the 

start of formal schooling by observing others reading behaviors.  As they observe others 

reading, children become acquainted with letters, words, and books and they begin to 

learn the importance of reading (Jacobs, 2008).  Children typically begin to receive 

formal instruction in reading around the age of five, when they enter kindergarten.  In the 

primary grades (K-3), they receive direct instruction to learn a myriad of basic reading 

skills.  According to Reardon et al. (2012), by third grade most students can read using 

basic word reading skills (e.g., sounding out words, sight reading, comprehending words 

in context, and basic inferencing).  However, the goal of teaching students to read is to 

advance them beyond basic skills so they can learn how to focus their limited cognitive 

processing capacity on comprehension (Randi, Newman, & Grigorenko, 2010). 

As students enter the upper elementary grades they likely experience a drastic 

change in reading expectations put upon them.  The focus of reading instruction quickly 

transitions from learning to read to reading to learn.  Rather than a focus on basic reading 

skills they were accustomed to in the primary grades, students are expected to decode and 

comprehend difficult text with virtual independence (Hasselbring & Goin, 2004).  
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Reading comprehension in the upper elementary grades (and beyond) involves 

knowledge of content area vocabulary, background knowledge, understanding of 

complex text structures, and critical thinking (Wanzek et al., 2013).  These tasks require 

students to not only understand the meaning of text but to also evaluate, retain, and apply 

new knowledge obtained from text (Alfassi, 2004).  Throughout the middle and high 

school years, students are required to independently analyze and synthesize content area 

texts that contain “multiple layers of meaning from multiple points of view that often 

contrast and conflict” (Jacobs, 2008, p. 15).  Therefore, students need extensive 

background knowledge as well as knowledge of reading comprehension strategies to 

effectively comprehend text. 

The important role of reading comprehension in academic success increases as 

students progress through school.  It lays the foundation for the acquisition of disciplinary 

knowledge (Valencia, Pearson, & Wixson, 2011), and according to Hamilton (2009), 

students who read well perform better in other academic content areas.  Unfortunately, 

learning to read for understanding can be a challenging task for all children.  Even fluent 

readers are challenged by the complex cognitive demands of reading comprehension as 

text difficulty increase (Randi et al., 2010).  As students move through the grades, the gap 

between strong and struggling readers increases (Hasselbring & Goin, 2004).  In fact, 

Ness (2009) reported that a large number of middle and high school students struggle 

with the complex literacy tasks required in the content area classes.  Many struggling 

readers can decode what they are reading, but they get little out of their reading beyond 

that (Prado & Plourde, 2011).  Comprehension deficits make it difficult, if not 
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impossible, for readers to benefit from instruction in most content areas because 

information derived from text is the primary source of knowledge (Hagaman & Reid, 

2008).  In other words, students with reading difficulties are unable to access all the 

information taught, which often leads to poor performance in the academic content areas 

(Savolainen et al., 2008). 

Importance of reading comprehension. The importance of preventing reading 

failure cannot be overstated (Mathes, Grek, Howard, Babyak, & Allen, 1999).  Compared 

to skilled readers, students with poor reading skills are unfortunately less likely to 

complete high school, and those who do are less likely to pursue a post-secondary 

education (Fuchs et al., 2001; Wanzek, Wexler, Vaughn, & Ciullo, 2010).  Indeed, there 

is a significant correlation between low reading achievement and high dropout rates 

(International Reading Association [IRA], 2002).  This is likely because reading 

difficulties make the transition to increasingly challenging academic work almost 

insurmountable (Reis et al., 2007).  As a result, students with reading difficulties 

typically choose less academically demanding educational programs.  In turn, this 

increases the likelihood that students will end up in a lower educational trajectory, which 

is often associated with dropout rates (Savolainen et al., 2008). 

The impact that proficient reading comprehension has on students’ post-

secondary readiness and performance is also significant.  According to Savolainen et al. 

(2008), students with reading comprehension difficulties are less likely to graduate 

college, and those who do are more likely to graduate with lower qualifications.  Reading 

comprehension plays a key role in preparing students for higher education because the 
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ability to read complex text independently and proficiently is essential for their success 

(National Governors Association Center for Best Practices & Council of Chief State 

School Officers [NGACBP & CCSSO], 2010; Valencia et al., 2011).  Reading 

proficiency is an even greater necessity at the collegiate level because college students, in 

comparison to high school students, are expected to read more complex texts with greater 

levels of independence.  In college, students are expected to be able to learn 

independently from the required (out of class) readings assigned to supplement the in 

class instruction.  The material in the out of class readings is often not explicitly taught in 

class, yet students are required to demonstrate their understanding of the material through 

tests, papers, and their participation in class discussions and presentations (NGACBP & 

CCSSO, 2010). 

In addition to the poor academic achievement outcomes related to reading failure 

(Hitchcock, Prater, & Dowrick, 2004), the negative psychosocial and behavioral effects 

often associated with reading failure can have a detrimental impact on students’ overall 

educational experience.  There is evidence that students with poor reading skills often 

have negative attitudes towards school as well as lower academic self-concept and lower 

motivation to learn (Savolainen et al., 2008).  Many of these students are known to 

struggle with low self-confidence and low self-esteem, which compound their 

predisposition towards learned helplessness (Fuchs et al., 2001; Schenck et al., 2005).  

Further, students with reading difficulties often demonstrate increased behavioral issues 

and pose greater disciplinary problems than their peers (Hitchcock et al., 2004).  In fact, 

according to The Melissa Institute for Violence Prevention and Treatment (2010), “Up to 
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80% of violent juvenile offenders are functionally illiterate.  And, in general, the lower 

the reading comprehension rate, the more violent the behavior” (p. 1). 

Reading comprehension is an important prerequisite for lifelong success.  The 

skills developed in school, which rely on the ability to independently and proficiently 

read complex text, have important bearing on success in adulthood.  These skills overlap 

with those required for the reading tasks presented in everyday life (Kaestle, Damon-

Moore, Stedman, Tinsley, & Trollinger, 1991; NGACBP & CCSSO, 2010).  

Unfortunately, the results of several longitudinal studies of reading difficulties indicated 

that early reading problems often persist into adulthood (Savolainen et al., 2008).  The 

negative impact reading deficits have on academic achievement mirrors the negative 

impact it can have on lifelong success; limited reading proficiency can negatively affect 

the economic, social, and personal aspects of one’s adult life. 

Reading comprehension proficiency plays a key role in preparing students for 

success in the work place (Spörer & Brunstein, 2009; Valencia et al., 2011).  As with 

higher education, the ability to read complex text independently and proficiently is 

essential for high achievement in the workplace.  Like all aspects of life, reading 

demands in the workforce, specifically in training programs, have largely increased over 

the last fifty years (NGACBP & CCSSO, 2010).  Thus, reading is a fundamental skill on 

which most successful, secure employment depends, and people with low levels of 

reading ability do not do as well in the job market (Calhoon, 2005).  Poor reading skills 

correspond directly with lower levels of job success and are often associated with limited 

employment opportunities and/or fewer chances for advancement (Hitchcock et al., 
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2004).  Moreover, poor reading skills are also heavily correlated with lower levels of 

financial success including lower wages, unemployment, and a greater likelihood of 

living in poverty (Fuchs, Fuchs, & Kazdan, 1999; IRA, 2002).  Effective communication, 

another important job-related skill, also corresponds directly to reading comprehension 

proficiency (Hamilton, 2009).  According to Randi et al. (2010), understanding language 

is essential for effective communicative interactions.  The importance of effective 

communication is not only limited to job success, it is fundamental to successful 

everyday functioning. 

The fact that reading proficiency increases the likelihood of academic and 

economic success is frequently reported.  Yet, the equally crucial role it plays in 

successful personal, social, and civic functioning is not given as much attention.  Reading 

is a foundational skill on which personal autonomy depends, and corresponds directly to 

one’s ability to achieve personal fulfillment (Calhoon, 2005).  As Hamilton (2009) 

pointed out, reading skills correlate with almost every measure of personal and social 

behavior.  Poor reading skills correspond directly to one’s ability to be an informed 

citizen (Hamilton, 2009).  They are also associated with a lack of civic awareness and 

involvement, meaning that deficient readers are less likely to become active in civic and 

cultural life (Fuchs et al., 1999; Hamilton, 2009).  Of potentially greater importance is the 

fact that juvenile and adult reading deficits are also associated with poor health 

maintenance, substance abuse, violence, and incarceration, which are all currently major 

issues of national concern (Hamilton, 2009; National Institutes of Health [NIH], 1999). 
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Student level predictors of reading comprehension achievement. Although 

reading comprehension difficulties are relatively common, they often go unrecognized 

(Hulme & Snowling, 2011).  Most middle and high school teachers presume that students 

have adequately mastered the fundamental reading skills and are able to read text with 

basic comprehension (Ness, 2009).  In reality, a great number of students fail to learn 

basic reading skills in the primary grades, and enter the upper elementary grades with 

significant difficulties reading (Manset-Williamson & Nelson, 2005; Therrien, 2004).  

According to Al Otaiba and Fuchs (2006), as many as 30% of students at risk for reading 

difficulties may not have benefitted from primary reading instruction.  Reading 

comprehension is a process that develops over time and requires mastery of a number of 

different skills.  Thus, in order to learn how to effectively support struggling readers it is 

important to identify all the variables that can impact the development of reading 

comprehension.  Extensive evidence exists supporting the importance of basic reading 

processes such as decoding and fluency in developing reading comprehension.  The 

correlations among these skills vary between 0.3 and 0.6 indicating the need to explore 

additional factors involved in the variance of reading comprehension (Anastasiou & 

Griva, 2009).  Gender, minority status, and SES are three factors known to play an 

important role in students’ comprehension. 

Reading comprehension achievement and gender. Gender plays an important 

role in reading comprehension.  Gender patterns are not innate, they develop over time as 

a consequence of individual life experiences (Hyde & Durik, 2005).  Reading researchers 

have posited various explanations for gender differences in reading.  They are frequently 
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attributed to differing cognitive processing, socio-cultural experiences, and/or reading 

behaviors typically associated with males and females (Singh, 2008).  Brain development 

researchers have also contributed to the understanding of gender differences in reading 

achievement.  According to Prado and Plourde (2011), girls are advantaged in reading 

acquisition because, when compared to the brain functioning of boys, they typically 

utilize more of their brains.  Girls are also at an advantage in terms of reading 

achievement because they tend to have greater neural connectivity in their cerebral cortex 

which allows them to process information more quickly than boys.  Further, girls’ 

hippocampus is typically larger than boys, thereby increasing their capacity to remember 

information (Gurian, 2010).  Additionally, evidence from Position Emission Tomography 

(PET) scans and Magnetic Resonance Imaging (MRI) studies have indicated the female 

brain, at rest, is more active than the activated male brain (Gurian, 2010).  Since the male 

brain is less active, it is more easily overwhelmed by stimulation, which disadvantages 

boys as they attempt to begin comprehending text (Prado & Plourde, 2011). 

There is ample support in the literature that comports with the notion that girls 

outperform boys in reading comprehension.  For example, Lietz (2006) conducted a 

meta-analysis to examine gender differences in the reading achievement of secondary 

school students.  The sample included 139 large scale national and international studies 

completed between 1970 and 2002.  The estimated grand mean effect size of the gender 

differences from the hierarchical linear modeling was positive and small, g = 0.19.  In 

other words, females performed 0.19 standard deviations higher than males. 
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Similarly, the OECD stated that for each Program for International Assessment 

(PISA) administration, girls demonstrated higher reading achievement scores than boys 

(Organization for Economic Cooperation and Development [OECD], 2011). The OECD 

is the organization that initiated and continues to manage the PISA, a triennial 

international assessment of 15 year-old students’ academic achievement (Fleischman et 

al., 2010; Organization for Economic Cooperation and Development [OECD], 2010d). 

The OECD (2010d) also reported that since the test began in 2000 the reading 

achievement gender gap has increased over 20%. 

Chui and McBride-Chang (2006) examined gender differences in reading using 

PISA 2000 scores from 43 countries.  The results of their hierarchical linear modeling 

analysis revealed that girls outperformed boys in every country.  Further, gender 

differences favoring girls were statistically significant in all countries except Romania 

and Peru.  They also found that, on average, girls outscored boys by 22.73 points, and 

gender explained about 2% of the differences in reading achievement.  Likewise, the 

results of several studies conducted in individual OECD countries revealed statistically 

significant differences between girls and boys reading scores favoring girls (e.g., Huang, 

2015; Kasapoglu, 2014; Shera, 2014; Singh, 2008). 

While a majority of the research examining gender differences in reading supports 

the existence of a gender gap in reading performance in favor of girls, some studies of 

adolescent reading dispute this finding.  In 2007, White investigated gender differences in 

reading on the Ontario Secondary School Literacy Test.  The sample included data on 

nine sub-scores of reading achievement from 113,505 10th grade students.  Neither the 
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effect size of the total reading score (d = 0.15), nor any of the sub‐scores indicated 

substantive gender differences.  White (2007) reported significant differences, in favor of 

girls, on two of the nine sub-scores, however, the magnitudes of the effect sizes were 

negligible (.02 < d > .11).  Additionally, Duncan, McGeown, Griffiths, Stothard, and 

Dobai (2016) examined gender differences in reading using data from the York 

Assessment for Reading Comprehension (YARC).  The results of the two-way between 

participants ANOVA indicated no overall gender difference in reading achievement, 

however, males outperformed females in non-fiction reading achievement and females 

outperformed males in fiction achievement. 

Reading comprehension achievement and minority status. The important 

findings of the 1966 Coleman Report raised early awareness in the education community 

regarding the significantly negative influences of race/ethnicity on students’ academic 

achievement (Lee, 2002).  Regrettably, the achievement gap between minority and 

nonminority students continues to be a critical impairment to the academic achievement 

of many students in the US.  Indeed, Snow and Biancarosa (2003) reported that students 

who belong to a minority group are more likely to have difficulty learning to read, which 

results in their consistently lower reading achievement than nonminority students 

throughout middle school and high school.  Buckingham et al. (2014) echoed this 

sentiment stating, upon entering high school, the average reading achievement of African 

American and Hispanic students is three years behind that of their white and Asian peers. 

In 2012, Reardon et al. conducted a qualitative review of studies using data from 

large scale national and international literacy assessments (ECLS-K, NAEP, PISA, & 
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PIRLS) to examine various factors associated with U.S. students’ reading proficiency.  

The authors discussed three specific areas related to the minority status reading gap: the 

African American-white gap, the Hispanic-white gap, and the Asian/Pacific Islander-

white gap.  They explained the fluctuating African American-white achievement gap, 

stating that the large gap of 1970s decreased in the 1980s, increased in the early 1990s, 

and since the late 1990s it has continually decreased.  Likewise, the pattern of the 

Hispanic-white reading gap basically followed the same temporal pattern as the African 

American-white gap.  Reardon et al. (2012) also pointed out important nuances within 

this pattern based on the origin of Hispanic students (e.g., scores of students from Central 

America and Mexico are frequently lower than those of students from Cuba, Puerto Rico, 

or South America).  Finally, the review indicated the Asian/Pacific Islander-white 

reading gap is small and has barely changed over the past 30 years. 

Brown-Jeffy (2006) also investigated the reading achievement disparity between 

minority and nonminority students in the US.  This study utilized data from the High 

School Effectiveness Study (HSES) assessment, a subset of the original National 

Educational Longitudinal Study of 1988 (NELS: 88), administered at 219 high schools to 

4,065 10th and 12th grade students.  Hierarchical linear modeling (HLM) was used to 

examine the influence of the schools’ racial makeup regarding the African American-

white reading achievement gap.  The results indicated that African American-white 

reading achievement gaps were larger in schools with less minority students.  

Specifically, the African American-white reading gap was higher in schools with less 
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than 10% African American, Hispanic, and/or Native American students compared to 

schools with 25-54% African American, Hispanic, and/or Native American students. 

Reading comprehension achievement and socio-economic status. The effects of 

a student’s minority status on their reading achievement are closely related to the effects 

of their socio-economic status (SES).  Hudley et al. (2007) believed that most of the 

disparities associated with the racial/ethnic achievement gap are a function of social and 

economic inequities.  This notion is supported by empirical evidence that the relationship 

between student achievement and SES is moderated by a student’s minority status 

(Kitsantas, Ware, & Cheema, 2010).  In their meta-analytic investigation, described 

below, Sirin (2005) found that minority status significantly predicted the relationship 

between SES and student achievement, Q (1,35) = 164.86, p < .001.  As such, a clear 

understanding of the impact SES has on achievement can be confounded by the large 

concentration of racial/ethnic minorities often associated with low SES because, as 

Maerten-Rivera Myers, Lee, and Penfield (2010) explained, the important effects of 

minority status and SES are difficult to disentwine.  Thus, the effect of a student’s SES 

on reading achievement is another important factor associated with the reading 

achievement gap in need of further attention. 

SES is among the strongest predictors of academic achievement (Brown-Jeffy, 

2006).  As a result, it is one of the most commonly used context variables in educational 

research (Sirin, 2005).  SES is defined as the rank of an individual or family within a 

social hierarchy determined by their access to or possession of a combination of wealth, 

power, and social status (Caro et al., 2009).  Although is there no one accepted method of 
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measuring students’ SES, it is typically measured using their family income, parents’ 

education level, and parents’ occupation (Jeynes, 2002).   

In 2005, Sirin conducted a meta-analysis to explore the relationship between SES 

and academic achievement.  This study analyzed a sample of data including 101,157 

students (6,871 schools) obtained from 58 articles published between 1990 and 2000.  

Fixed and random effects modeling were used for the main effect size analysis.  Overall, 

the results revealed a medium to strong average correlation, r = .29, between student 

achievement and SES and an effect size, ES = .25, for the 22 analyzed correlations of 

high school students.  Students from low SES backgrounds demonstrate lower 

achievement as a result of various factors such as lack of economic resources, lower 

parental involvement, and limited access to high quality educational opportunities 

(Huang, 2015).  Sirin (2005) also analyzed the moderating effects of six aspects of SES 

(family income, parental occupation, parental education, student’s free or reduced lunch 

status, home resources, and neighborhood characteristics) and found that student’s home 

resources had the largest moderating effect on achievement (ES = .51). 

In addition to the research evidence demonstrating the significant relationship 

between students’ SES level and overall academic achievement, evidence exists in the 

reading research literature that supports the relationship between students’ reading 

achievement and their SES status.  Buckingham et al. (2014) stated that there is 

substantial research evidence indicating that SES is positively related to reading from 

before students enter school up and through high school.  They explained that is likely 

because the development of early reading skills is less common among students from 
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disadvantaged backgrounds.  Further, students with a low SES are less likely to 

successfully transition to higher reading levels than their peers with a high SES 

(Sonnenschein, Stapleton, & Benson, 2010).  According to Buckingham et al. (2014), 

upon entering high school, the average reading achievement of students with a low SES 

is five years behind students with a high SES. 

A multitude of researchers have studied the relationship between high school 

students’ SES and reading achievement using a variety of quantitative methods to analyze 

data from different versions and years of the PISA.  For example, Chui and McBride-

Chang (2006) used hierarchical linear modeling (HLM) to analyze data from the PISA 

2000.  Their sample consisted of 199,097 15-year old students from 43 of the OECD 

countries. The results of their HLM analyses indicated that the relationship between 

students’ SES and reading achievement was statistically significant.  They also found that 

students’ SES levels accounted for 24% of the total variance in reading achievement and 

that for every 10% increase in SES students’ reading scores, on average, increased 4.7 

points.  Shera (2014) also investigated this relationship using HLM to analyze PISA data.  

The data used in this study was obtained from the Albanian PISA 2009, which included 

4,596 students from 181 schools.  The results of the analysis of an individual country 

using HLM were consistent with the results of the previous multi-country study.  Shera 

(2014) found that students with a low SES performed significantly lower than students 

with a high SES (β = 11.01/ES = .20).  In other words, students with a high SES 

demonstrated higher reading achievement than students with a low SES. 
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Singh (2008) also examined PISA data from one individual country, Canada, 

although t-tests were used to analyze the PISA 2000 test data, rather than HLM.  Again, 

the results of this study indicated a statistically significant relationship between SES and 

reading achievement t(259,017) = 13.54, p < .01, d = 0.17 (Singh, 2008).  Likewise, 

Özdemir and Gelbal (2014) analyzed PISA 2009 data from one individual country.  They 

employed canonical commonality analysis to examine the data of 4,496 students from 

Turkey.  The results indicated that SES was highly correlated (r = .67) with students’ 

reading achievement and contributed to 84% of the variance in students’ reading scores.  

These findings align with the results of the previous three studies. 

Finally, Huang (2015) used a combination of statistical methods to analyze the 

relationship between SES and reading achievement.  This study examined the PISA 2012 

U.S. dataset of 4,978 15-year old students from 162 schools using both ANOVA and 

HLM fixed-effect analyses.  The results of ANOVA employed first indicated that 

students with high SES performed significantly higher than students with low SES.  

Specifically, students with high SES scored an average of 86 points more than students 

with low SES.  The ANOVA results also revealed that SES accounted for 14% of the 

variance in students’ reading achievement.  Due to the nested structure of the data and 

knowledge of the student and school control variables related to SES and achievement, 

HLM was then utilized to reexamine the SES reading gap initially estimated using 

ANOVA.  The results of the HLM confirmed the ANOVA estimates yielding similar 

findings concerning the statistically significant relationship between SES and reading 

achievement.  Specifically, the HLM results indicated that a one-unit increase in SES was 
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associated with an increase of 20.14 points (p < .01) in reading achievement while 

controlling for student and school level variables. 

Understanding the impact of SES on U.S. students’ reading achievement is 

critical for a variety of interrelated reasons.  Specifically, their persistently low levels of 

reading proficiency, the increasingly strong association between family income and 

achievement (Reardon et al., 2012) the large percentage (18%) of children in the US 

under 18 living in poverty (United States Census Bureau, 2017), and the growing socio-

economic achievement gap that has exceeded the achievement gap between minority and 

nonminority students (Reardon et al., 2012). 

Conclusion. Reading comprehension demands increase as students progress 

through school and are required to read more advanced texts.  One key to learning how to 

read challenging texts is knowledge of how and when to use different reading strategies 

to aid comprehension (Paris, Lipson, & Wixson, 1983).  Proficient reading 

comprehension requires the successful selection, application, and monitoring of 

understanding (Gersten, Fuchs, Williams, & Baker, 2001).  Unfortunately, struggling 

high school students often lack a sufficient repertoire of reading strategies necessary to 

help them comprehend what they read. 

Reading Comprehension Strategies 

Students’ use of reading comprehension strategies is another variable that can 

significantly impacts their reading comprehension achievement.  Reading comprehension 

strategies are defined as the cognitive and behavioral processes selectively employed and 

intentionally applied by a reader to maintain or repair text comprehension (Graesser, 
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2007).  Over and above basic reading skills and fluency, proficient comprehension 

requires the knowledge of and ability to effectively use a wide range of comprehension 

strategies (Andreassen & Bråten, 2010).  Unfortunately, many high school students have 

not acquired this strategic knowledge and are thus unable to effectively utilize reading 

comprehension strategies to adequately comprehend what they read (Cantrell & Carter, 

2009).  The lack of comprehension strategy awareness is particularly concerning because, 

according to Cromley and Azevedo (2011), high school students’ reading comprehension 

strategy use positively predicted their reading comprehension achievement. 

Proficient readers use a combination of strategies before, during, and after reading 

to maximize their comprehension of a text.  For example, before reading, skilled readers 

identify their purpose for reading and determine the specific goals needed to accomplish 

their desired learning from the text.  They also preview the text to identify the text 

structure and specific sections that may be most relevant to their learning goals 

(Anastasiou & Griva, 2009).  After previewing the text, strategic readers predict what 

they think will occur in the text (Woolley, 2011). 

During reading, strategic readers evaluate whether they are meeting their 

established goals, monitor their understanding, recognize breakdowns in their 

comprehension, and make adjustments to their reading when necessary (Denton et al., 

2015).  They also distinguish between important information and supporting details to 

determine what to read carefully, what to skim, and what they need to reread (Gersten et 

al., 2001).  While reading, competent readers use context clues more effectively to 

identify the meaning of unfamiliar words and concepts in the text.  Additionally, they are 
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better able to recognize deficiencies in their understanding of the text and employ the 

appropriate strategies to support their comprehension.  After reading, strategic readers 

identify the main idea of the text and construct summaries of what they read (Duke & 

Pearson, 2008).  Overall, proficient readers are more cognizant of the strategies they use, 

and they use them more efficiently than poor readers (Hong-Nam et al., 2014). 

Indeed, the results of various experimental, correlational, and observational 

studies indicate that reading comprehension strategy use has a positive relationship with 

students’ reading achievement.  For example, Shera’s (2014) investigation revealed that 

students’ use of reading comprehension strategies was associated with increased reading 

achievement.  Data from the PISA 2009 Albanian dataset, which included 4,596 students, 

was used in this previously mentioned study.  The results of hierarchical linear modeling 

indicated that students’ use of reading comprehension strategies significantly and 

positively predicted their reading achievement (β = 12.89/ES = .24). 

Similarly, in their study to test the validity of three researcher developed reading 

comprehension strategy use measures, Cromley and Azevedo (2007) examined the 

relationship between reading comprehension strategy use and reading achievement.  The 

researchers also examined the effects of vocabulary, prior knowledge, inferencing, and 

word reading on students’ reading achievement.  The participants of the study included 

177 (44% girls, and 56% boys) ninth grade students (M age = 14.20, SD = 0.55).  Data 

for the investigation was obtained from the following instruments: student demographics 

form, 23 of 45 odd numbered items of the Gates-MacGinitie Vocabulary subtest (GMRT-

V; K-R 20 = .90-.92; MacGinitie, MacGinitie, Maria, & Dryer, 2001), the 48 item Gates-
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MacGinitie Reading Comprehension subtest (GMRT-RC; K-R 20 = .91-.93; MacGinitie 

et al., 2001), researcher developed 13 item background knowledge test based on the 

GMRT-RC content, researcher developed 10 item multiple-choice inference test, 

researcher developed 10 item multiple-choice measure of strategy use, a 1-minute timed 

individual passage reading task, and the Letter-Word Identification and Word Attack 

subtests of the Woodcock Diagnostic Reading Battery (Woodcock, 1997). 

Cromley and Azevedo (2007) used canonical commonality analysis was to 

identify the unique and shared proportions of variance of the five variables of interest 

(i.e., vocabulary, prior knowledge, inferencing, word reading, and reading achievement).  

The statistically significant results indicated that the set of five predictors account for 

67% of the variance in students’ reading comprehension.  As far as the shared variance 

explained by the five predictors, vocabulary accounted for 60% shared variance, 

background knowledge accounted for 51%, inferencing accounted for 44.0%, word 

reading accounted for 35%, and comprehension strategy use accounted for 34.0% of the 

shared variance.  Inferencing is typically considered a reading comprehension strategy; 

thus, it is possible to conclude that reading comprehension strategy use accounted for 

78% of the shared variance in students’ reading comprehension. 

Likewise, Hong-Nam et al. (2014) investigated the relationship between students’ 

reading comprehension strategy use and reading achievement.  The study participants 

consisted of 2,789 students (47% male and 53% female) ranging in age from 14 to 20 

years old (M age = 16 years old).  The three following measures were used to collect data 

in this study: researcher developed Individual Background Questionnaire (IBQ), the 
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Metacognitive Assessment of Reading Strategies Inventory (MARSI; Alpha = 0.89 to 

0.93; Mokhtari & Reichard, 2002), and the Texas Assessment of Knowledge and Skills 

(TAKS), reliability not reported.  The Pearson r correlation coefficient was calculated to 

determine the correlation between reading achievement (based on TAKS reading scores) 

and students’ overall use of reading comprehension strategies (based on MARSI scores).  

The results revealed a statistically significant correlation between students’ reading 

achievement and reading comprehension strategy use (r = 0.91, p < 0.05), indicating a 

strong positive linear relationship.  A one-way ANOVA was conducted to determine the 

variation in strategy use related to reading achievement.  The results indicated a 

statistically significant difference in strategy use (F = 11.79, p = 0.00) among the high, 

medium, and low achievement level groups.  Students with high TAKS scores reported 

using reading strategies more than students in the medium and low achievement groups. 

In addition to the positive effects of overall strategy use, studies have investigated 

effects of individual and sets of reading strategies.  For example, in their investigation of 

differences in adolescents’ use of reading strategies in terms of proficiency, grade level 

and gender, Denton et al. (2015) specifically explored four groups of strategies: 

integration, regulation, note taking, and help seeking.  This study included 1134 students 

(51% boys and 49% girls) in grades 7–12 (M age = 15.07 years old, SD = 1.77).  Data 

was collected using the GMRT-RC (K-R 20 = .91-.93; MacGinitie et al., 2001) and the 

researcher developed self-report Contextualized Reading Strategy Survey (CReSS) which 

demonstrated adequate reliability and validity (Denton et al., 2015).  The two, three, and 

four way interactions among reader status, grade level, gender, and strategy use were 
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analyzed using mixed model ANOVA.  The results indicated statistically significant two-

way interactions between reader status (adequate and struggling) and reading strategy 

use, F(3, 1088) = 13.68, p < .001.  Tukey’s post hoc pairwise analysis was also utilized in 

this study.  The results of the follow up analyses indicated that skilled readers reported 

using integration and regulation strategies more frequently than struggling readers, 

t(1088) = 3.39, p < .001, d = 0.24, t(1088) = 3.36, p < .001, d = 0.24), respectively.  The 

post hoc results also revealed no significant differences in the use of note taking 

strategies, t(1088) = −1.89, p < .05, or help seeking strategies, t(1088) = −1.85, p < .05, 

between the two groups of more and less skilled readers. 

Evidence in the literature also indicates gender differences in reading strategy use.  

Awareness of gender differences in reading comprehension strategy use is important 

information teachers can use to better help students improve their comprehension.  

Several studies comparing the reading strategy use of male and female students showed 

that girls use reading comprehension strategies more often than boys (e.g., Bouchamma, 

Poulin, & Ruel, 2014; Cantrell & Carter, 2009; Griva, Alevriadou, & Semoglou, 2012; 

Sheorey & Mokhtari, 2001).  Although limited, a few existing studies specifically 

focused on gender differences in high school students’ reading comprehension strategy 

use, obtained the same results (e.g., Denton et al., 2015; Lim et al., 2015; Shera, 2014). 

While awareness of differences in high school students’ use of reading strategies 

in terms of minority status would also be beneficial, no prior research was found.  

Research focused on the relationship between high school students’ reading strategy use 

and their SES was also extremely limited.  One previously discussed study, conducted by 
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Lim et al. (2015), was the only existing study located that investigated this relationship.  

Their findings revealed high school students’ SES had a direct effect on the use of three 

different types of reading comprehension strategies, including memorization, elaboration, 

and control strategies (γ = .12, γ = .18, and γ = .21, respectively). 

Cognitive and metacognitive reading comprehension strategies. Cognitive and 

metacognitive strategies are two of the six types of reading comprehension strategies 

commonly discussed in the literature.  Each of the six types of reading strategies (i.e., 

memory, compensation, cognitive, metacognitive, affective, and social) can offer 

valuable support to students’ comprehension (Chamot & O’Malley, 1987; Oxford & 

Burry-Stock, 1995).  However, Khezrlou (2012) explained that among the array of 

strategies students use to understand what they read, cognitive and metacognitive 

strategies are the most vital to successful comprehension. 

A clear distinction between the meaning of the terms cognitive and metacognitive 

strategies is often difficult to differentiate due to the overlapping nature of the concepts 

cognition and metacognition.  An easy way to discern the concepts is to think about 

metacognition as knowledge of cognition, or thinking about thinking.  More concretely, 

cognitive reading comprehension strategies are general cognitive processes intentionally 

performed by students that involve direct interaction with the text with the goal of 

strengthening their comprehension (Gajria, Jitendra, Sood, & Sacks, 2007).  On the other 

hand, metacognitive reading comprehension strategies are higher order cognitive 

processes that require awareness and conscious control of text comprehension.  This 

includes anticipating, monitoring, identifying, and repairing breakdowns in 
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comprehension, as well as evaluating the overall success of achieving specified goals for 

reading (Anastasiou & Griva, 2009).  Simply stated, while cognitive strategies are the 

skills necessary to comprehend a text, metacognitive strategies are the skills required to 

understand how effectively the text was comprehended. 

Information regarding reading comprehension strategies is abundantly available 

via scholarly peer reviewed journals, websites, teacher education textbooks, reading 

textbooks, content area textbooks, and so on.  However, the overall body of literature is 

not very well organized.  Overall, there is a consensus in the myriad of empirical and 

non-empirical resources that reading comprehension strategies play an important role in 

developing and sustaining students’ ability to successfully comprehend texts.  However, 

there is still not one universally accepted set of recommended reading comprehension 

strategies that should be taught to students.  Furthermore, the suggested amount and 

specific strategies important for students to learn are inconsistent across resources.  For 

example, in their quintessential report on reading comprehension instruction, the NRP 

(2000) stated that students need to learn six strategies including predicting, imagining, 

summarizing, question generation, and clarifying and repairing that promote successful 

reading comprehension.  Whereas, in an investigation conducted to establish guidelines 

for a U.S. Department of Education program to improve students’ reading proficiency the 

RAND Reading Study Group recommended teaching 11 strategies (Snow, 2002).  Some, 

but not all, of their recommended strategies overlapped with those suggested by the NRP 

(2000).  They proposed teaching the following 11 strategies: setting a purpose for 

reading, activating prior knowledge, identifying text structure, inferencing, concept 
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mapping, story mapping, identifying main ideas, summarizing, question generation, 

comprehension monitoring, and clarifying and repairing (Snow, 2002). 

Recommended sets of reading comprehension strategies have even differed in 

research published by the same principal investigators.  In their 2008 study, prominent 

reading researchers Duke and Pearson recommended the seven strategies of predicting, 

thinking aloud, identifying text structure, visualizing, summarizing, comprehension 

monitoring, and question generation.  Yet in their 2011 book chapter, Duke et al. 

suggested 12 strategies including setting a purpose for reading, previewing, predicting, 

activating prior knowledge, thinking aloud, retelling, visualizing, inferencing, 

summarizing, comprehension monitoring, question generation, clarifying and repairing.  

Between the two studies six of the strategies were the same, one of the earlier strategies 

was removed, and six new strategies were added. 

Despite the lack of a clear consensus in the literature to confirm which cognitive 

and metacognitive strategies most effectively support students’ reading comprehension, 

the following nine strategies are commonly recommended: previewing, identifying text 

structure, activating prior knowledge, predicting, identifying main ideas, summarizing, 

comprehension monitoring, question generation, clarifying and repairing.  The first six 

strategies described below are cognitive reading comprehension strategies, and the last 

three are metacognitive strategies. 

Previewing. Previewing the text is one of the most well-known cognitive reading 

strategies.  This strategy, sometimes referred to as skimming and scanning, is a quick 

way for students to develop a basic idea of what the text they are going to read may be 
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about (Hougen, 2015).  Previewing a text involves briefly skimming its key components 

such as the title, table of contents, introduction, subheadings, key sentences (e.g., the first 

sentence of each paragraph), bold or italicized words, figures/tables/graphs, pictures, and 

the conclusion.  Previewing aids students’ comprehension in many different ways.  First, 

familiarizing themselves with the key components before reading helps students focus 

better on the important aspects of the text while reading.  It also gives them an 

opportunity to think about and plan which reading strategies they will likely need to use.  

Lastly, it motivates students' interest in the topic of what they are about to read.  As 

reported in McNamara et al. (2007), the results of empirical research indicated that 

fourth-12th grade students who have used the previewing strategy demonstrated 

significant improvements in their reading comprehension achievement. 

Identifying text structure. Identifying text structures is an important cognitive 

reading comprehension strategy because text structures help students understand the way 

information is organized in a text.  Text structures are associated with the two types of 

genres, narrative and expository.  There are different text structures within the two 

genres.  Narrative texts have a single structure, whereas there are six main expository text 

structures.  The text structure of narrative texts is referred to as the story grammar.  

Identifying elements of the story grammar (i.e., setting, main characters, important 

conflicts, and the resolution) helps students comprehend the main ideas in fictional texts 

(Meyer & Wijekumar, 2007).  The six main expository text structures are 

compare/contrast, cause and effect, description, listing, sequence, and problem solution. 
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Understanding the structure of a text is critical for comprehension.  Identifying 

text structure is important because each type of text structure has distinct characteristics 

that impact comprehension.  The differences among text structure have implications for 

students’ reading comprehension strategy use.  For example, identifying that a text is 

organized using a cause and effect text structure should alert a student to the importance 

of employing the predicting comprehension strategy while reading to better understand 

upcoming events/details in the text.  Text structures reflect logical connections among 

ideas in the text (Williams, 2007).  Therefore, identifying text structures can help students 

connect main ideas in the text to organize the content and facilitate their comprehension 

(Meyer & Wijekumar, 2007).  Identifying text structure is also beneficial to students 

when they read challenging texts.  Understanding the structure of a difficult text allows 

students to logically organize the information which makes comprehending the complex 

material much easier (Meyer & Wijekumar, 2007). 

Activating prior knowledge. The activation of prior knowledge (i.e., background 

knowledge) is another key cognitive strategy that aids reading comprehension.  

Activating prior knowledge requires students to connect to their existing knowledge, 

experiences, and opinions about the world to the information in the text (Keene, 2006).  

Making these connections is important to students’ text comprehension because it 

increases their ability to remember the information they read. Students’ comprehension 

can be negatively affected if they do not possess, or are unable to activate important prior 

knowledge (Prado & Plourde, 2011).  Cromley and Azevedo (2007) explained that low 

levels of prior knowledge exacerbate high school students’, specifically ninth grade 
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students, comprehension difficulties.  To enhance their comprehension and facilitate the 

activation of prior knowledge, high school students, especially those with reading 

difficulties, may need to be briefly taught important background knowledge before 

reading an assigned text.  This supplemental instruction should be brief.  Typically, only 

a few minutes of extra instruction to build students’ background knowledge is necessary 

to enhance their comprehension (Hougen, 2015). 

Predicting. Making an educated guess as to what the text they are going to read is 

about (i.e., predicting), is one of the first steps in students’ successful reading 

comprehension.  Students can use information obtained from previewing the text, such as 

the title, table of contents, subheadings, pictures, etc., as clues to help them predict what a 

text is about (Pressley & Harris, 2008).  Predicting before reading helps students’ 

comprehension because it helps students activate their prior knowledge.  Predicting 

upcoming events in the text while reading, aids comprehension because it increases 

students’ engagement with the text by motivating them to check whether their predictions 

were accurate.  Comprehension is also supported using this cognitive strategy when 

students monitor their understanding to check the accuracy of their predictions and adjust 

their expectations of the text, when necessary (Woolley, 2011). 

Identifying main idea. A main idea, is the central idea in a text that is supported 

by all the important details presented in the narrative.  Wang (2009), stated that students’ 

accurate identification of the main idea of a text is indicative of effective reading 

comprehension.  The cognitive strategy of identifying the main idea aids comprehension 

because it makes students aware of the key ideas and details they need to pay attention to 
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as they interpret the meaning of the text (Pressley & Harris, 2008).  It is also helpful to 

comprehension because it helps students evaluate their understanding, differentiate 

between important information and irrelevant details in the text, and remember and recall 

important information (Wang, 2009).  Additionally, identifying the main idea and 

supporting details helps students summarize the text more succinctly. 

Summarizing. The cognitive summarizing strategy is closely related to the 

cognitive strategy of identifying the main idea.  Students’ ability to write a summary is 

also indicative of how well they comprehended the text (Caccamise, Franzke, Eckhoff, 

Kintsch, & Kintsch, 2007).  First, summarizing requires students to identify the main 

ideas and important supporting details in the text.  Then, students must compose a 

coherent statement integrating this important information (Pečjak, Podlesek, & Pirc, 

2011).  While summarizing is one of the most difficult reading comprehension strategy 

for students to learn, it is also one of the most important.  The summarizing strategy 

supports comprehension because it forces students to ignore unimportant details in the 

text while succinctly communicating the most important ideas in their own words 

(McNamara et al., 2007).  Struggling readers often have difficulty summarizing a text 

because they have difficulty differentiating between the more and less important 

information in the text.  Consequently, they often end up retelling rather than 

summarizing the text because they tend to focus on the most interesting ideas, rather than 

the most important (Clark et al., 2004). 

Comprehension monitoring. According to Perfetti, Landi, and Oakhill (2005), 

there is evidence of a relationship between lower levels of reading comprehension 
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achievement and poor comprehension monitoring for students in all grade levels.  As 

students read, they need to pay attention to and think about their understanding of the text 

in terms of the purpose and goals of the reading activity.  Comprehension monitoring is 

an important metacognitive reading strategy because it enables students to immediately 

identify comprehension difficulties and adjust their behavior accordingly to repair their 

understanding of the text.  All metacognitive reading comprehension strategies are related 

to comprehension monitoring in some way, because inherently, they all require students’ 

to be cognizant of their understanding while reading (Pintrich, 1999).  Likewise, all 

metacognitive strategies involve students’ use of self-regulatory processes.  In addition to 

being aware of their understanding while reading, students are required to regulate their 

behavior when they notice a road block to their comprehension (Shang, 2010). 

Question generation. The question generation metacognitive strategy is one of 

the specific techniques students can use to monitor their comprehension (Pintrich, 1999).  

Kamil (2008a) stated that question generation is an extremely valuable strategy that has 

more influence on students’ reading comprehension than many other strategies.  The 

purpose of this strategy is to increase students' understanding and retention of the 

information they read (Vaughn et al., 2011).  This strategy requires students to develop 

questions about the text material that can be used to independently monitor their 

comprehension.  These self-assessment questions can be composed during or after 

reading. Students can use the questions they generate during reading to test their 

comprehension throughout the reading process.  The review questions students create 

after reading can be used to verify that they have understood the material and to check if 
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they have retained the important information from the text (McNamara et al., 2007).  

Students can use the following strategy during or after reading if they notice a 

comprehension breakdown using the question generation strategy. 

Clarifying and repairing. A students’ ability to identify when their 

comprehension fails and make the appropriate adjustments, is key to increasing their 

reading proficiency (Paris et al., 1983).  Perfetti et al. (2005) explained, that students who 

want to make sense of what they read need to be able to clarify and repair their 

understanding throughout the reading process.  This metacognitive strategy requires a 

student to take some type of action to repair their understanding when they detect a 

breakdown in their comprehension.  Students can utilize an assortment of reading 

comprehension strategies to clarify/repair their understanding when something in the text 

doesn’t make sense (NRP, 2000).  For example, students do not know the meaning of a 

word, they can use strategies like rereading, identifying context clues, identifying word 

parts (e.g., prefixes or suffixes), and/or using a dictionary to clarify their understanding of 

the word meaning and repair their comprehension of the text (Vaughn et al., 2011). 

Conclusion. Reading comprehension strategies are essential for students to 

successfully learn to read, and to effectively understand what they read.  Students with 

proficient reading comprehension know how to consistently and appropriately use 

reading comprehension strategies to comprehend text, whereas, students who struggle 

with reading comprehension typically do not (Prado & Plourde, 2011).  Students’ use of 

reading comprehension strategies can be influenced by a variety of factors including, but 

not limited to, their gender, minority status, and SES.  One approach to countering these 
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influences and to increasing high school students’ reading comprehension proficiency is 

to explicitly teach them how to effectively utilize the reading comprehension strategies 

necessary to best support their understanding of what they read. 

Reading Comprehension Strategy Instruction 

According to national longitudinal data, a majority of students who have difficulty 

reading at the end of third grade continue to read poorly in high school (Snow, 2002).  

Ideally, reading interventions would not be necessary after elementary school, however, 

approximately 70% of secondary students require some form of reading remediation 

(Edmonds et al., 2009).  Additionally, students who can read on grade level in the early 

elementary grades do not necessarily maintain this proficiency as they progress through 

school (Biancarosa & Snow, 2006).  One reason, according to Sturtevant (2003), is that 

many students do not smoothly transition from the simplistic stories they learn to read in 

the elementary grades to the more complex content area texts they encounter in 

secondary school.  Thus, reading comprehension instruction beyond the elementary 

grades is critical because successful acquisition of early literacy skills does not always 

equip students with the necessary skills needed to maintain reading proficiency in the 

upper grades (Swanson et al., 2016). 

Reading deficits that persist into middle and high school are extremely difficult to 

correct.  Teaching older students with persistent reading difficulties to read is uniquely 

challenging for a multitude of reasons.  First, many believe that these students are past 

the age when reading skills are most efficiently acquired (Manset-Williamson & Nelson, 

2005).  Based on brain development research there is a limited window of time for the 
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development of certain cognitive functions such as reading (Denton, 1999).  This 

research aligns with academic reading research which suggests that it becomes 

exceedingly more difficult to learn to read after approximately age 10 (Denton, 1999). 

Second, the longer reading difficulties persist the harder they are to remediate 

because the older and further behind a student is, the more learning they must make up 

(Denton, 1999).  Older students reading deficits are sometimes so extreme that they not 

only struggle with comprehension, they also lack fundamental skills such as automatic 

word identification and fluency (Manset-Williamson & Nelson, 2005).  Unfortunately, 

some of these students were not taught, or were insufficiently taught, the basic skills 

required to read fluently and with comprehension.  Whereas, some older struggling 

readers may have received effective early reading instruction, yet they still have difficulty 

reading fluently and/or comprehending what they read.  These students present additional 

instructional challenges because they likely have difficulty with more than one aspect of 

reading (Roberts, Torgesen, Boardman, & Scammacca, 2008).  Understandably, 

persistent reading failure can frustrate students.  Frustration with reading can create 

negative attitudes toward reading and cause students to begin to avoid engaging in 

reading activities (Hurst et al., 2010).  Thus, helping students overcome years of 

frustration presents added challenges for teachers (Manset-Williamson & Nelson, 2005). 

Although improving the reading comprehension of older struggling students is 

challenging, it is not impossible.  Several intervention research reviews have reported 

positive outcomes for high school students with reading difficulties that were taught to 
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use reading comprehension strategies (e.g., Scammacca et al., 2007; Swanson, 1999; 

Edmonds et al., 2009; Wanzek et al., 2013). 

Effective reading comprehension strategy instruction. Reading comprehension 

is not an automatic skill students simply pick up through the act of reading, it must be 

taught (Moats, 1999).  Reading comprehension strategy instruction is one of the core 

components of reading comprehension instruction; students must be taught the reading 

strategies they need to construct meaning from what they read (Prado & Plourde, 2011).  

In fact, strategy instruction is one of the five practices recommended by the NRP to 

improve reading proficiency (NRP, 2000).  Reading comprehension strategy instruction 

is defined as the explicit teaching of reading comprehension strategies including what 

comprehension strategies are, why they are important, and how, when, and why to apply 

specific strategies (Ness, 2009). 

The philosophy behind the explicit teaching of reading comprehension strategies 

is that comprehension can be enhanced by learning specific strategies to use when 

comprehension difficulties are encountered (NRP, 2000).  The goal of reading 

comprehension strategy instruction is to teach students how to think while they read by 

encouraging them to actively participate in the comprehension process (Gersten et al., 

2001).  This is accomplished through the explicit instruction of reading comprehension 

strategies (Kamil et al., 2008b).  Explicit reading strategy instruction involves direct 

explanation of a strategy, modeling its’ use, scaffolding student learning by providing 

support during guided practice, increasing student responsibility through independent 

practice, giving students opportunities to discuss the text and use of the strategy, and 
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monitoring student progress by checking for understanding and providing feedback 

(Houtveen & van de Grift, 2006; Prado & Plourde, 2011). 

Explicit reading comprehension strategy instruction has shown to have a positive 

effect on the reading comprehension achievement of struggling students (Woolley, 2011).  

In 2011, Prado and Plourde conducted a quasi-experimental study to explore whether the 

explicit teaching of reading comprehension strategies increased students’ reading 

comprehension.  The sample for their study included 57 fourth grade students.  Pretest 

and posttest data was obtained using a 41-question reading test, the Northwest Evaluation 

Association (NWEA), that assessed five reading subskills: word recognition and 

vocabulary, literal reading comprehension, inferential reading comprehension, evaluative 

reading comprehension, and literary response and analysis.  Students received explicit 

instruction of the following reading comprehension strategies: visualization, activating 

prior knowledge, inferencing, question generation, drawing conclusions, determining the 

main ideas and themes, synthesizing information, and clarifying and repairing.  A 

matched t test was used to analyze the pretest and posttest data.  The results indicated a 

statistically significant increase in the mean scores of students’ posttest (M = 207.14) 

compared to their pretest scores (M = 201.82), t(56) = 4.59, p < .001.  The findings 

suggest that explicit reading comprehension instruction positively effects fourth grade 

students’ reading comprehension achievement (Prado & Plourde, 2011). 

According to Scammacca et al. (2007), reading comprehension instruction is also 

associated with improvements in the reading comprehension achievement of high school 

students.  Their assertion was supported by findings of Sari’s 2015 study that investigated 
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the relationship between reading comprehension instruction and students’ reading 

comprehension achievement.  Data for this study was obtained from the PISA 2009 

Turkey dataset, which included 4,996,15-year old participants.  Structural equation 

modeling was used to examine the relationships among high school students’ reading 

achievement, reading strategy instruction, reading attitudes, and study habits.  In terms of 

the relationship between reading strategy instruction and students’ reading 

comprehension achievement, Sari used two latent variables in the SEM model to measure 

different aspects of reading instruction, ‘teacher strategies’ and ‘motivating students’.  

Both variables were measured by students’ responses to items obtained from questions on 

the PISA 2009 Student Questionnaire. 

Sari (2015) utilized students’ frequency ratings of the following nine items to 

measure the ‘teacher strategies’ variable: the teacher poses questions that motivate 

students to participate actively in reading class, the teacher explains before reading 

assignments what is expected of students, the teacher tells students in advance how their 

assignments will be assessed, the teacher gives students the chance to ask questions about 

the assignments, the teacher asks whether every student understands how to complete 

reading assignments, the teacher checks that students are concentrating while working on 

reading assignments, the teacher assesses students’ reading assignments when completed, 

the teacher discusses students’ work individually with them after they have finished 

reading assignments, and the teacher tells students how well they did on reading 

assignments immediately after they have finished reading assignments.  Likewise, the 

‘motivating students’ variable was measured by students’ frequency ratings of the 
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following five items: the teacher asks questions that challenge students to get a better 

understanding of a text, the teacher gives students enough time to think about their 

answers, the teacher encourages students to express their opinions about a text, the 

teacher helps students relate the stories they read to their lives, and the teacher 

recommends books or authors to students to read.  The SEM results revealed a significant 

correlation between high school students’ reading achievement and both aspects of 

reading instruction, ‘teacher strategies’ (γ = 0.33) and ‘motivating students’ (γ = 0.26).  

Thus, indicating a positive relationship between reading comprehension instruction and 

high school students’ reading comprehension achievement. 

Multiple strategy instruction. Early reading comprehension strategy instruction 

in the 1970s and 1980s focused on teaching individual strategies in isolation.  However, 

over time, as teachers and researchers realized that good readers do not rely on individual 

strategies, rather, they use a repertoire of strategies throughout the reading process the 

focus transitioned to multiple strategy instruction (Pressley & Afflerbach, 1995).  The 

predominant belief became that while it is important to explicitly teach students each 

individual strategy, they must also be taught to think of strategies cohesively as a tool box 

of skills that can be used flexibly and integrated as needed (Palinscar & Schutz, 2011). 

An eclectic approach to reading comprehension strategy instruction to teach 

students a variety of cognitive and metacognitive strategies positively impacts students’ 

reading achievement more so than teaching strategies in isolation (Logan & Johnston, 

2010).  This may be because the effectiveness of the strategies varies based on the 

individual reader, the specific reading activity, the content of the text, and the reading 
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environment (McNamara et al., 2007).  Consequently, students not only need to learn 

how to correctly use reading strategies, they must also learn when to use which strategies.  

Students also need to understand the importance of using comprehension strategies.  

Even when students are taught when to perform the strategies, they are rarely explicitly 

taught why they are important (Paris et al., 1983).  Students need to be convinced the 

strategies they are learning are truly useful and necessary to support their comprehension. 

Furthermore, while having a robust repertoire of reading comprehension strategies 

is beneficial, students must also learn how to regulate the strategies they use to aid their 

comprehension during the reading process (McNamara et al., 2007).  Students need to 

learn the conditions under which certain strategies are applied.  Dewitz, Jones, and Leahy 

(2010) stated, teachers need to provide clear, direct explanations about what the strategies 

are (i.e., declarative knowledge), how the strategies work (i.e., procedural knowledge), 

and why/how they should be utilized (i.e., conditional knowledge). 

Multiple strategy instruction is useful for teaching students how to become self-

regulated learners in that it helps them learn how to independently determine what 

strategies to use and when (Cantrell, Almasi, Carter, Rintamaa, & Madden, 2010).  

Multiple strategy instruction training programs include sets of cognitive and 

metacognitive reading comprehension strategies taught with a focus on teaching students 

how to flexibly use different strategies to accomplish their established goals for reading 

(Cantrell et al., 2010).  Multiple strategy instruction programs such as Reciprocal 

Teaching, Collaborative Strategic Learning, and Peer Assisted Learning Strategies have 

proven to effectively improve students’ reading comprehension across various grades. 
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Reciprocal teaching, as described by the creators Palinscar and Brown (1984), 

involves four comprehension strategies, including predicting, summarizing, question 

generation, and clarifying and repairing.  The main features of reciprocal teaching are 

instruction of the four strategies, extensive guided practice applying the strategies, 

scaffolding, and cooperative learning (Snow & Biancarosa, 2003; Takala, 2006).  

Similarly, the Collaborative Strategic Reading (CSR) program is comprised of the 

following four main strategies: preview, click and clunk, get the gist, and wrap up and 

review.  The four main strategies correspond to eight separate reading comprehension 

strategies: previewing, predicting, activating prior knowledge, identifying the main idea, 

summarizing, monitoring comprehension, question generation, and students are taught to 

use these strategies at different stages of the reading process to increase text engagement 

and reading comprehension (Vaughn et al., 2011).  Like reciprocal teaching, CSR teaches 

students how to monitor and repair their comprehension.  Also, similar to reciprocal 

teaching, cooperative learning is a vital element of CSR. 

Predicting, identifying the main idea, and summarizing are the three reading 

comprehension strategies included in the Peer Assisted Learning Strategies (PALS) 

program.  Like reciprocal teaching and CSR, PALS initially requires extensive teacher 

involvement as they explain the individual strategies, model appropriate strategy use, and 

implement guided practice.  PALS also utilizes independent practice and cooperative 

learning in the form of tutoring sessions where pairs of students follow a specific protocol 

to practice using the comprehension strategies.  Teachers continue to provide direct 

support to students during the tutoring sessions by helping them to fix any mistakes, 
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guiding their appropriate strategy use, and rewarding them for accurate strategy use 

(Liang & Dole, 2006).  The guidelines for PALS programs implemented with high school 

students encourage teachers to select expository text covering topics that are applicable in 

the students’ lives such as social relationships, sports, entertainment, and youth 

employment opportunities (Fuchs et al., 2001). 

Countless studies demonstrating the effectiveness of these three multiple strategy 

instruction techniques have been conducted with general and special education 

elementary and middle school students (e.g., Boardman et al., 2016; Klingner & Vaughn, 

1996; Mathes et al., 1999; Mathes, Howard, Allen, & Fuchs, 1998; McMaster, Kung, 

Han, & Cao, 2008; Morgan, Young, & Fuchs, 2005; Spörer & Brunstein, 2009; Takala, 

2006; Vaughn, Klingner, & Bryant, 2001; Vaughn et al., 2011).  However, far fewer 

studies have examined their effectiveness with high school students. 

One example of a study focused on examining the efficacy of multiple strategy 

instruction with high school students is Alfassi’s two-part investigation of reciprocal 

teaching (2004).  The first of the two studies in this investigation compared the effects of 

reciprocal teaching to the effects of traditional methods of reading strategy instruction on 

students’ reading comprehension achievement.  The participants in the study included 49 

ninth grade students from two English language arts classes.  Each class was randomly 

assigned to one of the two conditions. The treatment group included 29 students and the 

control group included 20 students.  Data collection measures consisted of eight 10-item 

researcher developed reading comprehension tests (Alpha = .71-.85) as well as the 

GMRT-RC (K-R 20 = .91-.93; MacGinitie et al., 2001).  The intervention was conducted 
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for 20 consecutive school days. Both treatment and control group class sessions lasted 

approximately 90 minutes.  The 20-minute reciprocal teaching intervention was 

incorporated into the treatment group’s 90-minute class. 

Alfassi (2004) explained that the reciprocal teaching the intervention included the 

following three steps: direct instruction, guided practice, and group sharing.  During the 

direct instruction of the four reciprocal teaching strategies (predicting, summarizing, 

question generation, and clarifying and repairing) the teacher modeled and practiced each 

of the strategies for two consecutive days.  In the guided practice phase, students 

gradually increased their independent use of the strategies.  Finally, in the group sharing 

stage of the intervention, the class was divided into small groups where students took 

turns leading discussions on portions of an assigned text while practicing the four 

strategies.  Students in the control condition were not explicitly taught the reading 

comprehension strategies and did not practice applying them.  Univariate ANCOVA tests 

were employed to determine any differences between treatment and control groups.  The 

findings indicated that students in the treatment group performed higher on reading 

comprehension measures than the students in the control group, F(2, 44) = 4.08, p < .05. 

Alfassi (2004) then conducted a second study to test the generalizability of the 

findings from the first study.  The generalizability of the results from the first study was 

limited because it was conducted with a small sample of students in one subject area.  

The participants in the second study included 277 10th grade students across science, art, 

social studies, and math classes.  The data measures included four 10-item researcher 

developed reading comprehension tests (Alpha = .73-.84) that were administered before 
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and after the intervention.  The intervention in this study was the same as the intervention 

in the first study.  In addition to the 20 days of intervention, students received an 

additional three consecutive days of the intervention every other month of the school 

year.  A 2 x 2 repeated measures ANOVA was used to examine performance differences 

before and after the intervention.  The results indicated a significant improvement in 

student performance from the intervention, F(1, 276) = 6.73, p < .05 (Alfassi, 2004). 

The only study located that examined the effects of the Collaborative Strategic 

Reading (CSR) program with high school student was a small mixed methods study 

conducted by high school teacher researchers (Shook, Hazelkorn, & Lozano, 2011).  The 

participants of the study consisted of 26 students (14 males and 12 females) in a high 

school biology class.  The intervention began with 30-minute training sessions 

implemented for three consecutive days to introduce students to the four CSR strategies 

and the intervention procedures. 

After training was completed, the CSR intervention was implemented for 30 

minutes, two times a week, for eight weeks.  Before reading, students began by using the 

‘preview’ strategy which entailed previewing the text, brainstorming, and discussing 

(activating) their prior knowledge of the topic.  The ‘preview’ strategy also required 

students to predict what they think will happen in the text and what they will learn from 

reading.  While reading, students monitored their comprehension using the ‘click and 

clunk’ strategy to identify portions of the text that they do (‘click’) and do not (‘clunk’) 

understand.  Next, the ‘get the gist’ strategy was employed to help students with 

identifying the main ideas and summarizing.  Finally, after reading the text, students used 
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the ‘wrap up and review’ strategy to review what they learned and generate questions that 

will help them review what they learned from the text. 

Data for this investigation was obtained from 20-item teacher developed weekly 

quizzes.  To determine differences in student learning, three quizzes taken prior to the 

intervention, considered baseline data, were compared to the quizzes from the last five 

weeks of the intervention.  The average baseline quiz score for the class was 75 points 

and the average score of the final five weeks of the intervention was 94.  Although Shook 

et al. (2011) reported using the Wilk’s Lambda test to obtain the result of statistically 

significant differences in student scores, this test is not the appropriate for this 

investigation.  Despite the lack of accurate statistical results, the increase of almost 19 

points from baseline to intervention data points supports the authors assertion that the 

CSR program positively impacted students’ performance. 

Finally, a study investigating the effectiveness of the PALS reading 

comprehension strategy instruction program with high school students in remedial and 

special education classes, conducted by Fuchs et al. (1999), was found in the literature.  

The participants of this study included 119 (49 female/70 male) ninth grade students from 

18 intact classes, with reading levels ranging from second to sixth grade.  Students’ 

comprehension was measured before and after treatment using the Comprehensive 

Reading Assessment Battery (CRAB; Fuchs, Fuchs, & Hamlett, 1989).  The 18 classes 

were divided into nine treatment and control groups.  In the treatment condition, the 

PALS intervention was implemented five times every two weeks over a 16-week period. 
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Each PALS session consisted of three partner activities: partner reading, 

paragraph shrinking, and prediction relay.  For the first activity, partner reading, each 

student read aloud for 5 minutes, for a total of 10 minutes of sustained oral reading.  If 

the reader incorrectly pronounced a word, the partner stopped them and prompted them to 

correct the error.  After both students finished reading, the lower performing student had 

two minutes to retell the sequence of what occurred in the text.  In the second activity, 

paragraph shrinking, the students continued taking turns reading aloud with their partner.  

At the end of each paragraph the reader stopped to identify the main idea.  After five 

minutes, the students switched roles.  The last activity, prediction relay, extended 

paragraph shrinking to larger portions of text and required students to practice predicting 

and summarizing.  This activity entailed the following four steps: first, the reader 

predicted what they thought they would learn on the next half page of text; then, they 

read aloud the half page while their partner identified and corrected any reading mistakes; 

next, the reader confirmed/disconfirmed their prediction; and finally, they briefly 

summarized the main ideas of the half page.  If their prediction was unreasonable, the 

partner prompted the reader to try again.  Finally, after 5 minutes, the students switched 

roles and repeated the steps of the activity (Fuchs et al., 2001). 

Students in the control group received the typical reading instruction, which did 

not include any PALS activities.  A one-way ANOVA was used to analyze the growth 

from students’ pre- and post-treatment reading comprehension performance.  Fuchs et al. 

(2001) reported that the students who received the PALS training demonstrated 

statistically significant growth in reading comprehension compared to the students who 
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did not receive the training, F(1,118) = 5.84, p < .05, ES = .34.  Overall, the findings of 

these four studies demonstrate that multiple strategy instruction programs can effectively 

impact high school students’ reading achievement. 

Content area reading comprehension strategy instruction. Reading 

comprehension strategy instruction positively impacts students’ overall reading 

achievement as well as their performance in the various content areas (e.g., science, 

social studies, math).  Indeed, according to Anastasiou and Griva (2009), teaching 

students to utilize strategies during reading has been the focus of many studies and it has 

proven to affect both reading performance and strategy use of poor readers in a positive 

way.  Reading comprehension strategy instruction has also been shown to significantly 

increase students’ retention and comprehension of texts in various high school content 

area domains such as science and social studies (Duke et al., 2011; Ness, 2009).  

However, an increased focus on research regarding high school content area reading 

interventions is greatly needed (Vaughn et al., 2015b). 

Berkeley, Marshak, Mastropieri, and Scruggs (2011) conducted one such study 

with middle school students, in an inclusive classroom, to test the effectiveness of 

explicitly teaching a reading strategy to improve their comprehension of social studies 

texts.  They conducted a pre-post randomized experimental study to examine the effects 

of a self-questioning strategy on students’ ability to comprehend social studies texts.  The 

sample of students participating in this study included 57 (29 female/28 male) seventh 

grade students.  In order to assign students to the two conditions, students were first 

stratified by their class, disability status, and English Language Learner status. Then, 



68 

 

 

students were randomly assigned to the treatment and control groups.  Finally, teachers 

were randomly assigned to teach the conditions in two separate classrooms.  The self-

questioning reading comprehension strategy intervention consisted of three 20 minute 

lessons taught over three days.  In the treatment group, explicit instruction, as detailed 

above, was used to teach students how to create and answer appropriate questions for 

individual sections of text using the headings and subheadings in the textbook.  Whereas, 

students in the control group were simply told to read a certain number of sections from 

the textbook while trying to retain as much information as possible. 

Three separate measures were used to collect data for this investigation including 

a 20-item multiple-choice researcher developed social studies content knowledge test 

(Alpha = .62), a 13-item open ended researcher developed social studies content 

knowledge test (Alpha = .82), and a strategy awareness survey.  Berkeley et al. (2011) 

reported that students in the treatment group outperformed students in the control group 

on multiple-choice social studies content knowledge test (M = 10.30, SD = 3.54) and (M 

= 7.70, SD = 2.11), respectively.  Likewise, the results indicated that students in the 

treatment group outperformed students in the control group on the open ended social 

studies content knowledge test (M = 7.03, SD = 3.16) and (M = 2.98, SD = 1.87), 

respectively.  Large effects were associated with the performance difference between the 

treatment and control groups on the multiple-choice and the open-ended social studies 

content knowledge tests (ES = 1.61, ES = 0.92, respectively). 

Further, Berkeley et al. (2011) employed an independent t-test to analyze the 

posttest scores on the multiple-choice test to examine whether differences in specific 
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content knowledge between the groups existed following instruction.  Based on the 

results of this analysis, the specific content knowledge of the treatment group following 

instruction was significantly greater than the control group, t(55) = 3.40, p = .001.  An 

additional independent t-test was used to analyze the posttest scores of the open-ended 

test to determine if there were groups differences in main idea knowledge following 

instruction.  The results indicated that following instruction, the main idea knowledge of 

the treatment group was greater than the control group, t(55) = 5.96, p < .001.  Finally, 

the results of the strategy awareness survey revealed that an average of 63% of all 

participants reported using one or more reading comprehension strategies on the strategy 

awareness survey, with more students in the treatment group (83%) reporting strategy use 

than students in the control group (40%).  Overall, the results of this study support the 

notion that reading comprehension strategy instruction positively effects students’ 

reading comprehension as well as their reading comprehension strategy use. 

Lim et al., obtained similar results in their 2015 study of reading comprehension 

strategies.  The purpose of this study was to examine the relationships among high school 

students’ reading strategy instruction, reading strategy use, reading attitudes, gender, and 

SES.  The dataset from the Korean PISA 2009 including data of 4,988 students from 157 

schools was used in this investigation.  Structural equation modeling (SEM) was 

employed to test the relationship between reading strategy instruction and reading 

comprehension strategy use.  The SEM results indicated that reading strategy instruction 

directly and positively predicted students’ use of memorization (γ = .07), elaboration (γ = 

.12), and control (γ = .12) reading comprehension strategies. 
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In order to improve students’ content area knowledge and overall reading 

comprehension ability, high school content area teachers need to be held responsible for 

teaching them the strategies necessary to effectively comprehend their content area texts 

(Scammacca et al., 2016).  In successful high school classrooms, teachers teach content 

area knowledge in tandem with requisite literacy skills.  Integrating reading 

comprehension strategy instruction into high school content area instruction is necessary 

because meeting the increased knowledge, strategy, and discourse requirements of high 

school content areas requires students’ awareness and use of more sophisticated 

comprehension strategies (Conley, 2008).  Specifically, it is critical that high school 

teachers teach students’ content area specific reading comprehension strategies because 

certain reading strategies are considered unique to each subject area, due to the different 

reasoning processes and presentation of material in each discipline (Wexler et al., 2016). 

A study conducted by Shanahan and Shanahan (2008) offers specific examples of 

these domain specific reading comprehension strategies.  In 2008, Shanahan and 

Shanahan began a multi-year study to reevaluate the basic curriculum of adolescent 

literacy instruction, specifically in terms of disciplinary reading comprehension strategy 

instruction.  Their study was of many conducted as part of the Carnegie Corporation’s 

effort to identify effective adolescent literacy instructional practices and subsequently 

develop higher education course curricula to help future teachers learn how to integrate 

literacy instruction into content area instruction. 

In the first year of their investigation Shanahan and Shanahan (2008) consulted 

with a host of experts in math, chemistry, and history to identify the sophisticated 
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specialized reading skills pertinent to their specific areas of expertise.  The math experts 

identified close reading and rereading as two of the most important reading 

comprehension strategies for their domain.  They explained that comprehending math 

text requires an understanding the precise meaning of each word that cannot be 

accomplished without close reading.  Reading comprehension strategies that aided in the 

translation of information from one form to another were of greatest importance to the 

chemistry experts.  They emphasized the importance of strategies such as visualizing, 

writing down formulas, and obtaining information from pictures, diagrams, charts or 

graphs in developing a complete understanding of the concepts.  Finally, the historians 

explained the awareness that their texts are mainly interpretations of historical events 

makes it necessary to determine what story specific authors want to tell.  As a result, they 

stressed the importance of reading comprehension strategies that focus on the author and 

source of the text in order to be able to evaluate any potential biases in the text. 

Students of all ages and performance levels need the ongoing support of 

competent teachers to continue developing their reading comprehension abilities.  The 

highest achieving high school students may need assistance with advanced vocabulary, 

while struggling readers may need extensive support to improve their reading 

comprehension proficiency and their comprehension of critical content area information 

(Sturtevant, 2003).  The importance of continuing reading comprehension instruction 

beyond the elementary years to better support the needs of older students is clear 

(Shanahan & Shanahan, 2008).  Specifically, strategy instruction needs to be integrated 
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with content area instruction to help students improve their reading proficiency and to 

access the knowledge necessary for content area learning (Wexler et al., 2016). 

Lack of reading comprehension strategy instruction. Despite agreement in the 

literature supporting the positive impact students’ effective use of reading comprehension 

strategies has on their reading achievement, as well as the research indicating that reading 

comprehension strategy instruction supports the development of students’ reading 

comprehension, surprisingly few teachers engage in reading comprehension strategy 

instruction; especially in high school content area classes.  Empirical research indicates 

that in most classrooms, students receive inadequate instruction regarding reading 

comprehension strategies and skills (Shang, 2010).  There is at least 40 years of evidence 

highlighting teachers’ resistance to reading comprehension instruction in both reading 

and content area classes.  Historically, the results of observational research conducted in 

elementary through high schools indicate that most content area teachers provide little to 

no strategy instruction (Durkin, 1978; Ness, 2009; Pressley, Wharton-MacDonald, 

Mistretta-Hampton, & Echevarria, 1998; Quirk, Trismen, Nalin, & Weinberg, 1975; 

Swanson et al., 2016; Wexler et al., 2016).  The following three studies provide a detailed 

explanation of the reading comprehension instruction practices of high school teachers. 

Ness (2009) conducted a mixed methods study to measure the frequency of 

reading comprehension strategy instruction in secondary social studies and science 

classrooms.  Data was collected through classroom observations and interviews of eight 

teachers (four middle school and four high school).  Of the 2,400 total minutes of 

classroom observations a total of 82 minutes (3%) of reading comprehension strategy 
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instruction was recorded.  The results revealed that reading comprehension strategy 

instruction was only implemented for 60 minutes (10%) of the total time observed in the 

middle school social studies classes, and no explicit reading strategy instruction was 

observed in the high school social studies classrooms.  While Ness stated that the 

instruction observed in the middle and high school social studies classrooms far exceeded 

that observed in the science classrooms, no empirical results for the science classrooms 

were provided or possible to deduce from the information presented. 

In a similar study, Swanson et al. (2016) investigated the reading comprehension 

instruction in middle and high school English language arts (ELA) and social studies 

classes.  The researchers observed 20 middle and high school classes (nine ELA and 11 

social studies).  They conducted 137 classroom observations (58 ELA and 79 social 

studies) totaling 7,208 minutes (3,283 minutes and 3,925 minutes, respectively).  Based 

on the purposeful sampling criteria established by the researchers, the teachers selected 

for this study all had a minimum of three years of experience and were considered 

content area experts by their administrators.  The results indicated that reading 

comprehension strategy instruction was observed in 26% of ELA classes and in 20% of 

social studies classes.  Further, the results revealed that four of the nine ELA teachers 

were never observed teaching or reviewing reading comprehension strategies and two of 

the 11 social studies teachers not observed teaching or referring to comprehension 

strategies during their instruction (Swanson et al., 2016). 

In 2016, Wexler et al. investigated the frequency of reading comprehension 

strategy instruction in high school biology classes.  The participants in this study included 
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10 teachers who taught a total of 198 ninth through 12th grade students, 34% of which 

were at risk of reading failure.  Data was collected using a researcher developed 

classroom observation protocol adapted from the Writing and Reading Observation Tool 

(Bryant et al., 2013) designed to observe secondary literacy settings.  A total of 3,167 

minutes during 40 class sessions (lasting an average of 79 minutes) across the 10 teachers 

were observed over a three month period.  Once all 40 observations were completed, each 

of the 10 teachers participated in a 45-minute semi-structured interview. 

After coding the observations, the research team concluded that the biology 

teachers integrated essentially no reading comprehension strategy instruction into their 

content area instruction.  In the total of less than 1% of the 1 minute time intervals 

observed collectively across all 10 teachers, the researchers reported minimal instruction 

of the following strategies: previewing (0.09%), identifying main idea and summarizing 

(0.60%), and question generation (0.76%).  Qualitative analysis of interviews revealed 

that teachers were aware that students require reading comprehension strategy instruction 

to become independent learners and they all agreed with the importance of integrating 

strategy instruction into their lessons.  Nevertheless, eight of the 10 teachers defended 

their lack of reading comprehension strategy instruction.  Four teachers cited limited 

instructional time as a barrier to appropriately teaching reading comprehension strategies.  

The consensus among those four teachers was that they only had enough class time to 

teach basic short-term strategies to provide students a quick fix to comprehend the 

immediate text.  According to Wexler et al. (2016), the other four teachers didn’t 

explicitly teach reading comprehension strategies during class because they believed that 
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students independently practice reading strategies at home.  Although the sample size of 

the teachers observed in these three studies is relatively small, the agreement of these 

studies, along with the consistent results of similar studies conducted in elementary and 

middle classrooms dating back to the 1970s, indicates that there is clearly a pervasive and 

unsettling lack of reading comprehension strategy instruction in U.S. classrooms. 

School level predictors of reading comprehension achievement. There are 

several student and school level factors associated with classroom instruction that have 

been found to effect student learning.  In addition to the student characteristics previously 

discussed (gender, minority status, and SES) the school characteristics of class time and 

class size were included in this investigation.  Research evidence exists supporting the 

positive effects of additional class time and reduced class size on overall academic 

achievement.  However, research in these areas specifically focused on the effects class 

time and class size on the reading achievement of high school students is limited. 

Reading comprehension achievement and class time. Since the early 1980s some 

educators and policy makers have been pushing for an increase in instructional class time 

(Kolbe, Partridge, & O’Reilly, 2012) based on the assertion that more instructional time 

will lead to increased student achievement.  In recent years, increasing classroom 

instruction time has become a common topic of school reform debate.  In particular, 

many argue in favor of increasing classroom instructional time to allow teachers more 

time to focus on improving students’ reading and math performance. 

A study conducted by Rivkin and Schiman (2015) lends credence to the argument 

for increasing class time.  Their investigation utilized reading, math, and science 



76 

 

 

achievement data from the PISA 2009.  The sample of participants included in the dataset 

consisted of 253,286 15-year old students across 72 countries.  Results of the fixed 

effects regression analysis used in this study, revealed a positive and statistically 

significant relationship between class time and student achievement.  Specifically, one 

additional hour of class time per week increased students’ achievement by 11% of a 

standard deviation across all three subject areas.  Thus, indicating that increased 

instructional time can improve high school student achievement.  In addition to the 

benefit of improved student achievement, increased instructional time offers teachers 

innumerable benefits.  For example, additional class time would give teachers the chance 

to cover more course material, invest more time teaching challenging concepts, 

effectively individualize and differentiate instruction, ensure that they sufficiently answer 

student questions, consistently provide individualized feedback to students regarding 

their performance, implement more project based learning activities, etc. 

Despite the growing calls for an increase in instructional class time, the average 

numbers of days in the traditional public school year, 179, has not changed in at least 15 

years.  Over that same time period, the average number of hours in the traditional public 

school day has barely changed.  On average, it has increased 4 minutes to the current 

average 6 hour and 42-minute school day (Kolbe et al., 2012).  Although the instructional 

time in traditional public schools is relatively stagnant, instructional time in charter 

schools has increased.  Since the 1999-2000 school year, charter schools have added one 

school day, increasing the average number of days in school year from 179 to 180.  
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Likewise, charter schools have increased the average number of hours per day by 

approximately 7 minutes (Kolbe et al., 2012). 

There is empirical evidence indicating that the increased instructional class time 

in charter schools positively effects student achievement.  Hoxby, Murarka, and Kang 

(2009) conducted a multi-year project to evaluate New York City Charter schools.  They 

examined longitudinal data of students in grades three through 12 from the 2000-01 

school year through the 2007-08 school year.  As part of their evaluation, they 

investigated the effects of increased reading instruction time on student achievement 

using simple linear regression analysis.  According to the results of the analysis, 

increased reading instruction time is associated with a statistically significant 

improvement in student achievement (Hoxby et al., 2009). 

In addition to positively impacting students’ overall achievement, converging 

evidence from different investigations of PISA reading test data have revealed a positive 

relationship between increased reading class time and students’ reading achievement.  

For example, Lavy (2015) examined the effects of instructional time on students’ reading, 

math, and science achievement using PISA 2006 data.  Although the PISA 2006 

international dataset included data from 58 countries, the researcher only used data from 

the 22 OECD developed countries when estimating the effects of instruction time on 

reading, math, and science achievement.  The results of the fixed effects regression 

analyses indicated a positive and significant effect of instructional time across all three 

subject areas.  Consistent with, but smaller than the results obtained by Rivkin and 

Schiman (2015), Lavy (2015) reported, one more hour of instruction per week increased 
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achievement by 6% of a standard deviation across all three subjects.  Additionally, the 

results of the ordinary least squares regression analysis suggested a positive relationship 

between an increase in reading instruction time and students’ reading achievement.  

Specifically, an increase of one hour of reading instruction per week improved students’ 

reading achievement by 5% of a standard deviation (Lavy, 2015). 

Similarly, Huebener et al. (2016) sought to examine the relationship between high 

school reading instruction class time and students’ reading comprehension achievement.  

Their approach to investigating this relationship differed from the prior studies in two 

main ways.  First, the researchers utilized longitudinal data in this study rather than cross 

sectional data.  Second, instead of only using international PISA data to explore this 

relationship, the researchers used a combination of international PISA data, and data from 

a PISA dataset of one individual OECD country, Germany.  The researchers examined a 

total of five sets of PISA data ranging from 2000-2012.  Data from 2000, 2003, and 2006 

were obtained from German PISA datasets and data from 2009 and 2012 were obtained 

from international PISA datasets.  The sample consisted of 33,217 15-year old students.  

Ordinary least squares regression analysis was used to analyze the effects of increased 

reading class time on students’ reading achievement.  The results revealed a significant 

improvement in students’ reading achievement by an average of 6% of an international 

standard deviation when reading class time was increased by two hours per week 

(Huebener et al., 2016).  This finding, indicating that increased reading instruction time 

improves students’ reading achievement, is consistent with the findings of Lavy (2015). 
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Three additional studies investigated the relationship between reading class time 

and reading achievement (e.g., Cattaneo et al., 2016; Huang, 2015; Kasapoglu, 2014).  

They each used cross-sectional data from PISA datasets of one individual OECD country 

(Turkey PISA 2009, United States PISA 2012, and Switzerland PISA 2009, respectively).  

The findings of all three studies, including a total of 21,407 students, confirm the positive 

association between class time and reading achievement.  Thus, providing additional 

support for the claim that an increase in reading instruction time can effectively improve 

students’ reading comprehension achievement. 

Reading comprehension achievement and class size. In the last two decades, 

class size reduction has become a popular, albeit controversial, school reform initiative.  

An array of researchers, teachers’ unions, policymakers, and politicians have debated the 

benefits and costs of reducing class size (Milesi & Gamoran, 2006).  At the core of 

education reform and policy making are major decisions regarding the most effective 

distribution of school resources to optimize student achievement (Konstantopoulos & 

Traynor, 2014).  This includes decisions pertaining to the assignment of teachers and 

students to classrooms, which requires a determination of the ideal number of students 

per classroom (i.e., class size).  In addition to its critical role in school reform and policy 

initiatives, there is evidence that class size effects student achievement. 

An investigation of the effects of class size on academic achievement was one 

component of the earliest empirical study of various educational processes and their 

effects on student achievement conducted by Rice in 1902.  The findings related to class 

size suggested there was not a strong relationship with student achievement.  However, as 
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Glass and Smith (1979) pointed out, the researcher unfortunately reported practically no 

quantitative results, making it impossible now to determine if the relationship was 

genuinely small in that it was based on the subjective judgment of the researcher. 

In 1979, Glass and Smith conducted a meta-analytic review of 77 early class size 

research including studies ranging from 1900 to 1979.  The sample of studies included 

900,000 students from 5 to 19 years or older (M = 12, SD = 4).  The researchers 

employed ordinary least squares regression analysis to examine the effect of small class 

sizes on students’ reading achievement.  The results revealed a strong relationship 

between class size and achievement in favor of small class sizes by approximately 0.10 

standard deviations in reading achievement.  Further, Glass and Smith (1979) reported 

that the relationship between class size and reading achievement was consistently 

stronger for high school students than elementary students. 

In a more recent study, Krassel and Heinesen (2014), examined the influence of 

class size on the achievement of high school students.  Their longitudinal study included 

a sizeable sample of 29, 184 10th grade Danish students.  The researchers obtained four 

years (2003-2006) of class size and student achievement data from Statistics Denmark 

and the Denmark Ministry of Education, respectively.  Achievement data including 

students’ average ninth grade GPA and their year-end exit exam scores from ninth grade 

was compared to the class size data from 10th grade.  Achievement measure from ninth 

grade had to be used because in Denmark, that is the final year of compulsory education 

as well as the last year students a required to all take the same end of year-exit exam.  In 

10th grade, students have the option of either retaking the ninth grade exit exam or taking 
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the advanced 10th grade exit exam.  Regression analysis was used to test the effect of 

class size on high school students’ academic achievement.  The results of Krassel and 

Heinesen’s analysis revealed a statistically significant positive effect of small class size 

on students’ academic achievement.  When the class size is reduced by 10 students, the 

estimated effect on achievement is approximately 0.08 standard deviations. 

Leuven et al. (2008) conducted a similar longitudinal investigation to evaluate the 

effects class size on high school students’ achievement.  Participants in their study 

included 111,463 ninth grade Norwegian students.  Three years (2001-2003) of class size 

and academic achievement data of these was obtained from the Statistics Norway and 

Norway’s Ministry of Education, respectively.  Regression analysis was used to estimate 

how students’ academic achievement is affected by class size.  The researchers reported 

that class size had virtually no effect on student achievement.  Based on the results, when 

class size is reduced by 10 students, achievement is improved by an estimated 1-2% 

standard deviation (Leuven et al., 2008).  The small nonsignificant effect of class size on 

students’ academic achievement found in this study is inconsistent with a lot of existing 

class size evidence suggesting the need for additional research in this area. 

Research investigating the effects of class size on high school students’ reading 

achievement is another area ripe for research.  Unfortunately, research investigating the 

influence of class size on high school students’ achievement in reading was not found in 

the either the class size or reading literature.  However, several large scale multi-year 

studies conducted with elementary students reported a statistically significant positive 

relationship between smaller class sizes and students’ reading achievement.  For 
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example, Finn and Achilles (1999) analyzed the effectiveness of the Tennessee 

Student/Teacher Achievement (ProjectSTAR) which is one of the most prevalent CSR 

programs in the country.  ProjectSTAR consisted of approximately 12,000 students from 

the 329 classrooms that participated in the four-year intervention.  Molnar et al. (1999) 

investigated a similar but slightly smaller program in Wisconsin entitled, Student 

Achievement Guarantee in Education (SAGE).  Their study evaluated data of 6,308 

students from 284 classrooms that participated in the first two of the five-year program.  

Finally, one of the two main purposes of Chatterji’s (2006) study, was to identify student 

and school level variables that correlated with or moderated kindergarten and first grade 

students’ reading achievement.  Data for this investigation was obtained from a subset of 

the Early Childhood Longitudinal Study (ECLS) that included 2,296 students from 184 

U.S. schools.  The correlation between class size and reading achievement was one of the 

relationships examined in this study.  Consistent with the findings of the other two large 

scale multi-year studies, Chatterji (2006) found that class size had a statistically 

significant and negative correlation with elementary aged students’ reading achievement. 

Despite the limited and slightly inconsistent class size evidence, a majority of the 

research literature indicated a significantly negative relationship between the effects of 

class size and high school students’ overall achievement.  In addition to the positive 

effect of smaller class sizes on student achievement, small class sizes offer a myriad of 

other benefits to students and teachers, similar to those of increased class time, that 

promote learning.  Awareness of these benefits is also important to researchers’ 

understanding of the teaching and learning process because, as explained by Harfitt and 
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Tsui (2015), in essence, they are contextual and affective variables that provide insight 

into how class size mediates both teaching and student learning. 

In 1994, Blatchford and Mortimore were among the first researchers to investigate 

the effects of small class size on specific classroom processes.  They identified increases 

in teacher quality, curriculum coverage, and effective classroom management in small 

classes.  They also found that in small classes teachers are better able to more adequately 

meet the specific needs of each student by individualizing their instruction.  Further, 

additional class time and classroom space, better classroom morale, and improved 

relationships among the students were also observed in small classes (Blatchford & 

Mortimore, 1994).  Another observational study to investigate the relationship between 

class size and classroom processes, conducted by Blatchford in 2003, focused specifically 

on examining student-teacher interactions, student attentiveness and off-task behavior, 

and student peer interactions.  The results of Blatchford’s 2003 study revealed that in 

small classes teachers interacted with students more frequently and students demonstrated 

increased attention, decreased off-task behaviors, and interacted with peers more often. 

In 2011, Blatchford, Bassett, and Brown extended Blatchford’s earlier class size 

research to include high school students.  In this study, the effects of small class sizes on 

pupil classroom engagement and teacher pupil interaction were systematically observed 

and analyzed to determine whether any observed effects varied across elementary and 

high school students’ achievement or grade levels.  The participants in this study included 

686 students from a total of 88 1st, 3rd, 7th, and 10th grade classes.  The results of this 

study indicated that both elementary and high school students were more engaged in 
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smaller, rather than larger, classes.  Further, Blatchford et al. (2011) explained that the 

positive effect of small class size on engagement was most notable with low achieving 

high school students, indicating that struggling high school students would benefit from 

small class instruction.  Small class sizes also led to an increase in individual student 

attention of both elementary and high school teachers. 

Similarly, Harfitt and Tsui (2015) conducted a multiple case study to examine the 

effects of class size on the teaching and learning processes in high school classes.  

Participants in the study included four high school teachers (two eighth grade, one ninth 

grade, and one 10th grade).  Each teacher instructed both large and small classes, in the 

same grade level, with students of comparable ability.  Classroom observations and semi-

structed student and teacher interviews were used to collect data for this investigation.  

The researchers conducted 60 observations of 35-40 minute lessons as well as 229 

student and 29 teacher semi-structured interviews. 

The results obtained from the large amount of qualitative data produced an 

extensive number of valuable findings.  Only the main results of Harfitt and Tsui’s 2015 

study are reported here.  Their overall findings indicated that students in small classes 

were more motivated and engaged in their learning.  Students and teachers in the small 

classes demonstrated a stronger sense of belonging to the classroom community, 

developed more meaningful relationships with each other, offered more support to their 

peers, acknowledged each other’s strengths, and had a more positive perspective of the 

classroom environment.  All of which contributed to the increased motivation and 

engagement demonstrate by the students in the small classes. 
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Another important benefit of smaller class sizes is the positive impact they have 

on minority students and students with a low SES.  According to Fan (2012), a multitude 

of researchers who have studied the effects of class size and identified a significantly 

negative impact of large classes on academic achievement, consistently reported large 

classes had the most negative impact on minority students and/or students with a low 

SES.  Consequently, class size reduction has been recommended by researchers to lessen 

the minority and SES achievement gaps (Graue et al., 2007).  While relatively little is 

known about the effects of class size on high school students’ reading achievement, the 

evidence presented here regarding the impact it has on high school students’ overall 

achievement and elementary students’ reading achievement, and the extensive benefits of 

small class sizes to students and teachers, supports the need for further research. 

Conclusion. High school students need to be explicitly taught how to improve 

their reading comprehension by effectively utilizing various cognitive, metacognitive, 

and content area specific reading comprehension strategies. Specifically, students need to 

learn how to apply reading comprehension strategies through the teachers’ description of 

a particular strategy, explanation of the thinking process that underlies the use of the 

strategy, modeling of when and how to use the strategy, and guided practice 

implementing the use of the strategy.  Finally, teachers need to gradually turn over the 

responsibility of strategy use to the students during independent practice to ensure that 

students’ have developed the necessary knowledge of the reading comprehension strategy 

and its use.  Despite empirical evidence supporting the positive effects of reading 
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comprehension strategies on high school students’ reading comprehension achievement, 

these strategies are rarely taught at the high school level. 

Reading Attitudes 

Students’ positive attitudes toward reading has been consistently found to be 

associated with higher reading achievement.  Students’ attitudes toward reading 

influences their success in reading because reading attitudes are likely to affect students’ 

engagement, persistence, frequency, and enjoyment of reading (Logan & Johnston, 2009; 

Woolley, 2011).  Unfortunately, many teachers are unaware of the influential role 

students’ reading attitudes can have in developing and/or increasing their reading 

proficiency, and as a result little class time is devoted to activities designed to develop or 

reinforce students’ positive attitudes toward reading (Petscher, 2010). 

A host of definitions of reading attitudes have been proposed, with Alexander and 

Filler (1976) providing the earliest definition of attitudes specific to reading.  They 

defined reading attitudes as the spectrum of positive to negative feelings about reading 

that motivate a reader to pursue or avoid reading opportunities and reading related 

activities (Alexander & Filler, 1976).  It is important to differentiate here between the 

concepts of attitude and motivation because the terms are often incorrectly used 

interchangeably in the literature.  There are two common ways that these terms are used 

incorrectly.  First, attitude is conflated with the concept of motivation when motivation is 

treated as a uni vs multidimensional construct (Petscher, 2010).  Second, attitude is used 

as a synonym for the term motivation (Conradi, Jang, & McKenna, 2014).  Although both 

concepts are affective factors, they are mutually exclusive (Flippo, 2014).  While 
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motivation is influential in why we choose to do or not do something, attitudes moderate 

one’s level of motivation (Petscher, 2010).  For example, we are more likely to be 

motivated to engage in a task if it produces positive outcomes that reinforce positive 

attitudes; likewise, we are less motivated to engage in an unrewarding task that produces 

negative outcomes and elicits negative attitudes (Bandura, 1999; Ryan & Deci, 2000). 

This understanding of attitudes toward reading is based on the McKenna model of 

reading attitudes (McKenna et al., 1995).  This model extended the existing Mathewson 

and Ruddell-Speaker models of reading attitudes by including a focus on the long-term 

development of reading attitudes (Mathewson, 1994; Ruddell & Speaker, 1985). In their 

model, McKenna et al. (1995) posited that, over time, attitudes towards reading develop 

as a result of the following three interrelated factors: normative beliefs (i.e., subjective 

norms based on the expectations of others such as parents, teachers, peers, including the 

motivation to adhere to such expectations), beliefs about the outcomes of reading in terms 

of the desirability of the outcomes, and beliefs about the outcomes of reading activities 

when judged against competing activities or the physical/time investment they require. 

In addition to the influence these complex dynamic factors have on students’ 

reading attitudes, McKenna et al. (1995) explained that these factors also influence each 

other.  Similar to the Construction Integration model of reading comprehension adopted 

for this investigation, the McKenna model is grounded in the social cognitive theory.  

Human functioning, as explained by social cognitive theory, has a multifaceted causal 

structure.  It occurs within a framework of reciprocal influences among environmental, 

personal, and behavioral factors which Bandura (1986) referred to as reciprocal 
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determinism.  In this triadic model of reciprocal causality, each of the factors influence 

and are influenced by each other.  The McKenna model of reading attitude is an example 

of a model of triadic reciprocal determinism.  This multidimensional model of reading 

attitudes highlights the relationships among social environmental factors, reading 

attitudes (personal factor), and reading behavior, as well as the relative influences of each 

factor.  For example, a students’ social environment can influence their reading attitudes.  

If a student’s environment encourages, models, and reinforces reading, they are more 

likely to have a positive attitude toward reading (Smith, 1990).  Likewise, reading 

attitudes can influence reading behavior in that students who have a positive attitude 

toward reading are more likely to choose to engage in reading activities even when 

competing and desirable activity options are available. 

Reading attitudes and reading comprehension achievement. Several models of 

reading development focus on the cognitive factors that influence reading.  However, 

since reading requires an intentional action of the reader to initiate and sustain effort to 

complete, cognitive capacity alone doesn’t ensure reading success.  Understanding this 

led researchers to explore the influence of affective characteristics on students’ reading 

achievement.  Growing awareness of the effect of students’ affective characteristics led to 

the creation of reading models that sought to operationalize the development and role of 

affective factors (including reading attitudes) involved in the reading process. 

Emerging evidence that both cognitive and affective factors are integral elements 

of reading promulgated a wide-ranging body of research concerning the affective 

dimension of reading development and ability, which included reading attitude research 
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(McGeown et al., 2015).  While there is now a substantial body of literature 

demonstrating a consistent relationship between students’ reading attitudes and reading 

achievement, like most of the previously discussed topics, there is a dearth of research in 

this area investigating high school students.  A variety of studies and meta-analyses that 

have investigated this relationship in elementary and middle school populations have 

identified a positive relationship between higher reading attitudes and students’ 

achievement in reading (e.g., Bastug, 2014; Kush, Watkins, & Brookhart, 2005; Logan & 

Johnston, 2009; Martínez, Aricak, & Jewell, 2008; McGeown et al., 2015; McKenna et 

al., 1995; McKenna et al., 2012; Mullis, Martin, Gonzalez, & Kennedy, 2003; Mullis, 

Martin, Kennedy, & Foy, 2007; Petscher 2010; Sallabaş, 2008). 

To date, the largest investigation of students’ reading attitudes in the US was 

conducted in 1995 by McKenna et al.  The purpose of this study was to examine the 

developmental trends in elementary students’ reading attitudes.  A national sample of 

18,185 first through sixth grade students participated in this study.  The Elementary 

Reading Attitude Survey (Reliability ranged from .74-.89; ERAS; McKenna & Kear, 

1990), a 20-item pictorial rating scale, was used to measure students’ reading attitudes.  

Reading attitude scores were analyzed in terms of gender, grade, ethnicity, reading 

ability, and the use of basal readers.  Due to the large number of schools included in this 

study there was no universal measure of student achievement that could be used for all 

students.  Instead, researchers asked teachers to assign students an above average, 

average, or below average rating based on the performance of students over the previous 

five months of school.  The results of analysis of variance (ANOVA) testing with respect 
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to relationship between reading attitudes and academic reading ability indicated a 

significant main effect for academic scores F(5,18,155) = 29.8, p < .001 (McKenna et al., 

1995).  Additional findings of this study will be discussed below. 

The positive relationship between reading attitudes and students’ reading 

achievement was also supported by the findings of Petscher’s (2010) meta-analysis.  This 

study was conducted to provide a clearer understand of this relationship because the 

magnitude of effect sizes in existing studies was wide ranging.  The sample of studies in 

this meta-analysis included 32 articles with a total sample size of 224,615 students and 

118 effect sizes.  Hierarchical linear modeling was used to estimate the mean effect size, 

variability across studies, and moderator effects.  The overall results indicated that that 

the reading attitudes of elementary and middle school students positively correlated with 

reading achievement. The researcher found a moderate relationship between students’ 

reading attitudes and reading achievement (Zr = .32), confirming findings from previous 

research in which the strength of the relationship ranged from .20 to .40.  Petscher (2010) 

also reported that the relationship between students’ reading attitudes and reading 

achievement was stronger for elementary students (Zr = .44) than middle school students 

(Zr = .24).  This finding supports McKenna et al.’s (1995) assertion that the strength of 

the relationship between reading attitudes and reading achievement declines over time. 

The relationship between reading attitudes and reading achievement of high 

school students was examined as part of Kasapoglu’s 2014 study to investigate the 

factors associated with Turkish students who scored above average (M = 493) on the 

PISA 2009 reading assessment.  The PISA 2009 Turkish dataset included data of 4,996 
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15-year old students.  The researchers utilized logistic regression analysis to model the 

data of above average and below average students.  In addition to reading attitudes, other 

variables in the model used to predict the probability of students’ scoring above average 

included class time, gender, school entry age, the mother’s and father’s level of 

education, the number of books present in the home, recreational reading time, and 

extracurricular time learning the test language.  The results indicated that students’ 

reading attitudes significantly predicted their probability of attaining higher reading 

achievement (β = .57, OR = 1.76, Wald statistic = 42.54, p < .01).  The odds ratio greater 

than 1 indicated that students’ attitudes toward reading were positively correlated with 

the probability of attaining higher reading achievement.  Which means, students with 

positive reading attitudes are 1.76 time more likely to demonstrate higher reading 

achievement than students with negative attitudes toward reading (Kasapoglu, 2014). 

Sari (2015) also investigated this relationship using the same Turkey PISA 2009 

dataset.  As part of this study, discussed above, structural equation modeling was used to 

examine the relationships between high school students’ reading achievement and their 

attitudes toward reading.  The results of the SEM model indicated a significant, positive 

correlation between high school students’ reading achievement and their reading attitudes 

(γ = 0.16).  Thus, confirming the results obtained by Kasapoglu (2014), indicating that 

reading attitudes of high school students positively influence their reading achievement. 

Reading attitudes and gender. Substantial gender differences in reading 

attitudes, in favor of girls, have been consistently reported in the literature (Logan & 

Johnston, 2010).  Gender effects are important to consider in the relationship between 
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reading attitudes and reading comprehension achievement because the reading attitude 

gender gap is wider than the gender gap in reading achievement (Lim et al., 2015).  

Further, there is evidence that reading attitudes gender gaps are present as early as the 

primary grades and exist up and through the end of high school (McKenna et al., 2012). 

Gender differences in elementary students’ attitudes toward reading were reported 

in McKenna et al.’s 1995 study.  The results of their study, consisting of 18,185 first 

through sixth grade students (50% male, 50% female) revealed statistically significant 

main effects for recreational reading scores, F(5,18,155) = 29.8, p < .001, and academic 

reading scores, F(5,18,155) = 29.8, p < .001.  This indicated that girls possessed more 

positive attitudes toward reading at all grade levels than boys.  The results also suggested 

the reading attitude gender gap increased over time.  These findings were consistent with 

several other studies of elementary and middle school students’ reading attitudes (e.g., 

Kush & Watkins, 1996; Logan & Johnston, 2009; Martìnez et al., 2008; McGeown et al., 

2015; Mullis et al., 2003; Şahbaz, 2012; Swalander & Taube, 2007). 

Research of high school students’ reading attitudes indicates the trend of 

elementary and middle school age girls demonstrating more positive reading attitudes 

than boys grade is consistent among high school age students.  For example, Gökhan 

(2012) conducted a study to examine the relationships among high school students’ 

reading attitudes, gender, SES, grade level, and school type.  Random sampling was used 

to select the 426 (237 female, 189 male) Turkish ninth and 12th grade high school 

students that participated in this study.  The 30-item Attitude Scale Towards Reading 

(Alpha = .88; Gömleksiz, 2004) was administered to collect data about reading attitudes.  
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The results of independent sample t-tests revealed significant difference in the reading 

attitudes of girls and boys, t(424) = -3.348, p < .05, in favor of girls. 

Similar results were obtained in a larger study of high school students’ reading 

attitudes conducted by Bussert-Webb and Zhang (2016), including 2,553 (63% male, 

37% female) ninth through 12th grade students.  Researchers surveyed students’ reading 

attitudes using the Rhody scale, which consisted of 25 Likert-type items (r = 0.84; 

Tullock-Rhody & Alexander, 1980).  Regression analysis revealed significant gender 

differences in students’ reading attitudes.  Overall, female high school students reported 

more positive attitudes toward reading (M = 3.12) than male students (M = 2.95). 

Investigations of large-scale international PISA data also consistently revealed 

that girls demonstrate more positive attitudes toward reading than boys (e.g., Lim et al., 

2015; Organization for Economic Cooperation and Development [OECD], 2001; 

Organization for Economic Cooperation and Development [OECD], 2004).  In 2014, 

Jhang conducted a study to examine high school students’ reading attitudes using the 

international PISA 2009 dataset.  The dataset included data from approximately 470,000 

15-year-old students from all 65 participating OECD countries.  Three level hierarchical 

linear modeling (HLM) was used in this investigation to examine the relationship 

between students’ reading attitudes and instruction considering country, school, and 

individual level mediating variables (including gender).  The results of the HLM 

indicated that gender was significantly correlated with reading attitudes (.30), suggesting 

that girls had more positive attitudes toward reading than boys (Jhang, 2014).  Gender 

differences in reading attitudes were also examined by Lim et al. (2015) in their study of 
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4,988 Korean high school students’ reading attitudes.  They utilized structural equation 

modeling to analyze data from the PISA 2009 Korean dataset.  Their results indicated 

that girls reported more positive attitudes toward reading than boys (F = -.19; γ = -.16). 

Reading attitudes and socio-economic status. There is also evidence suggesting 

that sociocultural factors play an important role in the development of students’ attitudes 

toward reading.  As mentioned above, in addition to examining the gender differences in 

reading attitudes of 426 high school students, Gökhan (2012) also investigated the effects 

of students’ SES status on their reading attitudes.  In this study, students’ SES level was 

measured by the monthly income level of their family.  Analysis of variance (ANOVA) 

was used to test the relationship between students’ reading attitudes and their SES level.  

The ANOVA results indicated that reading attitudes were significantly and positively 

related to their SES level, F(2,423) = 542.777, p < .05.  In other words, high school 

students with greater family income levels demonstrate more positive attitudes toward 

reading.  This evidence aligns with the influence of students’ social environment on their 

reading attitudes hypothesized by McKenna et al. (1995). 

Reading attitudes and reading comprehension strategy use. McKenna et al. 

(1995), believed that reading is an ongoing process requiring the initial decision to begin 

reading as well as a recurring decision to continue reading throughout the reading 

process.  Furthermore, they asserted that the decision to continue reading is collectively 

influenced by the goal of the reading activity, the reader’s metacognitive feedback about 

their current reading progress, and their attitudes toward reading.  Their description 
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illustrates one perspective of the important relationship between students’ reading 

attitudes and their use of reading comprehension strategies. 

Although few studies have investigated the nature of the relationship between 

students’ use of reading comprehension strategies and their attitudes toward reading, 

many researchers believe that students’ positive reading attitudes are associated with an 

increased use of reading comprehension strategies (Kirmizi, 2011).  One study that 

investigated this relationship was conducted by Türkyilmaz (2015).  The purpose of this 

study was to investigate the relationship among the reading attitudes, personality, self-

regulation, and metacognitive awareness of high school students use of reading 

comprehension strategies.  Participants in this study consisted of 419 (218 girls, 201 

boys) Turkish high school students.  Two measures, including the researcher developed 

Attitude Scale of Reading Attitude (Alpha = .71; Türkyilmaz & Aydemir, 2014) and the 

MARSI translated into Turkish (Alpha = .89; Mokhtari & Reichard, 2002), were used to 

obtain the data necessary to analyze the relationship between students’ attitudes toward 

reading and their metacognitive awareness of reading comprehension strategy use.  The 

results of the SEM analysis used in this study indicated a significant and positive 

relationship between students’ reading attitudes and their reading comprehension strategy 

use.  According to Türkyilmaz (2015), increased reading strategy use was associated with 

increased positive attitudes toward reading.  However, specific statistical results cannot 

be reported here because these values were not reported in the narrative portion of the 

results section.  The values were only presented in the figure depicting SEM results and 

unfortunately, the variables in the model were not translated from Turkish to English. 
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In their study of 4,988 Korean high school students’ PISA 2009 reading scores, 

Lim et al. (2015) examined the relationship between students’ use of reading strategies 

and their reading attitudes.  The results of their analysis via structural equation modeling 

indicated that students’ attitudes toward reading positively predicted students’ use of 

reading comprehension strategies.  Students’ reading attitudes were significantly and 

positively correlated with the use of memorization (rs = .25), elaboration (rs = .36), and 

control (rs = .38) reading comprehension strategies.  The magnitude of paths from 

positive reading attitudes to elaboration (β = .51) and control strategies (β = .36) were 

substantial.  Researchers found an unexpectedly significant path from negative reading 

attitudes to elaboration strategies.  Results indicated that the direction of this path was 

positive (β = .20), rather than negative.  Lim et al. (2015) attributed this inconsistent 

result to an issue of multicollinearity considering the negative bivariate relationship 

between negative reading attitudes and elaboration strategies (f = -.29). 

Decline of reading attitudes. A multitude of studies investigating students’ 

reading attitudes, conducted over the last 20 years, have found a consistent decline in 

students’ attitudes toward reading as they get older.  For example, in their study of 

elementary students’ attitudes toward academic and recreational reading McKenna et 

al.’s 1995 concluded that students’ reading attitudes grew increasingly negative as they 

transitioned through first through sixth grades.  This large-scale study of students’ 

reading attitudes consisted of 18,185 elementary school students, evenly distributed 

across the grade levels.  Researchers employed two separate one-way ANOVA tests to 

examine the developmental trends in students’ attitudes toward recreational and academic 
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reading from first through sixth grade.  The results of the F-tests for recreational and 

academic reading attitudes were statistically significant, F(5,18,155) = 104.1, p < .001 

and F(5,18,155) = 266.0, p < .001, respectively.  The effect size for the decline in 

students’ attitudes toward recreational reading (ES = .20) and academic reading (ES = 

.27) were moderate according  to Cohen’s (1992) guidelines for interpreting effect sizes.  

McKenna et al. (1995), also discovered that the decline in students’ reading attitudes 

throughout the elementary school years led to a decrease in reading frequency and an 

increase in students’ avoidance of challenging reading activities. 

Parallel results echoing the claim that students’ positive reading attitudes decline 

over time were obtained in Bokhorst-Heng and Pereira’s 2008 examination of middle 

school students’ reading attitudes.  This study was conducted with 173 (53% female, 47% 

male) 13-year old students in Singapore.  A researcher developed 31-item Likert type 

Attitudes Toward Reading Survey was administered to students at the beginning and end 

of the school year to measure changes in their reading attitudes.  The Cronbach alpha for 

the first and second administrations of the survey were .88 and .83, respectively.  Paired 

t-tests comparing the students beginning and end of year scores revealed a decline in 

reading attitudes (M = .36), t(172) = -10.880, p < .001.  The effect size (ES = -1.0) of the 

decrease in reading attitudes was large (Bokhorst-Heng & Pereria, 2008). 

Finally, Gökhan (2012) obtained evidence that the reading attitudes of high school 

students also decline over time.  Differences across grade levels were examined as part of 

the reading attitudes study including 426 ninth and 12th grade students, 226 (53%) and 

200 (47%), respectively.  The results of the independent samples t-test indicated a 
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statistically significant difference t(424) = 2.275, p < .05 between the ninth and 12th 

grade students, in favor of the ninth grade students (Gökhan, 2012).  In other words, 

students’ positive reading attitudes declined between ninth grade and 12th grade. 

There are a number of possible reasons for the decline of students’ reading 

attitudes over time.  First, for struggling readers, the cumulative effect of long term 

reading difficulties has a negative impact on high school students’ attitudes toward 

reading (Fuchs et al., 1999; McKenna et al., 1995).  Second, according to the last tenet of 

McKenna’s model of reading attitudes, students’ beliefs about the outcomes of reading 

are partially formed in unison with their beliefs about the competing outcomes of 

simultaneously available activities (McKenna et al., 1995).  As students get older, the 

increasing availability of potentially more desirable recreation activities can negatively 

influence their attitudes toward reading.  According to Bokhorst-Heng and Pereira 

(2008), when more desirable activities counter the option of reading, students’ positive 

attitudes towards reading decline, even for proficient readers. 

Reading attitudes and reading comprehension strategy instruction. The 

decline in students’ reading attitudes over time, coupled with the high rate of struggling 

high school readers, makes it exceedingly important for high school teachers to invest 

instructional time into developing and reinforcing students’ positive attitudes toward 

reading.  Evidence in the literature indicating the positive relationship between reading 

instruction and students’ attitudes toward reading supports this notion. 

As part of a study of students’ reading attitudes, Jhang (2014) examined the 

relationship between reading instruction and high school students’ attitudes toward 
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reading.  This study, mentioned earlier, utilized the PISA 2009 international dataset 

including data from approximately 470,000 15-year-old students across all 65 OECD 

countries.  Three level hierarchical linear modeling (HLM) was employed to estimate the 

relationship between reading instruction and students’ reading attitudes at the country, 

school, and student levels.  The results revealed that instruction was significantly and 

positively correlated with students’ attitudes toward reading (.10), which indicated that 

reading instruction positively influences students reading attitudes. 

Lim et al. (2015), also used data from the PISA 2009 to explore the relationship 

between reading instruction and high school students’ reading attitudes in their 

examination into different aspects of Korean high school students’ reading achievement.  

As mentioned above, the PISA 2009 Korean dataset included data of 4,988 students from 

157 schools.  The researcher used structural equation modeling (SEM) to investigate the 

relationship between reading strategy instruction and reading attitudes.  Results of the 

SEM analysis revealed a statistically significant and a positive path from instructional 

strategies in reading to positive attitudes toward reading (γ = .07), suggesting that reading 

instruction positively influences high school students reading attitudes. 

Conclusion. It is important that high school teachers understand the relationship 

between reading comprehension achievement and reading attitudes, including the factors 

that influence this relationship.  This understanding is important because it informs 

teachers of the need to explicitly identify their students’ attitudes toward reading.  

Obtaining this concrete knowledge of students’ reading attitudes is necessary for teachers 
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to plan instruction that may potentially improve students’ negative reading attitudes, and 

subsequently increase their reading comprehension achievement. 

Conclusion 

High school students’ lack of reading comprehension strategy knowledge, and 

their inability to use these strategies effectively could inhibit their overall academic 

achievement by limiting the knowledge they can independently obtain via text.  The 

assertion that high school students who appropriately utilize comprehension strategies 

demonstrate higher reading achievement than students who do not, is consistently 

supported by the evidence discussed in the literature review (e.g., Cromley & Azevedo, 

2007; Denton et al., 2015; Hong-Nam et al., 2014; Shera, 2014).  Despite this evidence, 

many high school students often do not possess the knowledge of how to, or do not 

appropriately use the strategies to effectively make sense of what they read.  This 

suggests that high school content area teachers need to teach struggling readers how to 

effectively use the strategies used by proficient readers.  However, most of the studies 

presented in the literature review indicated that very little, if any, high school 

instructional class time is spent teaching reading comprehension strategies (e.g., Ness, 

2009; Swanson et al., 2016; Wexler et al., 2016). 

In addition to improving students’ reading achievement by teaching them reading 

comprehension strategies, the results of research discussed in this chapter indicated that 

improving students’ attitudes toward reading can also positively impact achievement.  A 

majority of the research conducted to examine students’ reading comprehension 

difficulties has focused on the cognitive rather than the affective aspects (i.e., attitude, 
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motivation, engagement, etc.) of the reading process.  However, some studies have 

provided evidence to support the unique variance in reading comprehension accounted 

for by students’ attitudes toward reading (e.g., Kasapoglu, 2014; Sari, 2015).  Additional 

investigations of high school students’ reading attitudes have the potential to contribute to 

a more complete understanding of the affective components of the reading process. 

Many factors that contribute to high school students’ reading difficulties including 

poor reading fluency, limited background knowledge, limited strategy knowledge, 

inadequate strategy use, ineffective reading instruction, and/or negative reading attitudes 

were described in this literature review.  The influences of student (i.e., gender, minority 

status, and SES) and classroom (i.e., class time and class size) variables on reading 

difficulties were also explained.  However, exactly how these variables affect high school 

students’ comprehension, specifically the simultaneous effect of these factors on reading 

comprehension, and the extent to which differences in the three latent variables are 

accounted for by student and classroom factors, are still not fully understood. 

Considering the existing research discussed in this chapter, the purpose of the 

present study was to first examine the relationships among U.S. high school students’ 

reading comprehension strategy use, reading strategy instruction, reading attitudes, and 

their reading comprehension achievement including any effects of gender, minority 

status, SES, class size, and class time.  The subsequent purpose was to investigate group 

differences in students’ reading comprehension achievement, strategy use, strategy 

instruction, and reading attitudes across the five student and school level variables. 
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Reading comprehension is a complex cognitive process and the ability to 

understand text involves a convergence of different correlated variables.  Consequently, it 

is virtually impossible to identify an individual cause of high school students’ reading 

comprehension failure.  Indeed, an assortment of recent studies have examined the 

simultaneous effect of multiple variables on students’ reading comprehension.  Several of 

the multivariate studies conducted to investigate high school students’ reading 

comprehension proficiency, discussed in the literature review, employed a number of 

different types of analytical methods (please see Table 1).  Many of these studies also 

utilized PISA datasets from various countries and various years. 

However, a study utilizing the PISA 2009 U.S. dataset to examine the 

relationships among the specific combination of variables identified above on U.S. high 

school students’ reading comprehension achievement via structural equation modeling 

was not identified in the existing literature.  This study seeks to add to the limited 

research base on high school students reading comprehension including the influences of 

gender, race/ethnicity, SES, reading attitudes, reading strategy use, and reading strategy 

instruction have on their reading comprehension achievement.  Specifically, concurrently 

accounting for a variety of factors known to contribute to reading comprehension 

achievement can add to the existing empirical research by potentially explaining a larger 

portion of the variance in achievement among students. 
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Table 1 

Multivariate Studies of High School Students’ Reading Achievement 

 

Author/Year 

PISA 

Data 

Analysis 

Method(s) 

 

Variables 
    

Brown-Jeffy, 2006 N HLM RCA, MS, SES, School Environment 
    

Chui &  

McBride-Chang, 2006 
 

Y 

 

HLM 

 

RCA, Gender, SES, RE 
 

    

Cromley & 

Azevedo, 2011 

 

N 

 

CCA 

RCA, RCSU, Prior Knowledge, Inference, 

Vocabulary, Decoding 
    

Denton et al., 2015 N ANOVA RCA, RCSU, Gender, Grade 
    

 

Duncan et al.,2016 

 

N 

 

ANOVA 

RCA, Gender, SES, Word Identification, 

Fluency, Print Exposure 
    

Hong-Nam et al.,2014 N ANOVA RCA, RCSU, Grade 
    

 

 

 

Huang, 2015 

 

 

 

Y 

 

 

ANOVA/ 

HLM 

RCA, Gender, SES, Parental Involvement, 

Immigration, Language, T Certification, 

Major T, ST Shortage, S Size, S Climate, 

S Location, S Selectivity, S Leadership,  

S Discipline, Persistence, CT, Out of CT 
    

 

 

Kasapoglu, 2014 
 

Y 

 

 

LR 

RCA, RA, Gender, CT, S Age, Home 

Resources, Recreational Reading, Parental 

Education, Time Learning Test Language 
    

Lietz, 2006 N HLM RCA, Gender, Age, Instruction Language 
    

Ozdemir & Gelbal, 2014 Y CCA RCA, SES, Self Confidence 
    

Sari, 2015 Y SEM RCA, RCSI, RA, Study Habits 
    

Shera, 2014 Y HLM 

RCA, RCSU, Gender, SES, Reading 

Engagement, Class Environment, Family 

Structure, S Type, S Sector, S Location 
    

Singh, 2008 Y t-tests 

RCA, Gender, SES, RE, Reading 

Diversity 
    

Sirin, 2005 N FEM/REM RCA, MS, SES, Grade, School Location 
    

 

Note. HLM = Hierarchical Linear Modeling; CCA = Canonical Commonality Analysis;  

ANOVA = Analysis of Variance; LR = Logistic Regression; FEM = Fixed Effects Modeling;  

REM = Random Effects Modeling; RCA = Reading Comprehension Achievement; RSCU = Reading 

Comprehension Strategy Use; RCSI = Reading Comprehension Strategy Instruction; RA = Reading 

Attitudes; MS = Minority Status; SES = Socio-Economic Status; CT = Class Time; S = School;  

T = Teacher; RE = Reading Enjoyment.  
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Chapter Three 

This study employed a cross-sectional correlational research design to explore the 

relationships among students’ reading comprehension achievement, reading strategy use, 

reading comprehension strategy instruction, and reading attitudes.  The purpose of this 

chapter is to describe the design of the study including the data source, data collection 

and processing procedures, study sample, and data measures.  The statistical techniques 

used to analyze the data including the preliminary data analyses, confirmatory factor 

analysis, structural regression analysis, and MIMIC analysis procedures are also 

described in this chapter.  According to the George Mason University Office of Research 

Integrity and Assurance (ORIA), this study was classified as exempt because it did not 

meet the requirements for human subject research.  The Institutional Review Board letter 

of exemption is provided in Appendix A. 

Data Source 

The U.S. subset of the PISA 2009 dataset was used in this study (National Center 

for Education Statistics [NCES], 2011a).  PISA, a standardized assessment coordinated 

by the OECD, was first issued by the organization in 2000 (Fleischman et al., 2010).  

This internationally comparative assessment, designed to measure the reading, 

mathematics, and science literacy achievement of 15-year-old students, is conducted 

every three years. 
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Although reading, mathematics, and science are always tested in the PISA 

assessment, only one of the three subject areas is designated as the main area of focus for 

the assessment cycle.  Every three years two-thirds of the total testing time is devoted to 

one main subject area, while the other two are considered the minor subject areas for that 

cycle (Fleischman et al., 2010).  The main subject area focus of the assessment rotates 

with every administration cycle.  In the PISA 2009, the main subject area was reading 

literacy (OECD, 2010d).  The PISA 2009 dataset was utilized because it was the most 

recent administration cycle that focused on reading achievement. 

The PISA 2009 consisted of several components including, but not limited to, the 

cognitive test of reading literacy, student background questionnaires, a parent 

questionnaire, and a school questionnaire.  Data from the cognitive test of reading 

literacy and student questionnaires were obtained for this study from the U.S. portion of 

the PISA 2009.  Data from the two student questionnaires were utilized because they 

surveyed various aspects of students’ background relevant to this investigation.  

According to the PISA 2009 Assessment Framework, the purpose of surveying these 

background factors was to associate them with student’s reading achievement outcomes 

and offer assessment stakeholders insight into both the development of students’ skills 

and attitudes at school and at home, and into how the factors interact with each other 

(Organization for Economic Cooperation and Development [OECD], 2010a).  The 

combination of student achievement and background data available in the PISA dataset 

made it an excellent match for answering the questions of this investigation. 
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The target population for this study was the entire population of students between 

the ages of 15 years and 3 (complete) months and 16 years and 2 (complete) months at 

the start of the testing window.  All students were in grades 7-12 and attended private or 

public schools in the US (Organization for Economic Cooperation and Development 

[OECD], 2010c).  A representative sample of 5,233 students from 165 schools was drawn 

using a two-stage systematic stratified sampling procedure (Hopstock & Pelczar, 2011).  

First, schools were sampled using the Probability Proportional to Size sampling design 

(Organization for Economic Cooperation and Development [OECD], 2012).  This design 

was used to account for the varying size of U.S. schools to ensure that small schools were 

as equally likely to be selected to participate.  In the second stage, PISA eligible students 

(students born in 1993 and in seventh grade or higher) were randomly selected from the 

identified schools.  If the school had less than the established U.S. target cluster size of 

42 PISA eligible students, then all PISA eligible students were selected (OECD, 2012). 

Data Collection and Processing Procedures 

Once the data source was selected, the PISA 2009 U.S. dataset was extracted and 

processed.  Data processing included analyzing the dataset for missing data, 

standardizing and rescaling the reading achievement variable, normalizing sampling 

weights, and recoding the control variables and negatively worded latent indicators. 

Data extraction. Extracting the data was the first of the five data collection and 

processing procedures conducted.  Data extraction involved retrieving the PISA 2009 

cognitive test of reading literacy dataset and examining it to identify the information 

relevant to this study.  The raw PISA 2009 U.S. dataset, and the corresponding SPSS 
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control files, the student codebook, and the PISA 2009 U.S. Student Questionnaire were 

downloaded from the NCES website (NCES, 2011a).  The PISA 2009 Reading for 

School Questionnaire was then located on and downloaded from the OECD PISA 2009 

database website (Organization for Economic Cooperation and Development [OECD], 

2015).  After downloading the data, the SPSS control files were used to open the dataset 

in the IBM SPSS Statistical Software, Version 23 (hereafter referred to as SPSS). 

Next, the original dataset (consisting of 450 variables), the student questionnaires, 

and the codebook were substantively reviewed to identify potential items for selection.  

The review was guided by the tentative model developed based on the review of 

theoretical and empirical evidence.  The tentative model, like the hypothetical model 

illustrated in Figure 1, included the hypothesized latent constructs, relationships among 

the latent constructs, and their relationships with other observed variables in the model. 

A total of 26 variables were selected for analysis including a reading 

comprehension achievement variable and the corresponding sampling weight.  Seven 

items that could potentially define the reading comprehension strategy use factor, five 

items to measure the reading comprehension strategy instruction factor, and seven items 

to define the reading attitudes latent factor latent factor were also selected.  Finally, three 

student level (i.e., gender, race/ethnicity, and SES) and two school level (i.e., class time 

and class size) control variables were selected for analysis.  A new data file was created 

in SPSS including only the 26 variables selected for analysis.  Editing the new data file 

was the final step in the data extraction process.  This included revising the variable 

names and labels, as well as reordering the variables to better facilitate data analysis. 
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Missing data. After processing the dataset, it needed to be analyzed for missing 

data.  SPSS was used to obtain the descriptive statistics for all variables in the model.  Of 

the total sample (N = 5,233), 1014 cases had missing values on one or more items.  The 

total attrition of the missing data was determined by calculating the proportion of missing 

data (1,014/5,233 = .19 or 19%).  Thus, listwise deletion, a commonly used method of 

handling missing data, would result in the removal of 19% of the cases in the sample.  

According to Cheema (2013), unless missing data are missing completely at random, this 

approach to handling missing data could cause the sample to be no longer representative 

of the original population.  This is problematic because any results based on a non-

representative sample cannot be generalized to the target population. 

After reviewing the missing data and considering the large sample size of the 

dataset as well as the nature of the variables of interest, is was assumed that the missing 

data was missing at random.  In other words, it was assumed that the data missing on a 

certain variable, Y, are probably missing due to a different observed variable, not due 

to Y itself, after controlling for Y (Allison, 2000; Organization for Economic Cooperation 

and Development [OECD], 2010b).  To avoid the possibility of working with an 

unrepresentative sample, the Expectation Maximization method (EM Imputation) was 

selected to impute the missing data.  The EM Imputation method was selected because it 

outperforms other missing data handling methods such as mean imputation, regression 

imputation, and listwise deletion by providing the largest accuracy gains in parameter 

estimation (Cheema, 2012).  Missing data was imputed using SPSS, which created a new 

data set that was used in all further data analyses.  After imputing missing data, the final 
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sample still had 5,233 cases which were representative of the 4,103,738 15-year-old high 

school students in the target population (OECD, 2010c). 

Standardizing and rescaling data. The next step in processing the PISA 2009 

data was to standardize and rescale the reading comprehension achievement plausible 

values to improve the interpretation of the results.  The plausible values were 

standardized by calculating a z-score for each value using SPSS.  The z-scores were then 

rescaled to have a mean of 500 and a standard deviation of 100. 

Normalizing sampling weights. Next, the sampling weights needed to be 

normalized.  Complex sampling techniques used to collect the samples of large scale data 

sets tend to produce population subsets (e.g., race/ethnicity) with larger numbers of 

students in some categories of the subsets (e.g., Caucasian, African American, etc.) than 

others (Hahs-Vaughn, 2005).  The subsets that have a lesser number of students are then 

oversampled to equalize the groups, thus creating a distorted picture of the population.  

Therefore, sampling weights are applied to the raw data to ensure that the sample is 

representative of the population.  Sampling weights for the PISA 2009 dataset were 

provided to accommodate the issue of oversampling (Organization for Economic 

Cooperation and Development [OECD], 2009). 

However, the weights provided for the PISA 2009 dataset were for the population 

rather than the sample.  Using population sampling weights is problematic because any 

estimates that are sensitive to sample size, such as standard error estimates and test 

statistics, will be incorrect (Hahs-Vaughn, 2005).  Consequently, the population sampling 

weights needed to be normalized.  SPSS was employed to calculate the normalized 
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sampling weights using Equation 1, Wn = Wo/ΣWo x N; where Wo was the population 

weight provided by PISA, ΣWo was the sum of the population weights, and N was the 

total sample.  The normalized sampling weights were subsequently used in all structural 

regression and MIMIC analyses. 

Recoding. The final step in processing the data was to recode the control 

variables and the negatively worded latent variable indicators.  Dichotomous dummy 

variables were created for the three student level control variables (gender, race/ethnicity 

renamed minority status, and SES) and two school level control variables (class time and 

class size).  It was necessary to create these dichotomous dummy variables because in 

MIMIC analyses the construct of interest is regressed on a dummy variable which 

assumes values of 0 and 1 (Dimitrov, 2009).  The dummy variables created were gender 

(0 = female, 1 = male), minority status (0 = minority, 1 = nonminority), SES (0 = low 

SES, 1 = high SES), class time (0 = less class time, 1 = more class time), and class size (0 

= small class size, 1 = large class size).  The reference categories for these five variables 

were female, minority, low SES, less class time, and small class size. 

Next, the responses of the negatively worded latent variable indicators were 

reverse coded to create a uniform direction of responses (negative to positive) across all 

the student questionnaire items.  Indicators 1, 3, 5, and 7 of the reading attitudes construct 

and all seven indicators of the reading comprehension strategy use construct were reverse 

coded.  As this was the last step in the data processing, the SPSS data file was saved as a 

Fixed ASCII file so it could be read in future Mplus analyses. 
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Study Sample 

After missing data imputation, the final sample, N = 5,233, selected from 165 

public and private schools in the US, was representative of the 4,103,738 students that 

comprised the target population.  As the student selection criteria specified the inclusion 

of all students born between July 1, 1993 and June 30, 1994, the age and grade levels of 

the students varied (Fleischman et al., 2010).  The age of the student sample ranged from 

15.25 years to 16.33 years (M = 15.79, SD = .30) and the grade level of the sampled 

students ranged from grade eight to grade twelve (M = 10.09, SD = .55).  The 

representation of females (n = 2,546, 49%) and males (n = 2,687, 51%) was 

approximately equal in the sample.  Minority students (n = 2,337, 45%), including 

African American students (n = 672, 13%), Hispanic students (n = 1,193, 23%), Asian 

students (n = 204, 4%), American Indian/Alaska Native students (n = 51, 1%), Native 

Hawaiian/Other Pacific Islander students (n = 40, 1%), and students of more than one 

race (n = 177, 3%) were underrepresented compared to the number of nonminority, 

white, students (n = 2,896, 55%).  The representation of students’ SES, measured by the 

PISA ESCS index, was approximately equal.  The number of students with a low SES 

(i.e., the students whose ESCS index fell below the median ESCS z-score of 501), n = 

2,601 (50%), was slightly less than the number of students with a high SES (i.e., the 

students whose ESCS index was greater than 501), n = 2,632 (50%). 

In terms of the school level characteristics, the number of students who reported 

having less English class time (i.e., 250 minutes or less of class time per week), n = 2,841 

(54%), was higher than the number of students who reported having more English class 



112 

 

 

time (i.e., more than 250 minutes of class time per week), n = 2,392 (46%).  Also, the 

number of students who reported being a member of a small class (i.e., a class of 20 

students or less), n = 2,469 (47%), was lower than the number of students who reported 

being a member of a large class (i.e., a class of 21 or more students), n = 2,764 (53%). 

Data Measures 

Observed and latent data measures were utilized in this study.  The observed 

measures included the reading comprehension achievement variable as well as the 

student and school level control variables.  The latent data measures included the reading 

comprehension strategy use, reading comprehension strategy instruction, and reading 

attitudes variables. 

The measure of high school students’ reading comprehension achievement was 

obtained from the PISA 2009 cognitive test of reading literacy achievement.  The 

measures for the five student (i.e., gender, minority status, and SES) and school (i.e., 

class time and class size) level control variables were obtained from the PISA 2009 U.S. 

Student Questionnaire, one of the two supplemental student questionnaires included in 

the PISA 2009 assessment.  The PISA 2009 U.S. Student Questionnaire consisted of 46 

questions that surveyed student’s home backgrounds, their approaches to learning, their 

learning environments, and their familiarity with computers (OECD, 2010a).  The other 

supplemental student questionnaire, the PISA 2009 Reading for School Questionnaire, 

was a two-question supplemental survey of students’ school-based reading practices.  The 

two items on the PISA 2009 Reading for School Questionnaire were designed to elicit 

responses regarding the types of texts and reading tasks required by students’ reading 
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related classwork and homework (OECD, 2012).  All 19 items hypothesized to measure 

the latent factors (reading comprehension strategy use, reading comprehension strategy 

instruction, and reading attitudes) were obtained from these two questionnaires.  The 

complete PISA 2009 U.S. Student Questionnaire and PISA 2009 Reading for School 

Questionnaire are provided in Appendix B and Appendix C, respectively. 

Observed variables. The observed variables in this study included three student 

level control variables, two school level control variables, and the reading comprehension 

achievement outcome variable. 

Student level control variables. The three student level control variables selected 

for this study were gender, minority status, and socio-economic status. 

Gender. The values used to measure this variable were obtained from PISA 2009 

U.S. Student Questionnaire question 4, “Are you female or male?” (p 4).  Responses were 

coded, 1 = female and 2 = male.  A dummy variable for gender, where 0 = female and 1 = 

male, was created to maintain consistency with the other dichotomous variables. 

Minority status. The data used to measure this variable were obtained from the 

race/ethnicity composite variable.  This composite variable was a combination of student 

responses from questions 5 and 6 on the PISA 2009 U.S. Student Questionnaire.  

Question 5 asked students to indicate if they were Hispanic or Latino.  And question 6, 

“Which of these categories best describes your race?” (p.5), asked students to select one 

of the following race categories with which they most closely identified: white, African 

American, Hispanic, Asian, American Indian/Alaska Native, Native Hawaiian/Other 

Pacific Islander, or More Than One Race.  The various race categories were collapsed 
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into a dichotomous variable, minority status, which was coded 0 = minority and 1 = 

nonminority.  The minority category included African American, Hispanic, Asian, 

American Indian/Alaska Native, and Native Hawaiian/Other Pacific Islander students and 

students of more than one race and the nonminority category included white students. 

Socio-economic status (SES). The values designated to measure students’ SES 

were chosen from the Index of Educational, Social, and Cultural Status (ESCS) in the 

PISA 2009 (OECD, 2012).  According to Hopstock and Pelczar (2011), the ESCS index 

consisted of the following three components: the higher parental occupation, the higher 

parental education (expressed as years of schooling), and the index of home possessions 

(including the number of books in the students’ home and all the items on the family 

wealth possessions, cultural possessions, and home educational resources indices).  Each 

component was a compilation of different questions from the student survey.  A sample 

item from this scale asked the students to indicate their mother’s main job.  The 

Cronbach’s alpha internal consistency reliability estimate for this scale was, α = 0.69.  A 

dummy variable for SES was created to maintain consistency with the other dichotomous 

variables.  The minimum and maximum ESCS values (Xmin = 110.92, Xmax = 799.29) and 

the median ESCS z-score (Mdn = 501) were used to assign values to the binary SES 

categories.  The low SES category, labeled 0, included students with ESCS values 

ranging from 110-500.99, and the high SES category, labeled 1, included students with 

values ranging from 501-800. 

School level control variables. Class time and class size were the two school level 

control variables selected for this study.  They were chosen due to the statistically 
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significant positive effects of additional class time (Huebener et al., 2016) and small class 

size (Krassel & Heinesen, 2014) on overall academic achievement. 

Class time. The values of the learning time for English class variable, LMINS, 

presented in the PISA 2009 U.S. student codebook were used as the values for the class 

time variable in this study (National Center for Education Statistics [NCES], 2011b).  

The LMINS variable was a product of two questions on the PISA 2009 U.S. Student 

Questionnaire (Hopstock & Pelczar, 2011).  The two questions from PISA 2009 U.S. 

Student Questionnaire that comprised the LMINS variable for English class included: 

question 32, “How many minutes, on average, are there in a class period for the following 

subjects? Minutes in a class period in English” (p. 21) and question 33, “How many class 

periods per week do you typically have for the following subjects? Number of class 

periods per week in English” (p. 21).  Thus, the LMINS variable represented the total 

number of minutes per week student had of English class time.  The minimum and 

maximum class time values (Xmin = 0, Xmax = 1000) and the median class time value 

(Mdn = 250) were used to assign values to the binary class time categories (0 = less class 

time, 1 = more class time).  The less class time category, labeled 0, included class times 

of 0-250 minutes per week, and the more class time category, labeled 1, included class 

times of 250.01-1000 minutes per week. 

Class size. The concept of class size is defined in this study as the number of 

students assigned to a class that one teacher is responsible for teaching (Finn, 2002).  It is 

important to distinguish between the terms class size and student-teacher ratio because 

they are often conflated or confused. In comparison to class size, student-teacher ratio is 
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the number of students in a class divided by the number of teachers.  For example, the 

student-teacher ratio of a large class of 35 students is small if there are also three teaching 

aids in the classroom (Finn, 2002). 

Data for this variable were obtained from question 39 on the PISA 2009 U.S. 

Student Questionnaire, “On average, about how many students attend your English 

class?” (p. 26).  A dummy class size variable for was created to maintain consistency 

with the other dichotomous variables.  Values for the binary class size categories (0 = 

small class size, 1 = large class size) were assigned using the minimum and maximum 

class size values (Xmin = 1, Xmax = 90) and the classification of small class size as classes 

with 20 students or less.  Classes consisting of one through 20 students were recoded to 

the small class size category, and those with 21-90 students were recoded to the large 

class size category.  The decision to code class sizes of 20 students or less as small 

classes was based on Finn’s (2002) recommendation for small class sizes. 

Reading comprehension achievement. In this study, reading comprehension 

achievement is a dependent variable measured by data from the reading literacy 

achievement portion of the PISA 2009 U.S. cognitive test.  The reading literacy 

achievement portion of the test included 102 questions targeting three aspects of reading: 

accessing and retrieving information, integrating and interpreting information, and 

reflecting on and evaluating information (Fleischman et al., 2010).  Approximately 50% 

of the questions on the paper-and-pencil test were multiple-choice, 30% were short 

answer constructed response items, and 20% were closed constructed response items 

(Hopstock & Pelczar, 2011).  A sample item for this construct included, “One purpose of 
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the speech in Part B [of the Democracy in Athens passage] was to honor soldiers who fell 

in the first year of the Peloponnesian War.  What was another purpose of this speech?” 

(OECD, 2010a, p. 58).  Responses to the multiple-choice and closed constructed response 

items were coded either correct or incorrect with no partial credit awarded.  Whereas, the 

short answer constructed response items, like the sample item above, were either awarded 

no credit, partial credit, or full credit (OECD, 2010a). 

Plausible values. In addition to the 102 reading literacy items, the PISA 2009 

assessment also included 35 mathematics literacy items and 52 science literacy items.  

Every student booklet contained all the reading literacy items, but the math and science 

literacy items were distributed differently across the various versions of the test booklet 

(NCES, 2011b).  Because students were not administered every test item is was not 

possible to estimate scores for individual students (NCES, 2011b).  Instead, the dataset 

included five reading achievement plausible values for each student.  Plausible values 

represent the distribution of potential scores for all students in the population with similar 

characteristics and identical item response patterns (Fleischman et al., 2010).  The PISA 

2009 plausible values were randomly selected from the total distribution of scores that 

could be reasonably assigned to each individual student (OECD, 2012). 

Two common approaches for using plausible values to represent student 

achievement include averaging all the values or selecting one value, typically the first, to 

work with (Perry, Wiederhold, & Ackerman-Piek, 2014).  According to Perry et al., 

averaging the plausible values generally provides unbiased estimates of students’ skills, 

however, the corresponding standard errors are underestimated.  While selecting only one 
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plausible value also causes the standard errors to be underestimated, it is usually to a 

lesser extent.  Perry et al. cautioned that using only one plausible value can result in 

differing estimates depending on which values is used.  Using the PISA 2009 dataset, 

Jerrim and Micklewright (2014) tested the concern of using one plausible value to 

represent the achievement variable.  First, they estimated five separate models for each 

plausible value and averaged the resulting parameter estimates, then they estimated a 

model using only one plausible value.  When they compared the results of two 

procedures they only found a negligible difference in the student achievement estimates.  

Based on the support provided by Perry et al. and Jerrim and Micklewright for selecting 

only one plausible value, the first plausible value from the PISA dataset was selected to 

represent the reading achievement variable throughout this study. 

Latent variables. The three reading related latent variables (i.e., reading 

comprehension strategy use, reading comprehension strategy instruction, and reading 

attitudes) included in this study were measured by a total of 19 observable indicators. 

Reading comprehension strategy use. This scale consisted of seven items from 

the PISA 2009 Reading for School Questionnaire that measured students reading 

comprehension strategy use.  In this study reading comprehension strategy use is broadly 

defined as the intentional application of a reading strategy to repair or improve 

comprehension.  The seven items selected to measure the reading strategy use latent 

factor were obtained from question 2 of the PISA 2009 Reading for School Questionnaire 

which stated, “During the last month, how often did you have to do the following kinds 

of tasks for school (in the classroom or for homework)?” (p.1).  The following items of 
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question 2 on the PISA 2009 Reading for School Questionnaire were selected to define 

the reading strategy use construct: “Find information from a graph, diagram, or table”, 

“Explain the cause of events in a text”, “Explain the way characters behaved in a text”, 

“Learn about the life of a writer”, “Explain the purpose of a text”, “Learn about the place 

of a text in the history of literature”, and “Explain the connection between different parts 

of a text” (p. 1).  Options for student responses ranged from 1 to 4, 1 = Many Times, 2 = 

Two or Three Times, 3 = Once, or 4 = Not at All, where the higher values indicated less 

reading strategy use.  All items were reverse coded so the higher values indicate higher 

reading strategy use.  The Cronbach’s and LVM reliability of the strategy use scale were 

equivalent (α and ρxx = 0.76).  Item means ranged from 2.34 to 3.21, item variances 

ranged from 0.87 to 1.15, and the corrected item-total correlations ranged from 0.33 to 

0.56. 

Reading comprehension strategy instruction. This scale included five items from 

the PISA 2009 U.S. Student Questionnaire to measure reading strategy instruction.  

Reading comprehension strategy instruction is defined as the explicit instruction of 

reading comprehension strategies including teaching students what comprehension 

strategies are, why they are important, as well as how, when, and why to apply specific 

strategies.  Explicit instruction, as defined in this study, also entails frequent teacher 

modeling of appropriate strategy use, ongoing guided practice, fostering of students’ 

independent comprehension strategy use, progress monitoring, and feedback (Ness, 

2009).  The five items selected to measure the reading strategy instruction latent construct 

were obtained from question 41 of the PISA 2009 U.S. Student Questionnaire which 
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stated, “In your English classes, how often does the following occur?” (p. 27).  The 

following items of question 41 from the PISA 2009 U.S. Student Questionnaire were 

selected to explain the reading strategy instruction latent factor: “The teacher asks 

questions that challenge students to get a better understanding of a text”, “The teacher 

gives students enough time to think about their answers”, “The teacher recommends a 

book or author to read’, “The teacher encourages students to express their opinion about a 

text”, and “The teacher shows students how the information in texts builds on what they 

already know” (p. 27).  Student response options ranged from 1 to 4, 1 = Never of Hardly 

Ever, 2 = In Some Classes, 3 = In Most Classes, or 4 = In All Classes, with the higher 

values indicating more effective reading strategy instruction.  The Cronbach’s and LVM 

reliability were the same (α and ρxx = 0.83).  Item means ranged from 2.39 to 2.97, item 

variances ranged from 0.65 to 0.91, and the corrected item-total correlations ranged from 

0.51 to 0.70. 

Reading attitudes. This scale included seven items from the PISA 2009 U.S. 

Student Questionnaire that measured students’ attitudes toward reading.  Reading 

attitudes was defined in this study as the spectrum of positive to negative feelings about 

reading that cause a reader to pursue or avoid reading opportunities and reading related 

activities (Alexander & Filler, 1976).  The seven items selected to measure the reading 

attitudes latent construct were obtained from question 28 of the PISA 2009 U.S. Student 

Questionnaire which stated, “How much do you agree or disagree with these statements 

about reading?” (p. 17).  The following indicators of question 28 from the PISA 2009 

U.S. Student Questionnaire were hypothesized to define the reading attitudes construct: 
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“I read only if I have to”*, “Reading is one of my favorite hobbies”, “I find it hard to 

finish books”*, “I feel happy if I receive a book as a present”, “For me, reading is a waste 

of time”*, “I enjoy going to a bookstore or a library”, and “I read only to get information 

that I need”* (p. 17).  Options for student responses ranged from 1 to 4, 1 = Strongly 

Disagree, 2 = Disagree, 3 = Agree, or 4 = Strongly Agree, with the higher values 

indicating a more positive attitude toward reading.  The asterisks after four of the 

indicators denote negatively phrased items whose response categories were reverse coded 

to maintain a uniform direction (negative to positive) among the responses.  The 

Cronbach’s and LVM reliability of the scale were equal (α and ρxx = 0.89).  Item means 

ranged from 2.11 to 2.97, item variances ranged from 0.78 to 0.95, and the corrected 

item-total correlations ranged from 0.50 to 0.76. 

Statistical Data Analysis Procedures 

Various preliminary and structural equation modeling (SEM) statistical analysis 

procedures were employed to examine the research questions posed in this study.  The 

research questions and corresponding data analytic method used to investigate each 

question are presented in Table 2. 

Preliminary analyses. Preliminary analyses were conducted prior to 

investigating the three main research questions.  The preliminary analyses included an 

examination of descriptive statistics and an internal consistency reliability analysis of the 

three latent constructs (i.e., reading comprehension strategy use, reading comprehension 

strategy instruction, and reading attitudes). 
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Table 2 

 

Research Questions and Statistical Data Analysis Procedures 

 

Research Question 
Statistical Data  

Analysis Method 
  

RQ1 – Do the observable indicators selected to measure the three  

            latent constructs (i.e., reading comprehension strategy use,   

            reading comprehension strategy instruction, and reading  

            attitudes) appropriately define them? 

Confirmatory 

Factor Analysis 

(Under SEM) 
  

RQ2 – Are there direct and indirect effects among the three  

            latent variables, the five student and school level variables, 

            and high school students’ reading comprehension            

            achievement? 

     RQ2a – What are the direct and indirect effects of the three  

                   latent constructs and the five student (i.e., gender,  

                   minority status, and SES) and school (i.e., class time  

                   and class size) level variables on high school students’  

                   reading comprehension achievement? 

     RQ2b – What are the direct effects among the three latent  

                   constructs (i.e., reading comprehension strategy use,   

                   reading comprehension strategy instruction, and   

                   reading attitudes)? 

     RQ2c – What are the direct effects of the five student and  

                   school level variables on the three latent constructs? 

Structural 

Regression 

Analysis  

(Under SEM) 

  

RQ3 – Are there significant group differences in high school  

           students’ reading comprehension achievement, reading  

           comprehension strategy use, reading comprehension  

           strategy instruction, and reading attitudes across the five   

           student (i.e., gender, minority status, and SES) and school  

           (i.e., class time and class size) level variables? 

Multiple 

Indicator, 

Multiple Cause 

Group-Code 

Modeling 

(Under SEM) 
  

  

 

Descriptive statistics. A variety of descriptive statistics were obtained using 

SPSS.  The frequencies and percentages of the gender, race/ethnicity, and minority status 

variables as well as the means, standard deviations, minimum values, and maximum 

values of the age and grade variables were obtained to describe the study sample 
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presented above.  The means, medians, minimum values, and maximum values of the 

SES, class time, and class size variables were obtained to determine the appropriate 

recoding values.  Additionally, the frequencies and percentages of the student and school 

level variables were obtained to describe their composition.  Finally, the means, standard 

deviations, and variances of the 19 items that measured the three latent variables were 

obtained to provide a description of their distributions. 

Reliability. It was necessary to investigate the reliability of the three latent factors 

(reading comprehension strategy use, reading comprehension strategy instruction, and 

reading attitudes) to demonstrate internal consistency reliability prior to conducting any 

analysis involving the three latent constructs.  It was important to first establish the 

reliability of the three latent constructs because any interpretations and generalizations 

based on them were only valid if the constructs are reliable.  In general, reliability refers 

to the accuracy, consistency, and replicability of a measure (Dimitrov, 2012).  Internal 

consistency reliability, one specific type of reliability, estimates how consistently items 

intended to measure the same construct produce similar scores (Kirk & Vigeland, 2014). 

Internal consistency reliability estimates (i.e. Cronbach’s Alpha coefficient), total 

item correlations (i.e., Corrected Item Values), and Cronbach’s Alpha if Deleted for the, 

three latent constructs (i.e., reading comprehension strategy use, reading comprehension 

strategy instruction, and reading attitudes) were obtained using SPSS.  Nunnally’s (1978) 

widely-accepted social science cutoff α = 0.70 was used to assess the reliability of the 

three scales.  The corrected item total correlations were inspected to determine the 

amount of correlation each item had with the scale.  Nunnally and Bernstein (1994) 
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recommended that items with a correlation of r ≤ .30 to their scale should be retained.  

Cronbach’s Alpha if Deleted values were then analyzed to determine other potential 

problems by examining if any of the values exceeded the alpha reliability estimate for its 

factor.  If the Cronbach’s Alpha if Deleted exceeds its factor, it signals that the reliability 

would increase if the item were removed.  Any items flagged by the Cronbach’s Alpha if 

Deleted were examined, and if it made sense substantively the item was removed. 

Structural equation modeling. Once the reliability of the three latent constructs 

was assessed, structural equation modeling (SEM) was used to test the hypothetical 

relationships among the reading related variables against the empirical data.  SEM was 

selected for this study because it is a comprehensive statistical technique used to quantify 

and test substantive theories (Raykov & Marcoulides, 2006).  Specifically, SEM was 

selected because it can be used to explain how sets of indicators define latent constructs, 

how latent constructs are related to each other, and the extent to which the hypothetical 

models are supported by the sample data (Schumacker & Lomax, 2010).  Further, the use 

of SEM is preferable to traditional regression analysis because it accounts for the 

measurement error in both the dependent and independent observed variables in a model.  

Whereas, as Raykov and Marcoulides (2006) explained, potential measurement error in 

the independent variables is overlooked in traditional regression analysis, which can 

cause the results to be incorrect. 

Structural equation models consist of two components: a measurement model and 

a structural model.  The measurement model is a multivariate regression model that 

describes the relationship between a set of latent variables and their indicators (Muthén & 
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Muthén, 2010).  Latent variables are hypothetical constructs that are measured by a set of 

observable indicators because they cannot be measured directly (MacCallum & Austin, 

2000).  The use of latent variables is another advantage of SEM because it allows for the 

estimation of relationships among latent constructs that are free of the effects of 

measurement unreliability (Raykov, Tomer, & Nesselroade, 1991).  Once the 

relationships between the latent constructs and their indicators are defined, the structural 

models are tested.  According to Muthén and Muthén (2010), structural models have 

several uses.  They can be used to describe relationships among latent constructs, 

relationships among observed variables, and/or relationships between latent constructs 

and observed variables that are not factors indicators (Muthén & Muthén, 2010). 

Implementation of SEM procedures in this study began with the review of the 

relevant theoretical and empirical literature to refine and gather support for the 

hypothetical model.  It is important to note that SEM analysis often involves the 

examination of alternative models since more than one model can fit a given set of data.  

However, after consideration, it was determined inappropriate to examine alternative 

models in this study.  This decision was made because the hypothetical model was 

developed based on specific theoretical and research evidence regarding the relationships 

among the variables.  Further, the purpose of this study required the simultaneous 

examination of the relationships among the selected variables and their relationships with 

reading comprehension achievement that were indicated in the hypothetical model. 

Confirmatory factor analysis was then used to examine the SEM measurement 

model to determine whether the observed indicators appropriately defined the latent 
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factors.  Finally, after the measurement model was assessed, two specific SEM 

procedures (i.e., structural regression analysis and MIMIC analysis) were used to test the 

hypothesized relationships among the constructs, and their relationships with the 

observed variables in the model that were not factor indicators. 

SEM measurement model – Confirmatory factor analysis. Confirmatory factor 

analysis (CFA) was employed to investigate the first research question, ‘Do the 

observable indicators selected to measure the three latent constructs (reading 

comprehension strategy use, reading comprehension strategy instruction, and reading 

attitudes) appropriately define them?’.  CFA is considered the measurement model in 

SEM (Muthén & Muthén, 2010).  CFA models include latent factors and the observable 

indicators used to measure them.  CFA, under the SEM framework, was used to test the 

relationships between the latent constructs and their observed indicators.  The specific 

procedures required to conduct the CFA analysis, described below, included: model 

specification, model identification, examination of the CFA assumptions, testing for 

model fit, and evaluating the model parameters.  A latent variable modeling reliability 

analysis was also conducted due to the finding of correlated errors in the CFA model. 

The first step in CFA, under the SEM framework, was to specify a hypothetical 

CFA model (Dimitrov, 2012).  The hypothetical CFA model specification consisted of 

determining which factors to include in the model, which observable variables defined 

the factors, which factors were expected to correlate, which errors were expected to 

correlate, and which factor loadings should be held equal.  The CFA model specifications 
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used in this investigation were supported by the relevant theoretical and empirical 

research presented in the literature review. 

The next step after specifying the hypothetical confirmatory factor analysis (CFA) 

model was to determine its identification status.  A model is considered identified when it 

is possible to compute a unique set of parameter estimates for all unknown model 

parameters.  According to Dimitrov (2012), this can only happen when the number of 

known elements in the model is greater than or equal to the number of unknown model 

parameters.  Models can be classified as underidentified, just-identified, or overidentified 

depending on the ratio of their known to unknown parameters.  The scientifically 

desirable model is the overidentified model.  In the overidentified model the number of 

known elements is greater than the number of unknown elements, which means its df > 0 

(Dimitrov, 2012).  Overidentified models are viewed as scientifically desirable because 

they can be used to test for model fit to the data as well as to compare alternative models. 

Determining the identification status of the hypothetical CFA model 

(underidentified, just-identified, or overidentified) required first calculating the number 

of known elements and degrees of freedom in the model.  Equation 2, was used to 

calculate the number of known elements in the model, p*, where p was the number of 

indicators in the model (Dimitrov, 2012). 

p* = p(p+1)/2.                                                                                                        (2) 

The degrees of freedom, df, were then computed by subtracting the number of unknown 

parameters in the model from the number of known parameters.  The number of unknown 

parameters (i.e., free parameters) was obtained using Mplus Version 6.1 (hereafter 
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referred to as Mplus).  The identification status of the model was then determined based 

on whether the df of the model were negative (underidentified), equal to zero (just-

identified), or positive (overidentified). 

The final task prior to testing the fit of the hypothesized CFA was to examine the 

multivariate normality of the observed data in the model to ensure the assumption of 

multivariate normality was met.  The usual maximum likelihood method of estimate for 

confirmatory factor analysis (CFA) in the framework of structural equation modeling can 

only be employed when the observed data in the model (i.e., the indicators) meet the 

assumption of multivariate normality (Raykov & Marcoulides, 2006).  If the assumption 

of multivariate normality is not met, the chi-square statistic and goodness-of-fit indices 

can be inaccurate which inflates the Type I error in chi-square based hypotheses testing 

(Dimitrov, 2012).  The following tests were conducted with the observed data from the 

hypothesized CFA model to determine whether the assumption of multivariate normality 

was met: univariate normality, outliers, and multivariate normality. 

The purpose of the first test was to examine the univariate normality of the data 

for each observed variable.  The assumption of univariate normality was met if the data 

for the observed variable has a normal distribution.  As stated by Raykov and 

Marcoulides (2006), examining the skewness and kurtosis of the observed variables is the 

easiest way to test for univariate normality.  Therefore, the skewness and kurtosis of the 

data for each observed variable in the CFA model were assessed.  The guidelines below 

were used to determine if the assumption of univariate normality was met.  Skewness is 

an index of the asymmetry of a univariate distribution.  The guidelines for evaluating 
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skewness suggested that variables with a skewness value less than the absolute value of 2 

meet the assumption of univariate normality (Dimitrov, 2012).  Likewise, a kurtosis value 

less than the absolute value of 7 meets the assumption of univariate normality (Dimitrov, 

2012).  According to Raykov and Marcoulides (2006), kurtosis refers to how flat or 

peaked the univariate distribution is in relation to the normal distribution. 

The observed data was then evaluated for the presence of outliers.  Outliers are 

extreme or irregular data values that can cause the results of the statistical analysis to be 

inaccurate (Dimitrov, 2012).  A box plot was created for each observed variable to 

examine the data for outliers.  A box plot is a standardized way of displaying a 

distribution of data (Dawson, 2011).  The data in a box plot are separated into four 

sections, two inner fences and two outer fences.  Both mild and extreme outliers can be 

identified using the fences in a box plot.  Mild outliers are data points that fall outside the 

inner fences but inside the outer fences, and extreme outliers are data points that fall 

outside the outer fences (Dawson, 2011).  Since outliers can distort the value of the 

means, standard deviations, and correlation coefficients, if the box plot analyses indicate 

the presence of an outlier(s), it is necessary to either explain, remove, or accommodate 

them using robust statistical tests (Schumacker & Lomax, 2010). 

Multivariate normality of the observed variables was tested following the 

examination of univariate normality, and outliers.  The first step in testing for 

multivariate normality was to obtain the standardized predicted values by conducting a 

second simple linear regression test of the hypothesized CFA model.  A scatterplot was 

then developed to plot the standardized residuals of the model against the standardized 
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predicted values.  The absence of a pattern in the scatterplot among the standardized 

residuals and predicted values was evidence supporting the assumption of multivariate 

normality.  All confirmatory factor analysis tests thus far were conducted using SPSS. 

Following the model specification, model identification, and examination of the 

CFA assumptions, the first research question was examined by testing the fit of the model 

to the data using Mplus.  As illustrated by the CFA model in Figure 2, it was 

hypothesized that the reading comprehension strategy use construct was defined by seven 

items, the reading comprehension strategy instruction construct was defined by five 

items, and the reading attitudes construct was defined by seven items.  It was also 

hypothesized that the three latent variables were positively correlated with the two other 

latent variables (i.e., strategy use was positively correlated with strategy instruction, 

strategy use was positively correlated with reading attitudes, and reading attitudes were 

positively correlated with instruction). 

Model fit testing usually involves the examination of an inferential goodness-of-

fit index along with other descriptive indices (Raykov & Marcoulides, 2006).  Dimitrov 

(2012) recommended using the following five goodness-of-fit indices to jointly examine 

the data fit of the CFA model: chi-square fit statistic, comparative fit index (CFI), 

Tucker-Lewis Index (TLI), standardized root-mean-square residual (SRMR), and root 

mean-square error of approximation (RMSEA). 

The chi-square test of model fit is a nonparametric test that compares the 

observed sample data with the expected probability distribution to determine if the 

observed values are consistent or significantly different from the expected value.  In other 
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words, it tests how well the theoretical distribution fits the empirical distribution.  The 

chi-squares value is an inferential index that represents the T test statistic of the 

goodness-of-fit model (Raykov & Marcoulides, 2006), and a nonsignificant chi-square 

value is evidence of good model fit (Dimitrov, 2012).  Basing the evaluation of model fit 

solely on the chi-square test is cautioned because it is extremely sensitive to sample size.  

Therefore, it was necessary to also evaluate the fit of the measurement and structural 

models based on the other four goodness-of-fit indices. 
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Figure 2. Hypothetical confirmatory factor analysis model.  
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The second goodness-of-fit index used to evaluate the CFA model fit was the 

comparative fit index (CFI).  CFI is the ratio of improvement between the null CFA 

model and the hypothesized CFA model (Raykov & Marcoulides, 2006).  According to 

Hu and Bentler (1999), a CFI greater than .95 (CFI > .95) is considered as evidence of a 

good model fit.  The Tucker-Lewis index (TLI) was the third goodness-of-fit index used.  

TLI is similar to, but more stringent than, the CFI.  Like the CFI, the TLI is a 

comparative fit index.  Yet, it is more stringent than the CFI in that it corrects for model 

complexity imposing a penalty for any freely estimated parameters that do not largely 

improve the fit of the model (Dimitrov, 2012).  Hu and Bentler (1999) stated that 

evidence of good model fit is supported by a TLI value greater than .95 (TLI > .95). 

The next goodness-of-fit index used to evaluate the fit of the CFA model was the 

standardized root mean square residual (SRMR).  The SRMR is an index that represents 

the difference between the observed and predicted correlation.  Although a perfect fit is 

indicated by no difference between the observed and expected correlations (i.e., SRMS = 

0), values less than .08 (SRMR < .08) are still indicative of a good model fit. 

The root mean-square error of approximation (RMSEA) was the fifth, and final, 

goodness-of-fit index used in this investigation.  The RMSEA index represents an 

approximate fit of the data calculated using the chi-square value, sample size, and 

degrees of freedom for the model.  A RMSEA of .05 or less (RMSEA < .05) is evidence 

of a good model fit (Brown & Cudeck, 1993).  Further evidence of model fit was 

obtained by evaluating the limits of the 90% confidence interval (CI) for the RMSEA.  

Good model fit was further supported when value of the lower limit was close to or equal 
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to zero and the value of the upper limit was smaller than .08.  MacCallum and Austin 

(2000) encouraged using RMSEA to evaluate model fit because it is sensitive to model 

misspecification, the guidelines for judging model quality seem accurate, and information 

about the precision of the fit estimation is provided by the confidence intervals. 

The Initial CFA Model did not indicate a good fit between the model and the 

observed data.  Consequently, the model results were examined for the presence of mis-

specified, or non-significant, parameters to determine if any modifications could be made 

to improve the model fit.  The mis-specified parameters were identified using the model 

modification indices (MIs) provided in the CFA results.  The large number and high 

values of modification indices (MI) for this model suggested that modifying the model 

would certainly increase its fit to the observed data. 

Dimitrov (2012) recommended that the MI with the highest value should be 

modified first, assuming the modification makes sense substantively.  In this model, the 

highest MI values corresponded to the correlated error variances among the items.  When 

item error variances are correlated, it suggests that the items measure something in 

common other than the latent factors represented in the model.  After reviewing the item 

pairs, it made sense substantively to estimate their correlated error variances in to try to 

improve the fit of the data to the model.  Stepwise procedures were used to individually 

estimate the correlated errors in descending order beginning with the MI with the highest 

value to the next highest, and so on.  The goodness-of-fit indices were evaluated after 

each modification, and additional correlated errors were estimated until the model 

demonstrated good fit to the data.  The model that resulted after estimating all the 
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correlated item error variances was referred to as the Final CFA Model.  Following the 

verification of a good model fit, the standardized residual variances in the Final CFA 

Model were examined.  According to Raykov and Marcoulides (2006), standardized 

residuals represent inconsistencies between the model and the data.  Typically, 

standardized residuals above 2.0 or below -2.0 indicate the model under- or over-explains 

the relationship between two variables, respectively.  Further model modifications should 

be considered if the value of any standardized residual falls above or below this range. 

After evaluating the goodness-of-fit indices and standardized residual variances, 

good model fit was further verified by determining whether the parameter estimates made 

sense both statistically and substantively.  First, the statistical viability of the model was 

evaluated by examining the factor correlations, factor error variances, and item error 

variances.  Statistical support for the model fit is provided by factor correlations that do 

not exceed an absolute value of 1, positive factor error variances, and positive item error 

variances (Dimitrov, 2012). 

Substantive support for the model was then evaluated by examining whether the 

direction, magnitude, and statistical significance of the parameter estimates were 

consistent with the model specifications.  The magnitudes of the standardized factor 

loadings were evaluated to identify the relative practical importance of each item in 

defining its construct.  Finally, the squared values of the standardized factor loadings (R2) 

were calculated to determine the proportion of variance in each item that was accounted 

for by its respective factor. 
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The confirmation of good fit of the Final CFA Model was followed by an 

examination of the Pearson internal consistency reliability estimates.  In the preliminary 

data analyses, Cronbach’s alpha test of internal consistency reliability was conducted to 

assess the reliability of the three latent factors (i.e., reading comprehension strategy use, 

reading comprehension strategy instruction, and reading attitudes).  Cronbach’s alpha is 

based on the essentially tau-equivalent measurement model, which requires that certain 

assumptions are met to ensure the accuracy of the reliability estimate (Graham, 2006).  

The correlated errors revealed by the CFA analysis are a violation of the assumptions of 

essentially tau-equivalent measures.  Therefore, to ensure the accuracy of the reliability 

estimates, the estimation of internal consistency reliability was reanalyzed for each factor 

using the latent variable modeling (LVM) approach.  The Pearson internal consistency 

reliability estimates (ρxx), standard error of measurement (SEM) estimates, and their 90%, 

95%, and 99% CIs were obtained for each factor using the bootstrap procedure in Mplus. 

SEM structural model – Structural regression and MIMIC analyses. Once the 

relationships between the latent constructs and their indicators were defined, the SEM 

structural models were tested.  According to Muthén and Muthén (2010), structural 

models have multiple uses.  They can be used to describe the relationships among latent 

constructs, among observed variables, and/or between latent constructs and observed 

variables that are not factors indicators (Muthén & Muthén, 2010). 

After the measurement model was assessed, the structural models were tested 

using structural regression and MIMIC analyses.  The structural regression model was 

used to explore the direct and indirect effects of the hypothesized relationships among the 
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constructs, and between the constructs and observed variables that were not the factor 

indicators.  The MIMIC model was used to examine mean gender, minority status, SES, 

class time, and class size group differences in reading comprehension strategy use, 

reading strategy instruction, reading attitudes, and reading comprehension achievement. 

Structural regression analysis. The second research question, ‘Are there direct 

and indirect effects among the five student and school level variables, the three latent 

variables, and high school students’ reading comprehension achievement?’, was explored 

following the confirmation of a good model fit of the CFA measurement model.  An 

analysis of the hypothesized direct and indirect effects of the independent variables on 

the dependent variables in the structural equation model was conducted using structural 

regression procedures in Mplus.  The following four procedures, described below, were 

used to conduct the structural regression analysis: model specification, model 

identification, testing for model fit, and evaluating the parameter estimates in the model 

(i.e., path coefficients/partial regression coefficients of the direct and indirect effects). 

Structural regression analysis was used to examine the explanatory relationships 

among latent variables, and the explanatory relationships between latent constructs and 

observed variables.  Structural regression models are similar to both CFA models and 

path diagrams, yet they have distinctly important differences.  Like CFA models, 

structural regression models contain latent constructs measured by observable variables.  

However, while CFA provides information regarding the correlation between the latent 

constructs, it does not offer information about the specific directional relationships 

among the constructs.  Structural regression analysis differs from CFA in that the specific 
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directional relationships among the constructs are tested by regressing the latent 

constructs on the other latent constructs (Raykov & Marcoulides, 2006).  The main 

similarity between structural regression analysis and path analysis are the paths used in 

their models to signify the explanatory (direct and indirect) relationships among the 

variables.  The main difference between the two types of analysis is the types of variables 

that can be included in their models.  Raykov and Marcoulides (2006) explained that 

while path analysis is strictly intended to examine the relationships between observed 

variables, structural regression analysis can be thought of as an extension of path analysis 

in that it also allows for the examination of relationships between latent variables. 

In addition to providing information concerning the specific directional 

relationships among the constructs, structural regression analysis also offers information 

regarding indirect effects in the causal relationships among the variables.  This 

information is obtained by decomposing the sources of the correlations between the 

independent and dependent variable into the direct effects, indirect effects (total indirect 

and specific indirect effects), and total effects.  The purpose of decomposing these effects 

is to discover precisely what is correlated with, or predicts, the dependent variable. 

According to Raykov and Marcoulides (2006), direct effects are the effects of an 

independent variable on a dependent variable that are unmediated by any other variable 

in the model.  Whereas, an indirect effect is the effect of an independent variable on a 

dependent variable that is mediated by at least one intervening variable.  When more than 

two variables are included in a statistical test, it is important to measure the indirect 

effects in addition to the direct effects between the two main variables of interest.  It is 



138 

 

 

important because if indirect effects exist among the variables but are not measured, the 

resulting relationship between two variables of interest will not be fully explained. 

Information regarding the total and specific indirect effects among the variables is 

also provided because indirect effects can be mediated by more than one intervening 

variable.  Total indirect effects are all the paths from the independent variable to the 

dependent variable that are mediated by one additional variable, and a specific indirect 

effect is one single effect of the independent variable on the dependent variable that is 

mediated by a third variable (Bollen, 1987).  Finally, the total effect of an independent 

variable on a dependent variable is the combination of all the direct and indirect effects.  

The hypothetical structural regression model for this study, illustrated in Figure 3, 

was designed to examine the three subquestions that comprised the second research 

question.  In order to address the first aspect of the second research question (also 

referred to as research subquestion 2a), ‘What are the direct and indirect effects of the 

three latent constructs and the five student (i.e., gender, minority status, and SES) and 

school (i.e., class time and class size) level variables on high school students’ reading 

comprehension achievement?’, the structural regression model was used to examine the 

predictive power of the student and school factors as well as the three latent variables on 

high school students’ reading comprehension achievement by simultaneously regressing 

reading comprehension achievement on all eight predictor variables. 
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Figure 3. Hypothetical structural regression model 
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To explore the next aspect of the second research question (also referred to as 

research subquestion 2b), ‘What are the direct effects among the three latent constructs 

(i.e., reading comprehension strategy use, reading comprehension strategy instruction, 

and reading attitudes)?’, the structural regression model was employed to analyze 

whether any of the latent variables were predicted by either of the other two latent 

variables by simultaneously regressing them on each other. 

Finally, to investigate the last component of the second research question (also 

referred to as research subquestion 2c), ‘What are the direct effects of the five student and 

school level variables on the three latent constructs?’, the structural regression model was 

utilized to determine the predictive power of the student and school level variables on the 

latent constructs by simultaneously regressing the latent variables on the five control 

variables.  Specification of the hypothetical model was the first step in this multi-step 

analysis process. Specifying the hypothetical structural regression model required 

identifying the expected effects of the relationships among all the variables in the model.  

The specifications of this model were based on a combination of the theoretical and 

empirical evidence presented in the literature review. 

After specifying the hypothetical model, the identification status of the model 

needed to be determined.  The number of known elements and degrees of freedom in the 

model needed to be calculated to determine the identification status of the hypothetical 

model. Equation 2 was used to calculate the number of known elements in the model 

(Dimitrov, 2012).  Then the degrees of freedom, df, were determined by subtracting the 

unknown parameters from the known parameters.  The number of unknown parameters 
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(i.e., free parameters) was obtained using Mplus.  Finally, the identification status of the 

model was determined based on whether the df of the model were negative 

(underidentified), equal to zero (just-identified), or positive (overidentified). 

Following the model specification and identification, and prior to evaluating the 

direct and indirect effects in the model, its data fit was examined using the guidelines for 

assessing the CFA model fit: χ2 – p > .05, CFI > .95, TLI > .95, SRMR < .08, RMSEA ≤ 

.05 (90% CI with a LL close to or including zero and an UL < .08), and standardized 

residuals (-2 < SR < +2).  Once the goodness-of-fit of the structural regression model was 

confirmed, the standardized partial regression coefficients (i.e., path coefficients) for the 

direct and indirect effects were examined. 

Path coefficients reflect the predictive power of the independent variable on the 

dependent variable.  The magnitude of the statistically significant standardized estimates 

of the direct and indirect path coefficients were interpreted as the relative importance of 

the independent variable in predicting the amount of variation in the dependent variable 

(Raykov & Marcoulides, 2006).  In path analysis, where all variables are observed 

variables, the positive and negative signs of the path coefficients can be used to interpret 

group differences.  However, in structural regression analysis, where models include both 

observed and latent variables, subsequent analysis (i.e., MIMIC modeling analysis) is 

needed to meaningfully interpret group differences.  The MIMIC group mean analysis 

procedures are described in following subsection of this chapter. 

Additional analyses utilizing the structural regression results were then conducted 

separately on each of the four dependent variables in this model to determine the amount 
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of variation in the dependent variable that was explained by the combination of all the 

independent variables together.  In other words, analysis was conducted to identify the 

percentage of student differences in reading comprehension strategy use, reading 

comprehension strategy instruction, and reading comprehension achievement that was 

jointly explained by all their respective hypothesized predictors. 

The first step in this analysis was to calculate the R2 value (i.e., coefficient of 

multiple determination) for each dependent variable in the model (i.e., reading 

comprehension strategy use, reading comprehension strategy instruction, reading 

attitudes, and reading comprehension achievement).  Equation 3, R2 = 1 – VAR(ζ), where 

VAR(ζ) represents the residual variance in a dependent variable, was used to calculate 

the R2 values (Dimitrov, 2012).  The standardized residual variances of the four 

dependent variables needed to calculate each R2 value were obtained from the Mplus 

results.  The residual in the dependent variable, ζ, was the portion of the dependent 

variable that was not explained by the independent variable(s). Hence, the residual 

variance in the dependent variable was the variance of the portion of the dependent 

variable that was not explained by the independent variable(s).  The residuals of the four 

dependent variables in the structural regression model are illustrated in Figure 3.  

Ultimately, after the four R2 values were calculated, they were then converted to 

percentages. These percentages represented the amount of reading comprehension 

achievement, reading comprehension strategy use, reading comprehension strategy 

instruction, and reading attitudes that were explained by their hypothesized predictors. 
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Next, an F test to assess the statistical significance of the R2 value for each 

dependent variable was conducted.  A statistically significant F-statistic provides 

evidence that the variance in the dependent variable explained by the predictors is not 

equal to zero for the population (Dimitrov, 2009).  Equation 4, was used to calculate the 

F-statistic: F = (R2 /p)/[(1 – R2)/(n – p – 1)], where p is the number of independent 

predictors and n is the sample size (Schumacker & Lomax, 2010).  An F-statistic is 

statistically significant when its value is larger than the F-critical value for df1, df2.  A 

table of the critical values of the F-distribution (α = .05) was used to determine the F-

critical value for df1, df2 (Schumacker & Lomax, 2010, Table A-5).  Finally, the F-

statistic was compared to the F-critical value to judge its statistical significance. 

It is recommended that along with reporting the p-values of statistically 

significant results, researchers should also report the effect size (i.e., practical 

significance) of the results (Cohen, 1992).  An effect size is the magnitude of the 

statistical significance of a result that meaningfully communicates the size, or strength, of 

the difference between groups (Cohen, 1992).  Reporting both the statistical significance 

and the practical significance (i.e., effect size) is important because it allows for a more 

accurate interpretation of the study’s findings.  Although a statistically significant result 

indicates that a difference due to chance does exist, the p-value does not convey the size 

of the difference.  Only reporting the p-value of a statistically significant result can be 

problematic in studies with a large sample size, such as this study. When the sample size 

is extremely large, the results of statistical tests are frequently significant (Sullivan & 

Feinn, 2012).  However, these statistically significant differences typically lack practical 
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significance.  Without knowledge of the effect size, the practical meaning of a 

statistically significant result is easily misinterpreted as meaningful. 

There are a variety of indexes used to measure effect size.  According to Cohen 

(1992), there is a different effect size index for every type of statistical test.  The effect 

size index, f2, is the index associated with the F test used to determine the statistical 

significance of the squared multiple correlations (R2).  Thus, the effect size of the 

significant R2 values of the four dependent variables in the structural regression model 

were calculated using Equation 5, ES(f2) = R2 – [p/(N-1)], where p is the number of 

independent predictors of the dependent variable, and N is the total sample size 

(Schumacker & Lomax, 2010).  The following guidelines, recommended by Cohen 

(1992), were used to interpret the magnitude of the f2 effect sizes: small = .02, 

medium/moderate = .15, and large = .35. 

Multiple Indicator, Multiple Cause (MIMIC) group code modeling. The third 

research question in this study was, ‘Are there significant group differences in high 

school students’ reading comprehension achievement, reading comprehension strategy 

use, reading comprehension strategy instruction, and reading attitudes across the five 

student (i.e., gender, minority status, and SES) and school (i.e., class time and class size) 

level variables?’.  In order to address this question, it was necessary to test several 

hypotheses regarding mean differences of the gender, minority status, SES, class time, 

and class size groups in reading comprehension achievement, reading comprehension 

strategy use, reading comprehension strategy instruction, and reading attitudes.  Multiple 
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Indicator, Multiple Cause (MIMIC) group code modeling procedures were employed 

because they allow for the testing of group mean differences. 

MIMIC analysis is a special case of structural equation modeling that consists of 

latent and outcome variables predicted by observed variables (Schumacker & Lomax, 

2010).  The purpose of the MIMIC modeling approach was to further examine the direct 

effects of the observed variables on the latent and outcome variables established through 

the structural regression analysis, by comparing group mean differences.  When 

comparing group mean differences using MIMIC modeling, the data from both groups 

were not separated, thus, the validity of the comparisons depended on the assumption that 

the construct being measured meant the same thing in both groups (MacCallum & Austin, 

2000).  This assumption is referred to as factorial invariance, or the invariance of factor 

loadings, item uniquenesses, and factor variances/covariances (Dimitrov, 2012).  Thus, 

factorial invariance had to be tested and confirmed prior to conducting MIMIC analysis 

test of group differences.  The following procedures, described below, were used to 

conduct the MIMIC analysis: specifying and identifying the MIMIC model, testing for 

factorial invariance, testing for model fit, and evaluating the model parameters. 

The initial step of the MIMIC analysis was to specify the hypothetical MIMIC 

model.  MIMIC model specifications consisted of hypothesizing which control variables 

were expected to demonstrate mean group differences on the three latent factors and on 

the reading achievement outcome variable.  Any expected correlations in the model also 

needed to be specified.  The specifications for the MIMIC model were supported by the 

theoretical and empirical research discussed in the review of the literature. 
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The identification status the hypothetical MIMIC model needed to be determined 

once it was specified.  The first step to determine the identification status of the model 

was to calculate the number of known elements in the model using Equation 2 (Dimitrov, 

2012).  Next, the degrees of freedom, df, were calculated by subtracting the number of 

unknown parameters from the number of known parameters.  The number of unknown 

parameters (i.e., free parameters) was obtained using Mplus.  Last, the identification 

status of the model was determined based on whether the df of the model were negative 

(underidentified), equal to zero (just-identified), or positive (overidentified). 

After the MIMIC model was specified and identified it needed to be tested for 

factorial invariance.  Factorial invariance is defined as the invariance of a factor model 

across different groups including the invariance of factor loadings, item intercepts, item 

residual variances/covariances, and factor variances/covariances (Dimitrov, 2012).  

Factorial invariance indicates that the construct(s) have the same meaning for each group 

(i.e., the relationships specified in the CFA model, between the latent factors and their 

indicators, are equivalent across groups).  The combined testing of configural invariance, 

measurement invariance, and structural invariance was conducted using Mplus to obtain 

evidence that confirms the assumption of factorial invariance was met. 

The goal of the third research question was to examine group differences across 

five population groups (gender, minority status, SES, class time, and class size).  Thus, 

the following procedures for testing configural, measurement, and structural invariance 

were performed to assess the factorial invariance of each population group. 
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The first step in factorial invariance testing is to test for configural invariance 

because configural invariance is a prerequisite for measurement and structural invariance 

(Wu, Li, & Zumbo, 2007).  Configural, or form, invariance is the invariance of the factor 

model specification (i.e., the pattern of free and fixed model parameters) across groups 

(Dimitrov, 2010).  The purpose of testing for configural invariance is to demonstrate that 

the model specifications do not vary across the population groups. 

Testing for configural invariance first required the identification of a baseline 

model.  According to Byrne (2004), the baseline model is the model that best fits the 

data, while maintaining parsimony and substantive meaning.  The fit of the baseline 

model to the data is estimated separately with each group separately.  Configural 

invariance of the baseline model is supported when the goodness-of-fit indices for each 

group separately indicate very good model fit.  A lack of configural invariance means 

that different constructs were measured across groups (Wu et al., 2007) therefore it would 

not be appropriate to test for group differences using the MIMIC analysis. 

The three-factor Final CFA Model, with 19 items, was used as the baseline model 

to test for configural invariance.  Data fit of the baseline model was estimated twice for 

each of the five population groups using Mplus.  In other words, for each of the 

population groups, the fit of the baseline model was tested once with each portion of the 

sample (i.e., males and females, minority and nonminority, high SES and low SES, more 

class time and less class time, large class size and small class size).  The goodness-of-fit 

indices of the three models (both sample groups together and each sample group 

separate) were examined for good model fit.  After configural invariance across the 
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population groups was confirmed, it was appropriate to proceed with the testing for 

measurement and structural invariance. 

The purpose of examining measurement and structural invariance was to 

determine that the causal relationships between variables worked the same across the two 

groups for each observed variable.  A model is considered to demonstrate measurement 

invariance when the scores of its’ latent constructs hold the same meaning across groups 

(Dimitrov, 2006).  Establishing measurement invariance prior to analyzing mean group 

differences was necessary, otherwise analyzing and interpreting mean differences as 

genuine group differences would have been misleading.  Structural invariance is defined 

as the invariance of factor variances/covariances (Dimitrov, 2012).  In their discussion of 

factorial invariance, Wu et al. (2007) stated that structural invariance is a useful, but not 

necessary, condition for comparing group mean differences.  They explained that the 

structural model defines the causal relationships among the latent variables, thus 

structural invariance (the equality of factor variances/covariances) is not necessary to 

define the relationships between the items and the factors (Wu et al., 2007).  However, 

they pointed out that support for structural invariance may suggest that the two groups 

belong to the same population.  Therefore, as potentially additional support for factorial 

invariance, the structural invariance of all population groups was tested. 

The step-up constraints method was used in this investigation to conduct the tests 

of measurement and structural invariance.  Under this approach to testing factorial 

invariance, measurement invariance was examined at three increasingly constrained 

levels including: weak measurement invariance (i.e., invariant factor loadings), strong 
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measurement invariance (i.e., invariant intercepts), and strict measurement invariance 

(i.e., invariant item variances/covariances).  Finally, Dimitrov (2012) stated, once 

measurement invariance is established, the final step in testing for factorial invariance is 

to test for structural invariance (i.e., invariant factor variances/covariances). 

The step-up approach to testing for factorial invariance is based on a chi-square 

difference test (Δχ2) between a constrained model that is nested within an unconstrained 

model (Δχ2 = χ2
constrained – χ2

unconstrained).  In this study, the chi-square difference (Δχ2) is 

the difference of the usual maximum-likelihood chi-square (ML χ2) values of the two 

nested models because, as previously discussed, the assumption of multivariate normality 

for each observed variable was met (Dimitrov, 2012). 

The first step in determining the invariance of the nested models was to calculate 

the chi-square difference (Δχ2 = χ2
constrained – χ2

unconstrained) and the change in degrees of 

freedom (Δdf = dfconstrained – dfunconstrained) between the constrained and unconstrained 

models by hand.  Next, a table of the critical values of the chi-square distribution (α = 

.05) was used to determine the critical value of the change in degrees of freedom between 

the constrained and unconstrained models (Dimitrov, 2009, Table A-3).  Finally, the 

statistical significance of the chi-square difference was compared to the critical value of 

the chi-square distribution to determine the change in degrees of freedom between the 

constrained and unconstrained models.  A Δχ2 is statistically significant when it is larger 

than the critical value for the Δdf.  In terms of invariance testing, a non-significant chi-

square difference is considered evidence of invariance.  Therefore, invariance of the 

nested models was supported when the Δχ2 was smaller than the critical value of the Δdf. 
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In instances when the Δχ2 of the nested models was statistically significant, 

signaling a lack of invariance, partial invariance of the models was tested.  Partial 

invariance testing involves removing the restrictions on some of the parameters, 

identified through an examination of the model modification indices, while continuing to 

hold the others invariant.  When full invariance is not possible, if at least one parameter 

(aside from the marker indicator) remains invariant, evidence of partial invariance is 

sufficient evidence to continue with group comparisons (Milfont & Fischer, 2010). 

While the Δχ2 test was used as the main determinant of measurement and 

structural invariance, the root mean square error of approximation (RMSEA) was used as 

additional support for good model fit.  The change in the comparative fit index (ΔCFI) 

between constrained and unconstrained models (ΔCFI = CFIconstrained – CFIunconstrained) was 

used as additional evidence of invariance (Dimitrov, 2012).  Due to the sensitivity of the 

chi-square statistic to sample size, the ΔCFI was also used to interpret invariance because 

it provides stable and dependable evidence that is not sensitive to sample size.  Under the 

assumption of multivariate normality, Cheung and Rensvold’s (2002) guidelines were 

used to determine invariance based on the ΔCFI.  Their guidelines state that invariance is 

supported when the value of the decrease in the comparative fit index between the 

constrained and unconstrained models is smaller than or equal to -.01 (ΔCFI ≤ -.01), 

equal to zero (indicating no change), or positive (Cheung & Rensvold, 2002). 

A study conducted by Vandenberg and Lance (2000) contains a good example of 

the proper use of the guidelines to interpret the ΔCFI as a supplemental determinant of 

invariance.  Although the guidelines they used were obtained from a 1999 conference 
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publication of Cheung and Rensvold, they are the same those previously described.  The 

purpose of their research was to discuss the importance of determining measurement 

invariance across groups prior to testing population group differences. Vandenberg & 

Lance (2000) conducted and presented a sample data analysis as part of their study in 

order to illustrate this importance, and to subsequently recommend procedures for 

carrying out tests of measurement equivalence.  They used existing data from a new 

employee survey to test the measurement invariance in order to determine whether it 

would be appropriate to analyze and interpret differences among the employee groups.  

The data they used corresponded to three organizational commitment constructs (i.e., 

compliance, internalization, and identification commitment). 

Vandenberg & Lance’s (2000) explanation of the results of the sample data 

analysis provided a clear illustration of how Cheung and Rensvold’s guidelines are used 

to interpret the ΔCFI, specifically in the section of the results regarding the 

internalization commitment construct.  After discussing the poor fit to the data of Model 

0 and the acceptable fit of Model 1, Vandenberg & Lance (2000) used the ΔCFI values as 

additional evidence to support to the Δχ2 significance test of the nested models in their 

evaluation of measurement invariance (i.e., metric and scalar invariance).  Metric 

invariance was confirmed by the results of the comparison of Model 1 and Model 2, 

Δχ2(8) = 5.33, p > .01; ΔCFI = .00, as evidenced by the nonsignificant chi-square 

difference and the change in CFI equal to zero.  However, based on the results of the 

comparison between Models 2 and 3, Δχ2(8) = 41.65, p < .01; ΔCFI = –.04, scalar 
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invariance was not supported, as evidenced by the statistically significant chi-square 

difference and the change in CFI larger than -.01 (Vandenberg & Lance, 2000). 

Testing for measurement invariance began by testing the least constrained model, 

Model 0 (with no invariance assumed).  The constraints were gradually increased in each 

subsequent model; Model 1 (weak measurement invariance/metric invariance), Model 2 

(strong measurement invariance/scalar invariance), and Model 3 (strict measurement 

invariance/invariance of item uniquenesses).  The first level of testing for measurement 

invariance, weak measurement invariance, examined the metric invariance of the model.  

Metric invariance of the model is supported by equal factor loadings across the 

population groups.  Two models (Model 0 and Model 1) were created to test for metric 

invariance.  Model 0 was the baseline model where all parameters were freely estimated.  

The constraints in Model 1 were stepped up from Model 0 by fixing all factor loadings to 

be invariant across the groups.  Model 1 was therefore nested in Model 0.  A 

nonsignificant chi-square difference between the two models, Δχ2
M1-M0, would indicate 

weak measurement invariance or invariant of factor loadings across the two groups. 

The next level of measurement invariance testing was testing for strong 

measurement invariance.  In addition to metric invariance, scalar invariance was also 

required as support for strong measurement invariance.  Scalar invariance is the equality 

of item intercepts, or item means, across the population groups (Dimitrov, 2012).  Model 

2 was developed to test for strong measurement invariance by stepping up the constraints 

of Model 1.  In addition to the existing constraint of equal factor loadings across the two 

groups, in Model 2 the item intercepts were also constrained to be invariant across 
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groups.  Strong measurement invariance, the invariance of factor loadings and item 

intercepts, was supported by a nonsignificant chi-square difference between Model 2 and 

Model 1, Δχ2
M2-M1.  Once strong measurement invariance was confirmed, the comparison 

of factor means across groups was permissible because scalar invariance indicates that 

the origin of the scale does not differ across groups (Dimitrov, 2012). 

Strict measurement invariance was the third, and final, level of testing for 

measurement invariance.  Strict measurement invariance is the most constrained type of 

invariance requiring a combination of metric invariance, scalar invariance, and invariance 

of item uniquenesses.  Invariance of item uniquenesses is defined as the equivalence of 

residual item variances/covariances across groups (Dimitrov, 2012).  To test for strict 

measurement invariance Model 3 was stepped up by imposing the additional constraint of 

equal residual item variances/covariances to Model 2, while continuing to hold factor 

loadings and item intercepts invariant across groups.  A nonsignificant chi-square 

difference between Model 3 and Model 2, Δχ2
M3-M2, offered evidence to support strict 

measurement invariance.  Strict measurement invariance indicates that the items in both 

groups were measured with the same amount of precision.  Thus, evidence of strict 

measurement invariance is used to support the assumption that group differences on any 

item are only attributable to group differences on the common factors (Dimitrov, 2010). 

Once the tests of measurement invariance (which confirmed the weak, strong, and 

strict measurement invariance of the model) were finished, the test for structural 

invariance was conducted.  This test required creating Model 4, the structural model, by 

stepping up the constraints of Model 2.  In addition to constraining factor loadings and 
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item intercepts, all factor variances/covariance were constrained to be equal across the 

two groups.  As Model 4 was nested in Model 2, the nonsignificant chi-square difference 

between the two models, Δχ2
M4-M2, provided evidence of structural invariance. 

After the tests of configural, measurement, and structural invariance confirmed 

the assumptions of completely (or partially) invariant factor loadings, invariant item 

intercepts, invariant item residual variances/covariances, and factor variances/covariances 

across the population groups were met, it was permissible to examine the mean group 

differences using MIMIC analysis.  MIMIC analysis procedures were used to test the 

hypothetical model, illustrated in Figure 4, because they are a special case of structural 

equation modeling that allows for the testing of group mean differences. 

First, a joint examination of the fit indices (χ2, CFI, TLI, SRMR, and RMSEA,) 

and the standardized residuals was conducted using the guidelines for assessing the 

quality of the model fit to the data (χ2 - p > .05, CFI > .95, TLI > .95, SRMR < .08, 

RMSEA ≤ .05 (90% CI LL close to or including zero and UL < .08), and standardized 

residuals (-2 < SR < +2).  After a good model fit was established, the significance and the 

sign (+/-) of the structural regression coefficients were examined.  A statistically 

significant structural regression coefficient indicates population heterogeneity, or group 

differences (Dimitrov, 2012).  Specifically, a significant positive structural coefficient 

indicates that the group coded 1 scored higher on the construct compared to the reference 

group, coded 0.  Conversely, a significant negative structural coefficient indicates that the 

group coded 1 scored lower on the construct compared to the reference group, coded 0. 
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Figure 4. Hypothetical MIMIC model. 
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As previously mentioned, there are different effect size indexes for every 

statistical test.  According to Cohen (1992), the d effect size index is used with the test of 

group mean differences.  Equation 6, �̂� = |γ̂|/√𝑉𝐴𝑅(ζ), where γ̂ was the unstandardized 

estimate of the structural coefficient and VAR(ζ) was the unstandardized factor residual 

variance, was used to calculate the effect sizes of the statistically significant group 

differences (Dimitrov, 2012).  Cohen’s (1992) guidelines for the d effect size index 

(small = .20, medium/moderate = .50, and large = .80) were used to interpret the 

magnitudes of the group mean difference effect sizes. 

 



157 

 

 

 

 

 

 

Chapter Four 

In this chapter, the results of the data analyses employed to investigate the three 

research questions in this study are presented.  The results are organized by the statistical 

techniques used to analyze the data including the preliminary data analyses, confirmatory 

factor analysis (CFA), reliability analysis, structural regression analysis, and MIMIC 

analysis.  Internal consistency reliability of the three latent factors (i.e., reading 

comprehension strategy use, reading comprehension strategy instruction, and reading 

attitudes) was analyzed prior to exploring the three research questions. 

The first research question, ‘Do the observable indicators selected to measure the 

three latent constructs appropriately define the three factors (i.e., reading comprehension 

strategy use, reading comprehension strategy instruction, and reading attitudes)?’, was 

examined using CFA.  Next, structural regression analysis was used to address the second 

research question, ‘Are there direct and indirect effects among the five student and school 

level variables, the three latent variables, and reading comprehension achievement?’.  

Finally, MIMIC analysis was used to answer the third research question, ‘Are there 

significant group differences in high school students’ reading comprehension 

achievement, reading comprehension strategy use, reading comprehension strategy 

instruction, and reading attitudes across the five student level (i.e., gender, minority 

status, and SES) and school level (i.e., class time and class size) variables?’. 
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Preliminary Analyses 

The preliminary analyses included an analysis of descriptive statistics obtained to 

describe the composition of the five control variables.  It also included an internal 

consistency reliability analysis of the three latent constructs (i.e., reading comprehension 

strategy use, reading comprehension strategy instruction, and reading attitudes). 

Descriptive statistics. The descriptive statistics obtained to describe the 

composition of the student and school level control variables are presented in Table 3.  

The frequencies and percentages of the two gender, minority status, SES, class time, and 

class size groups were included. 

 

Table 3 

 

Frequencies and Percentages of the Control Variables 

 

              Variable Frequency Percentage 
   

Student Level Characteristics   

     Gender   

          Female 2,546 48.7 

          Male 2,687 51.3 

     Minority Status   

          Minority 2,337 44.7 

          Non-Minority 2,896 55.3 

     Socio-Economic Status (SES)   

          Low SES 2,601 49.7 

          High SES 2,632 50.3 
   

School Level Characteristics   

     Class Time   

          Less Class Time 2,841 54.3 

          More Class Time 2,392 45.7 

     Class Size   

          Small Class Size 2,469 47.2 

          Large Class Size 2,764 52.8 
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Likewise, the descriptive statistics obtained to describe the distributions of the 

latent variable indicators are presented in Table 4.  The table includes the means, standard 

deviations, and variances of the 19 individual items hypothesized to define the latent 

constructs.  The item means ranged from M = 2.11 to M = 3.21, the standard deviations 

ranged from s = 0.81 to s = 1.07, and the item variances ranged from s2 = 0.65 to s2 = 1.15. 

 

Table 4 

 

Distributions for the 19 Indicators of the Three Reading Constructs 

 

Reading Constructs             Indicators Mean 
Standard 

Deviation 
Variance 

     

Reading Attitudes     

     Item 1 X1 –  Have To  2.51 0.95 0.91 

     Item 2 X2 –  Favorite Hobby 2.11 0.93 0.86 

     Item 3 X3 –  Finish Books  2.86 0.88 0.78 

     Item 4 X4 –  Book as a Present 2.16 0.92 0.85 

     Item 5 X5 –  Waste of Time  2.97 0.94 0.89 

     Item 6 X6 –  Bookstore/Library 2.51 0.97 0.95 

     Item 7 X7 –  Read for Information  2.56 0.89 0.80 
     

Reading Strategy Instruction 

     Item 1 X8 –  Asks Questions 2.97 0.81 0.65 

     Item 2 X9 –  Wait Time 2.91 0.83 0.69 

     Item 3 X10 – Books/Authors 2.39 0.96 0.91 

     Item 4 X11 – Encourages Opinions 2.85 0.89 0.79 

     Item 5 X12 – Prior Knowledge 2.73 0.89 0.79 
     

Reading Strategy Use 

     Item 1 X13 – Use Graphs 3.21 0.93 0.87 

     Item 2 X14 – Cause and Effect 3.05 0.96 0.92 

     Item 3 X15 – Character Actions 3.07 0.99 0.97 

     Item 4 X16 – Author Background 2.34 1.07 1.15 

     Item 5 X17 – Explain Text Purpose 3.06 0.99 0.98 

     Item 6 X18 – Historical Context 2.63 1.04 1.08 

     Item 7 X19 – Connect Text Parts 2.72 1.06 1.12 
     

 

Note. N = 5,233.  
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Reliability.  The internal consistency reliability of the three latent constructs was 

tested using SPSS.  The internal consistency reliability estimates (i.e., Cronbach’s Alpha 

coefficient), total item correlations (i.e., Corrected Item Values), and Cronbach’s Alpha if 

Deleted for each of the three hypothesized factors are presented in Table 5. 

 

Table 5 

 

Internal Consistency Reliability Estimates for the Three Reading Constructs 

 

        Construct/Indicator 

Reliability 

Estimates 

(α) 

Mean 

Corrected 

Item Total 

Correlation 

Cronbach’s 

Alpha if Item 

Deleted 
     

Reading Attitudes 0.89    

     X1 –  Have To    2.51 .76 0.87 

     X2 –  Favorite Hobby  2.11 .75 0.87 

     X3 –  Finish Books   2.86 .50 0.90 

     X4 –  Book as a Present  2.16 .70 0.87 

     X5 –  Waste of Time   2.97 .72 0.87 

     X6 –  Bookstore/Library  2.51 .71 0.87 

     X7 –  Read for Information   2.56 .67 0.88 
     

Reading Strategy Instruction 0.83    

     X8 –  Asks Questions  2.97 .61 0.80 

     X9 –  Wait Time  2.91 .61 0.80 

     X10 – Books/Authors  2.39 .56 0.82 

     X11 – Encourages Opinions  2.85 .70 0.77 

     X12 – Prior Knowledge  2.73 .66 0.79 
     

Reading Strategy Use 0.76    

     X13 – Use Graphs   3.21 .33 0.76 

     X14 – Cause and Effect   3.05 .55 0.71 

     X15 – Character Actions   3.07 .56 0.71 

     X16 – Author Background  2.34 .43 0.74 

     X17 – Explain Text Purpose   3.06 .55 0.71 

     X18 – Historical Context   2.63 .46 0.73 

     X19 – Connect Text Parts   2.72 .46 0.73 
     

 

Note. α = Cronbach’s coefficient alpha internal consistency reliability estimate.  
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The internal consistency test of reliability for the first factor, reading 

comprehension strategy use, α = 0.76, was slightly lower than the other two factors, but it 

still met the established social sciences cutoff value of α = 0.70.  The internal consistency 

reliability estimate of the reading comprehension strategy instruction factor, α = 0.83, 

indicated that the data of this scale demonstrated a high level of reliability.  No items on 

the reading comprehension strategy use or the reading comprehension strategy instruction 

scales were flagged by the Cronbach’s Alpha if Deleted test, thus, all items were retained. 

The internal consistency reliability estimate for the reading attitudes scale, 

signified that the data demonstrated a high level of reliability, α = 0.89.  According to the 

Cronbach’s Alpha if Item Deleted test, the Finish Books (Cronbach’s α if Item Deleted = 

0.896) item was flagged for deletion.  This meant that the unrounded Cronbach’s Alpha 

reliability estimate for this scale, α = 0.890, would increase by .06 if this item was 

removed from the scale.  Since the reliability of the scale was already sufficiently high, 

the substantive value of retaining the item in the scale was more important than the 

amount of increased reliability that would be gained if it was removed.  Consequently, 

this item was not removed from the reading attitudes scale. 

The corrected item total correlations did not suggest the need to remove any items 

because the correlation of all 19 items with their respective scales was greater than the 

recommended cutoff value, r ≤ .30 (Nunnally & Bernstein, 1994).  Overall, the internal 

consistency reliability for each of the three scales is relatively high (reading strategy use, 

α = 0.76, reading comprehension strategy instruction, α = 0.83, and reading attitudes, α = 

0.89), thereby indicating the stability of the three latent reading constructs. 
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Structural Equation Modeling 

The results of the structural equation modeling (SEM) analysis are presented in 

the following sections, including the results of the CFA used to examine the measurement 

model and the results of the structural regression analysis and MIMIC analysis used to 

examine the structural model. 

SEM measurement model – Confirmatory factor analysis. The first research 

question, ‘Do the observable indicators selected to measure the three latent constructs 

appropriately define the three factors (i.e., reading comprehension strategy use, reading 

comprehension strategy instruction, and reading attitudes)?’, was examined using 

confirmatory factor analysis (CFA).  The results of the following CFA procedures are 

presented in the sections below: model specification, model identification, examination of 

the CFA assumptions, test of model fit, estimation of model parameters, and latent 

variable modeling analysis of internal consistency reliability. 

CFA model specification. The initial procedure, under the SEM framework, was 

to specify a hypothetical CFA model (Dimitrov, 2012).  The hypothetical CFA model 

specified in this study consisted of three latent constructs measured by 19 observable 

indicators from the PISA 2009 U.S. Student Questionnaire and the PISA 2009 Reading 

for School Questionnaire.  A description of each item is presented in Table 6.  It was 

hypothesized that the reading attitudes construct was defined by Items 1-7, the reading 

comprehension strategy instruction construct was defined by Items 8-12, and the reading 

strategy use construct was defined by Items 13-19.  It was also hypothesized that each 

latent variable was positively correlated with the two other latent variables.  More 
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specifically, it was hypothesized that reading comprehension strategy use was positively 

correlated with reading strategy instruction, reading strategy use was positively correlated 

with reading attitudes, and reading attitudes were positively correlated with reading 

strategy instruction.  Item 1 was selected as the reference indicator (i.e., the factor loading 

is fixed to 1.00) for the reading attitudes construct.  By fixing the factor loading to 1.00, 

the scale of Item 2 became the scale for the reading attitudes construct.  Similarly, Items 

8 and 13 were the reference indicators for the reading comprehension strategy instruction 

and reading strategy use constructs, respectively. 

CFA model identification. Once the hypothetical CFA model was specified, the 

identification status of the model needed to be determined.  First, the number of known 

elements in the model was calculated using Equation 2 (Dimitrov, 2012).  The 

hypothetical CFA model had 25 indicators, p = 25.  Thus, the number of known elements 

in the model was 190, 19(19+1)/2 = 190.  The number of unknown model parameters, 60, 

was then obtained from Mplus.  Next, the df of the hypothetical CFA model were 

computed by subtracting the number of unknown elements, 60, from the number of 

known elements, 190, df = 130.  The number of known elements was greater than the 

number of unknown elements, therefore the df of this model were positive.  Thus, this 

CFA model was classified as overidentified, which as previously mentioned, is 

scientifically desirable for testing model fit. 
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Table 6 

 

19 Indicators for the Reading Constructs in the Hypothetical CFA Model 

 

Construct/Indicator Survey Item 
  

Reading Attitudes 
How much do you agree or disagree with these statements  

about reading? 

Item 1 I read only when I have to.* 

Item 2 Reading is one of my favorite hobbies. 

Item 3 I find it hard to finish books.* 

Item 4 I feel happy if I receive a book as a present. 

Item 5 For me, reading is a waste of time.* 

Item 6 I enjoy going to a bookstore or library. 

Item 7 I only read to get information that I need.* 
  

Reading Strategy 

Instruction 
In your English classes, how often does the following occur? 

Item 8 
The teacher asks questions that challenge students to get a better 

understanding of the text. 

Item 9 The teacher gives students enough time to think about answers. 

  Item 10 The teacher recommends a book or author to read. 

  Item 11 The teacher encourages students to express opinions about text. 

  Item 12 
The teacher shows students how the information in texts builds 

on what they already know. 
  

Reading Strategy 

Use 

During the last month, how often did you have to do the 

following kinds of tasks for school? 
  

Item 13 Find information from a graph, diagram, or table. 

Item 14 Explain the cause of events in a text. 

Item 15 Explain the way characters behave in a text. 

Item 16 Learn about the life of a writer. 

Item 17 Explain the purpose of a text. 

Item 18 Learn about the place of a text in the history of literature. 

Item 19 Explain the connection between different parts of a text.  
  

 

Note. * Indicates a negatively worded item whose response categories were reverse coded.  
 

 

 

CFA assumptions. Prior to testing for CFA model fit, tests of univariate 

normality, outliers, and multivariate normality of the observed data were conducted using 

SPSS to determine whether the assumption of multivariate normality was met.  First, the 

skewness and kurtosis of the data for each observed latent variable was examined to 
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determine if the assumption of univariate normality was met.  The skewness and kurtosis 

of all 19 observed indicators are presented in Table 7.  The skewness values for all the 

indicators were less than recommended cutoff of 2.0, ranging from -1.00 to 0.49.  

Additionally, the kurtosis values for all the indicators were less than recommended cutoff 

of 7.0, ranging from -1.24 to 0.05.  Therefore, the skewness and kurtosis values 

illustrated that the data of all the observed indicators demonstrated univariate normality. 

 

 

Table 7 

 

Skewness and Kurtosis of the 19 Observed Latent Variable Indicators 

 

       Construct/Indicator Skewness Kurtosis 
   

Reading Attitudes   

     X1 –  Have To    0.01 - 0.93 

     X2 –  Favorite Hobby   0.49 - 0.61 

     X3 –  Finish Books  - 0.41 - 0.54 

     X4 –  Book as a Present   0.22 - 0.94 

     X5 –  Waste of Time  - 0.65 - 0.46 

     X6 –  Bookstore/Library - 0.10 - 0.98 

     X7 –  Read for Information  - 0.03 - 0.75 
   

Reading Strategy Instruction   

     X8 –  Asks Questions - 0.36 - 0.50 

     X9 –  Wait Time - 0.31 - 0.58 

     X10 – Books/Authors   0.18 - 0.89 

     X11 – Encourages Opinions - 0.28 - 0.76 

     X12 – Prior Knowledge - 0.13 - 0.79 
   

Reading Strategy Use   

     X13 – Use Graphs  - 1.00   0.05 

     X14 – Cause and Effect  - 0.71 - 0.50 

     X15 – Character Actions  - 0.79 - 0.45 

     X16 – Author Background    0.17 - 1.24 

     X17 – Explain Text Purpose  - 0.73 - 0.57 

     X18 – Historical Context  - 0.17 - 1.14 

     X19 – Connect Text Parts  - 0.31 - 1.13 
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The outliers in the data of the observed latent variable indicators were then 

examined.  The box plots created to examine the data are provided in Appendix D.  The 

results of the box plot analysis illustrated a total of seven cases with extreme outliers.  As 

a total of seven out of the 5,233 cases in the sample was a negligible number of outliers, 

the decision to not remove the cases with outliers was made. 

Finally, to examine the multivariate normality of the observed data in the CFA 

model, a second simple linear regression test was conducted to obtain the standardized 

predicted values.  The scatterplot in Figure 5 was used to plot the standardized residuals 

of the model against the standardized predicted values.  The lack of pattern among the 

residuals and predicted values in the scatterplot provided evidence to support the 

assumption of multivariate normality was met. 

 

 
 

Figure 5. Scatterplot of residuals and predicted values of the hypothetical CFA model.   
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CFA model testing and parameter estimation. Following the specification, 

identification, and verification of the assumption of multivariate normality, the first 

research question was examined by testing the model fit of the hypothesized CFA model 

using Mplus.  The adequacy of the initial CFA model fit, illustrated in Figure 6, was 

examined to test the measurement portion of the structural equation model.  In addition to 

the expectation of a non-significant chi-square statistic, the following recommended 

cutoff values for the goodness-of-fit statistics were used to determine the adequacy of the 

CFA model fit: a CFI and TFI greater than .95 (Hu & Bentler, 1999), SRMR less than 

.08, and RMSEA less than .05 where the lower limit of the 90% CI is close to or includes 

zero, and the upper limit is less than .08 (Browne & Cudeck, 1993). 

The results of the initial test of CFA model fit, χ2(149) = 1,829.25, p < .001,  

CFI = .95, TLI = .946, SRMR = .03, and RMSEA = .05, with 90% CI (.045, .048), 

indicated this model did not demonstrate adequate model fit.  Basing the evaluation of 

model fit solely on the chi-square test is cautioned because it is extremely sensitive to 

sample size.  Since the sample size in this study was large (N = 5,233), the result of the 

chi-square test was significant.  In other words, the result of the chi-square test was 

biased because of the large sample size.  Therefore, it was necessary to also evaluate the 

fit of the measurement and structural models based on the other four goodness-of-fit 

indices.  The CFI, SRMR, and RMSEA met the criteria for model fit.  However, the TLI 

(.946) was not above the .95 cutoff. 
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Figure 6. Initial confirmatory factor analysis model. 

 

Modification indices were then examined to determine if any modifications could 

be made to improve its fit to the data.  The large number, and high values, of MIs for this 

model suggested several modifications that would improve its fit to the data.  In this 

model, the 11 largest MIs corresponded to the following correlated item error variances: 
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• Item 4 (I feel happy if I receive a book as a present) with Item 2 (Reading is one 

of my favorite hobbies) 

• Item 5 (For me, reading is a waste of time) with Item 3 (I find it hard to finish 

books) 

• Item 6 (I enjoy going to a bookstore or library) with Item 2 (Reading is one of my 

favorite hobbies) 

• Item 6 (I enjoy going to a bookstore or library) with Item 4 (I feel happy if I 

receive a book as a present) 

• Item 7 (I read to get information that I need) with Item 1 (I only read if I have to)   

• Item 9 (The teacher gives students enough time to think about their answers) with 

Item 8 (The teacher asks questions that challenge students to get a better 

understanding of a text) 

• Item 14 (In the last month I had to explain the cause of events in a text) with Item 

13 (In the last month I had to find information on a graph, diagram, or table) 

• Item 15 (In the last month I had to explain the way characters behave in a text) 

with Item 14 (In the last month I had to explain the cause of events in a text) 

• Item 16 (In the last month I had to learn about the life of a writer) with Item 15 

(In the last month I had to explain the way characters behave in a text) 

• Item 17 (In the last month I had to explain the purpose of a text) with Item 15 (In 

the last month I had to explain the way characters behave in a text) 

• Item 18 (In the last month I had to learn about the place of a text in the history of 

literature) with Item 16 (In the last month I had to learn about the life of a writer) 
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The decision to estimate correlated item error variances was made once each item 

pair was reviewed to ensure they were not duplicate questions.  Stepwise procedures were 

used to estimate one correlated error at a time, in descending order starting with the 

largest MI.  Eleven modifications of the model were made, each estimating an additional 

correlated item error variance and improving the overall model fit.  The standardized 

estimates of the correlated error variances are included in Figure 7. 
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 Figure 7. Final confirmatory factor analysis model with correlated errors. 
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The goodness-of-fit indices of the Initial and Final CFA Models are presented in 

Table 8.  Clearly, the Final CFA Model, provided a better fit to the data.  The statistically 

significant chi-square estimate of the Final Model, χ2 (138) = 713.21, p < .001, was not 

problematic because this estimate was inflated by the large sample size.  Given the 

sample of 5,233 students in this study, a significant chi-square estimate was expected.  

Despite the statistically significant χ2, the joint examination of the other goodness-of-fit 

indices signified an improvement in all the values from the initial CFA model, CFI = .98, 

TLI = .98, SRMR = .02, and RMSEA = .03, with 90% CI (.026, .030).  Specifically, the 

TLI (.98) met the cutoff criteria (TLI < .95) recommended by Hu and Bentler (1999).  In 

addition to the increased adequacy of the goodness-of-fit indices, an improved model fit 

of the Final CFA Model was also supported by smaller and fewer modification indices 

than the Initial CFA Model. 

 

 

Table 8 

 

Goodness-of-Fit Indices for the Initial and Final CFA Models 

 

CFA Model 

 

χ2 

 

df 

 

CFI 

 

TLI 

 

SRMR 

 

RMSEA 

90% CI 

LL UL 

Initial Model   1,829.25* 149 .95 .95 .03 .05 .045 .048 

Final Model     713.21* 138 .98 .98 .02 .03 .026 .030 
 

Note. CFA = confirmatory factor analysis; CFI = comparative fit index; TLI = Tucker–Lewis Index; 

SRMR = standardized root mean square residual; RMSEA = root mean square error of approximation; 

CI = confidence interval; LL = lower limit; UL = upper limit. 
aN = 5,233. 

*p < .001.  
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The standardized residual variances in the Final CFA Model, presented in Table 

9, were evaluated to further examine model fit.  The standardized residual variances 

ranged from 0.33 to 0.86.  The values were sufficiently small and within the 

recommended range of -2 to 2, which indicated no model-to-data inconsistencies and 

provided additional evidence in support of good model fit to the data. 

Good fit of the Final CFA Model was further examined by determining whether 

the parameter estimates were both statistically and substantively viable.  First, the 

statistical viability of the model was evaluated by examining the factor correlations, 

factor error variances, and item error variances.  Statistical support for the model fit is 

provided by factor correlations that do not exceed an absolute value of 1, positive factor 

error variances, and positive item error variances (Dimitrov, 2012).  In Figure 7 above, 

the statistically significant standardized coefficients associated with the two-way arrows 

connecting the three latent variables constructs represent positive correlations among the 

constructs, (r = .23, p < .001, r = .17, p < .001, and r = .40, p < .001, respectively).  The 

positive factor error variances and positive item error variances, ranging from 0.33 to 

0.86, offer statistical support for the good fit of the Final CFA Model.  The three positive 

correlations in the model provide additional support of its good fit to the data because 

none of the unstandardized correlation coefficients exceeded an absolute value of 1. 

The consistency between the model specifications and the direction, magnitude, 

and statistical significance of the parameter estimates were then examined to obtain 

substantive support for the model.  As previously mentioned, the correlations between the 

factors were all positive and statistically significant.  Further, the factor loadings for the 
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indicators were all positive, moderate to large in magnitude ranging from .37 to .82, and 

statistically significant (p < .001).  As these results are consistent with the model 

specifications, they provide substantive support for the good fit of the Final CFA Model. 

 

 

Table 9 

 

Standardized Factor Loadings, Standard Errors, R2Values, and Residual Variances of  

the Final CFA Model 

 

        Construct/Item 
Factor 

Loading 

Standard 

Error 

R2 

Value 

Residual 

Variance 
     

Reading Attitudes     

     X1 –  Have To   .82 .01 .67 .33 

     X2 –  Favorite Hobby .78 .01 .61 .39 

     X3 –  Finish Books  .53 .01 .28 .72 

     X4 –  Book as a Present .70 .01 .49 .51 

     X5 –  Waste of Time  .77 .01 .60 .40 

     X6 –  Bookstore/Library .73 .01 .53 .47 

     X7 –  Read for Information  .70 .01 .49 .51 
     

Reading Strategy Instruction     

     X8 –  Asks Questions .68 .01 .46 .54 

     X9 –  Wait Time .66 .01 .43 .57 

     X10 – Books/Authors .63 .01 .39 .61 

     X11 – Encourages Opinions .80 .01 .64 .36 

     X12 – Prior Knowledge .75 .01 .56 .44 
     

Reading Strategy Use     

     X13 – Use Graphs  .37 .02 .14 .86 

     X14 – Cause and Effect  .60 .01 .36 .64 

     X15 – Character Actions  .58 .01 .33 .67 

     X16 – Author Background .46 .01 .21 .79 

     X17 – Explain Text Purpose  .65 .01 .43 .57 

     X18 – Historical Context  .51 .01 .26 .74 

     X19 – Connect Text Parts  .56 .01 .31 .69 
     

 

Note. All values are statistically significant (p < .001). Critical ratios ranged from 24.86 to 124.79.   
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Next, the values of the standardized factor loadings, presented in Table 9 above, 

were examined to determine the relative practical importance of each item used to define 

its respective latent construct.  The standardized factor loadings for all the items included 

in the Final CFA model, depicted in Figure 7, are displayed on the one-way arrows from 

the latent variables to their indicators. 

Overall, the factor loadings of the seven items used to define the reading 

comprehension strategy use factor, ranging from .37 to .65, were smaller than the factor 

loadings of the items that defined the reading comprehension strategy instruction and the 

reading attitudes constructs described below.  Nevertheless, as mentioned, all seven 

factor loadings were statistically significant.  Item 17, ‘In the last month I had to explain 

the purpose of a text’, had the largest practical importance in defining the factor (.65).  

Item 14, ‘In the last month I had to explain the cause of events in a text’ (.60), had the 

second largest practical importance in defining the reading comprehension strategy use 

construct, followed by Item 15, ‘In the last month I had to explain the way characters 

behaved in a text’ (.58), and Item 19, ‘In the last month I had to explain the connection 

between different parts of a text’ (.56).  The three items with the smallest practical 

importance in defining the construct were Item 18, ‘In the last month I had to learn about 

the place of a text in the history of literature’ (.51), Item 16, ‘In the last month I had to 

learn about the life of a writer’ (.46), and finally Item 13, ‘In the last month I had find 

information from a graph, diagram, or table’ (.37). 

The factor loadings of the five reading comprehension strategy instruction 

indicators ranged from .63 to .80.  Item 11, ‘The teacher encourages students to express 
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opinions about a text’, was the item with the greatest relative importance in defining this 

construct (.80).  The item with the next largest relative importance in the strategy 

instruction construct was Item 12, ‘The teacher shows students how the information in 

texts builds on what they already know’ (.75).  The third largest item of practical 

importance in this construct was Item 8, ‘The teacher asks questions that challenge 

students to get a better understanding of a text’ (.68).  The relative importance of Item 8 

was followed closely by that of Item 9, ‘The teacher gives students enough time to think 

about their answers’ (.66).  Lastly, the item with the smallest relative importance in 

explaining the reading comprehension strategy instruction factor was Item 10, ‘The 

teacher recommends a book or author to read’ (.63). 

The factor loadings for the seven items that defined the third latent factor, reading 

attitudes, ranged from .53 to .82.  The factor loading of Item 1, ‘I do not only read if I 

have to’ (.82), was the largest of the seven items, which signified that this item had the 

largest practical importance in defining the reading attitudes construct.  The next two 

items in order of practical importance were Item 2, ‘Reading is one of my favorite 

hobbies’ and Item 5, ‘For me, reading is not a waste of time’ (.78 and .77, respectively).  

The next largest item of relative importance was Item 6, ‘I enjoy going to a bookstore or 

library’ (.73).  The relative importance of Item 6 was slightly larger than that of Item 4, ‘I 

feel happy if I receive a book as a present’ and Item 7, ‘I do not only read to get 

information that I need’, that had the same factor loading (.70).  Finally, Item 3, ‘I do not 

find it hard to finish books’, had the smallest factor loading (.53), thus the smallest 

relative importance among the seven items used to define the reading attitudes construct. 



176 

 

 

Finally, the squared value of each item’s standardized factor loading, R2, was 

calculated to determine the amount of variance in the item that was explained (i.e., 

accounted for) by its respective factor.  The results indicated that reading comprehension 

strategy use accounted for 13.91% of the difference in the students’ answers to how often 

they had to find information on a graph, diagram, or table in the last month, 35.64% of 

the variability in the responses of students regarding how often in the last month they had 

to explain the cause of events in a text, 31.02% of the differences in students’ ratings of 

the frequency that they had to explain the way characters behaved in a text in the past 

month, 21.44% of the variability in the responses of students about how often in the last 

month they had to learn about the life of a writer, 42.77% of the differences in how 

students responded to the question asking how often in the last month they had to explain 

the purpose of a text, 25.91% of the differences in students’ answers concerning how 

often in the last month they had to learn about the place of a text in the history of 

literature, and 31.36% of the variability in how students rated the frequency that they had 

to explain the connection between different parts of a text in the last month. 

Likewise, it was determined that reading comprehension strategy instruction 

accounted for 45.70% of the variability in students’ answers to how often their teachers 

asked questions that challenge them to get a better understanding of the text, 42.90% of 

the differences in how students rated the frequency that their teachers gave them enough 

time to think about their answers, 39.18% of the variability in how students responded to 

the question asking how often their teachers recommended books and authors for them to 

read, 63.68% of the differences in the responses of students about how often their 
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teachers encouraged them to express their opinions about a text, and 55.65% of the 

variability in students’ ratings of the frequency that their teachers showed them how the 

information in texts builds on what they already know. 

Lastly, the results revealed that high school students’ attitudes toward reading 

accounted for 67.08% of the differences in how strongly students rated their agreement 

with the statement that they do not only read when they have to, 60.53% of the variability 

in students’ ratings of how much they agreed that they considered reading to be one of 

their favorite hobbies, 27.89% of the differences in the student answers concerning how 

much agreed or disagreed that they do not find it hard to finish reading books, 48.86% of 

the variability in how students rated the degree to which they agreed with feeling happy if 

they receive a book as a present, 59.75% of the differences in how students responded to 

the question asking how strongly they agreed or disagreed with the statement that they do 

not believe reading is a waste of time, 52.70% of the variability in the responses of 

students about how much they agreed that they enjoy going to a bookstore or library, and 

49.42% of the differences in student answers regarding how strongly they agreed that 

they do not only read to get the specific information they need. 

Latent variable modeling reliability. The correlated errors among the factor items 

identified through the CFA made it necessary to re-estimate the internal consistency 

reliability.  Re-estimation was necessary because correlated errors violate the assumption 

of essentially tau-equivalent measures that must be met to ensure the Cronbach’s alpha 

reliability estimates were accurate.  Thus, the estimation of internal consistency reliability 

was conducted again for each factor using the latent variable modeling (LVM) approach 
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in Mplus.  Table 10 contains the Pearson internal consistency reliability estimates, 

standard error of measurement estimates, and corresponding confidence intervals (90%, 

95%, and 99%) for the three reading constructs (reading comprehension strategy use, 

reading comprehension strategy instruction, and reading attitudes). 

 

Table 10 

 

Latent Variable Modeling Internal Consistency Reliability and Standard Error Estimates 

for the Three Reading Constructs 

 

Construct 
Lower Confidence Interval 

Estimate 

Upper Confidence Interval 

99% 95% 90% 90% 95% 99% 
        

Reading Strategy Use       

     Reliability 0.745 0.749 0.750 0.760 0.768 0.770 0.773 

     SEM 2.171 2.177 2.180 2.198 2.216 2.219 2.225 
        

Reading Strategy Instruction      

     Reliability 0.820 0.822 0.824 0.831 0.838 0.839 0.842 

     SEM 1.361 1.367 1.370 1.386 1.402 1.405 1.411 
        

Reading Attitudes       

     Reliability 0.887 0.889 0.889 0.893 0.897 0.898 0.899 

     SEM 1.622 1.627 1.631 1.647 1.663 1.667 1.673 
        

 

Note. CI = confidence interval; SEM = standard error of measurement.  
 

 

The LVM estimate of reliability for the reading comprehension strategy use 

construct was, ρxx = 0.76, with a 95% CI (0.749, 0.770).  The standard error of 

measurement for the reading strategy use construct was SEM = 2.20 with a 95% CI 

(2.177, 2.219).  The LVM reliability of the strategy use scale was slightly lower than the 

reliability of the reading comprehension strategy instruction and the reading attitudes 

scaled, but it still demonstrated acceptable internal consistency reliability as it meets the 

social sciences recommended reliability cutoff of α = 0.70. 
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Likewise, the LVM reliability for the reading comprehension strategy instruction 

factor was estimated as, ρxx = 0.83, with a 95% CI (0.822, 0.839).  This estimate indicated 

that the strategy instruction construct demonstrated high internal consistency reliability. 

The standard error of measurement for the reading strategy instruction construct was 

SEM = 1.39 with a 95% CI (1.367, 1.405). 

Finally, for the reading attitudes latent construct, the LVM estimate of reliability 

was, ρxx = 0.89, with a 90% CI (0.889, 0.897), a 95% CI (0.889, 0.898), and a 99% CI 

(0.887, 0.899).  This finding suggested that the internal consistency reliability for the 

reading attitudes construct was high.  Further, the estimate of standard error of 

measurement for the reading attitudes construct was SEM = 1.65, with a 95% CI (1.627, 

1.667).  The comparison of the Cronbach’s alpha and Latent Variable Modeling internal 

consistency reliability estimates for each of the three latent variables are presented in 

Table 11.  This comparison reveals that both types of reliability analyses produced 

identical reliability estimates when used to measure the three constructs, thus confirming 

that the initial Cronbach’s alpha reliability estimates were accurate. 

 

Table 11 

 

Comparison of the Reliability Estimates for the Three Reading Constructs 

 

Construct 
Reliability Estimates 

Cronbach’s Alpha (α) LVM Estimate (ρxx) 
   

Reading Strategy Use .76 .76 

Reading Strategy Instruction .83 .83 

Reading Attitudes .89 .89 
   

 

Note.  α = Cronbach’s coefficient alpha internal consistency reliability estimate; ρxx = Pearson internal 

consistency reliability estimate.  
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SEM structural model – Structural regression and MIMIC analyses. 

Following the confirmation of good model fit of the CFA measurement model, the 

structural models were tested using structural regression analysis to investigate the direct 

and indirect effects among the variables in the model, and MIMIC analysis to examine 

group mean differences. 

 Structural regression analysis. Structural regression analysis was conducted in 

Mplus to evaluate the second research question, ‘Are there direct and indirect effects 

among the five student and school level variables, the three latent variables, and high 

school students’ reading comprehension achievement?’.  The process of structural 

regression analysis included specifying and identifying of the hypothetical model, testing 

the fit of model to the data, and estimation and evaluation of the model parameters. 

Structural regression model specification. Specifying the hypothetical model was 

the first step in the structural regression analysis.  The hypothetical structural regression 

model, illustrated in Figure 3, posited a variety of direct effects among the control, latent, 

and dependent variables.  It was hypothesized that reading attitudes, class time, and class 

size each had a direct effect on high school students’ reading comprehension strategy use.  

It was further hypothesized that reading comprehension strategy instruction, gender, 

minority status, and SES all had direct effects on both reading strategy use and reading 

attitudes.  The direct effects of both class time and class size on reading comprehension 

strategy instruction were also hypothesized.  Furthermore, it was hypothesized that each 

of the five control variables (gender, minority status, SES, class time, and class size) and 

the three latent variables (reading comprehension strategy use, reading comprehension 
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strategy instruction, and reading attitudes) had a direct effect on high school students’ 

reading comprehension achievement.  No specific indirect effects were hypothesized, 

however, for exploratory purposes the mediating effects of all five control variables and 

three latent variables were included in the structural equation model. 

Structural regression model identification. Following the specification of the 

hypothetical structural regression model, the identification status of the model needed 

determined.  The first step of determining the identification status of the model was to 

calculate the number of known elements in the model using Equation 2 (Dimitrov, 2012).  

With 25 indicators in the model, p = 25, the number of known elements was 325,  

25(25+1)/2 = 325.  Next, the number of unknown model parameters, 91, was obtained 

from Mplus.  The df of the hypothetical CFA model were then computed by subtracting 

the number of unknown elements, 91, from the number of known elements, 325, df = 

234.  Because the number of known elements was greater than the number of unknown 

elements, the df of this model were positive.  Therefore, the hypothetical structural 

regression model was overidentified. 

Structural model testing and parameter estimation. In order to examine research 

subquestion 2a, ‘What are the direct and indirect effects of the three latent constructs and 

the five student (i.e., gender, minority status, and SES) and school (i.e., class time and 

class size) level variables on high school students’ reading comprehension 

achievement?’, the direct and indirect effects of the three latent variables and the student 

and school characteristics on the dependent variable (reading comprehension 

achievement) were assessed by simultaneously regressing the dependent variable on all 
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eight independent variables.  Research subquestion 2b, ‘What are the direct effects 

among the three latent constructs (reading strategy use, reading strategy instruction, and 

reading attitudes)?’, was examined next by simultaneously regressing the three latent 

variables on each other.  Finally, in response to research subquestion 2c, ‘What are the 

direct effects of the five student and school level variables on the three latent 

constructs?’, the direct effects of the five control variables on the three latent variables 

were tested by simultaneously regressing the latent variables on the five control variables. 

A joint examination of the goodness-of-fit indices for the structural regression 

model, illustrated in Figure 8, revealed a good model fit to the data, χ2 (239) = 1502.43, p 

< .001, CFI = 0.96, TLI = .95, SRMR = .03, RMSEA = .03 (90% CI .030-.033).  The chi-

square estimate was statistically significant, however as previously mentioned, this is not 

considered an issue because the χ2 estimate was expected to be inflated by large sample 

size in this study (N = 5,233).  Further, additional support for good fit of the structural 

regression model to the data was offered by the standardized residuals, ranging from .34 

to 1.00, which were well within the recommended range. 

Following the confirmation of a good fit of the structural regression model, the 

standardized path coefficients (i.e., partial regression coefficients) associated with the 

direct and indirect effects in the model were examined.  The statistically significant and 

nonsignificant standardized path coefficients for the direct effects in the model are 

depicted in Figure 8.  Additionally, the decomposition of the direct effects, indirect 

effects (total indirect effect and specific indirect effects), and total effects corresponding 

to the paths associated with research subquestion 2a are presented in Table 12. 
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Figure 8. Final structural regression model. 

*p < .05. **p < .01. ***p < .001. 
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Table 12 

 

Standardized Effects of the Control Variables and the Three Reading Constructs on 

Reading Comprehension Achievement 

 

Direct and Indirect Paths 
Direct 

Effects 

Specific  

Indirect 

Effects 

Total 

Indirect 

Effects 

Total 

Effects 

     

Reading Strategy Use → Reading Achievement  .05**    .05** 
     

Reading Strategy Instruction → Reading Achievement   .05**   .089***  .13*** 

     RSI → RA → Reading Achievement   .070***   

     RSI → RSU → Reading Achievement   .018**   

     RSI → RA → RSU → Reading Achievement   .001*   
     

Reading Attitudes → Reading Achievement .37***   .004**  .37*** 

     RA → RSU → Reading Achievement   .004**   
     

Gender → Reading Achievement  -.02  -.116*** -.13*** 

     Gender → RA → Reading Achievement  -.114***   

     Gender → RSU → Reading Achievement      .000   

     Gender → RA → RSU → Reading Achievement  -.001*   
     

Minority Status → Reading Achievement  .24***  -.014*  .23*** 

     Minority Status → RA → Reading Achievement  -.010   

     Minority Status → RSU → Reading Achievement  -.004*   

     Minority Status → RA → RSU → Reading Achievement   .000   
     

Socio-Economic Status → Reading Achievement  .22***   .063***  .29*** 

     SES → RA → Reading Achievement   .058***   

     SES → RSU → Reading Achievement   .005*   

     SES → RA → RSU → Reading Achievement   .001*   
     

Class Time → Reading Achievement   .04**   .01***  .05*** 

     Class Time → RSI → Reading Achievement    .002*   

     Class Time → RSU → Reading Achievement   .002   

     Class Time → RSI → RA → Reading Achievement   .004**   

     Class Time → RSI → RSU → Reading Achievement   .001*   
     

Class Size → Reading Achievement  .06***  -.001  .06*** 

     Class Size → RSI → Reading Achievement   -.001   

     Class Size → RSU → Reading Achievement   .002   

     Class Size → RSI → RA → Reading Achievement  -.001   

     Class Size → RSI → RSU → Reading Achievement    .000   
     

 

Note. RSI = Reading Strategy Instruction; RA = Reading Attitudes; RSU = Reading Strategy Use;  

SES = socio-economic status. 

*p < .05. **p < .01. ***p < .001.   
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Among the significant direct effects of the three latent variables on high school 

students’ reading comprehension achievement, reading attitudes had the greatest direct 

effect on their reading achievement (β4 = .37, p < .001).  The statistically significant 

specific indirect effect of students’ reading attitudes on reading achievement via reading 

comprehension strategy use was markedly lower than the direct effect of reading attitudes 

(β2-β6 = .004, p = .03).  Further, the significant and equivalent direct effects of strategy 

instruction and strategy use on reading achievement were both notably smaller than the 

direct effect of reading attitudes (β5 = .05, p = .01 and β6 = .05, p = .01, respectively).  

Despite having equivalent direct effects of reading achievement, the total effects of 

strategy instruction on achievement was larger (TE = .13, p < .001) than the total effect of 

reading strategy use on reading achievement (TE = .05, p < .01). 

The total effect of reading comprehension strategy instruction on reading 

achievement was also larger than its direct effect.  The total effects were larger than the 

direct effect because the statistically significant total indirect effects of strategy 

instruction on reading achievement (TIE = .09, p < .001) were included in the estimation 

of the total effects.  These total indirect effects consisted of the specific indirect effects of 

reading attitudes (β1-β4 = .07, p < .001), strategy use (β3-β6 = .02, p = .01), and reading 

attitudes via strategy use (β1-β2-β6 = .001, p = .03) on the relationship between reading 

strategy instruction and reading achievement. 

Although the direct effect of gender on high school students’ reading 

comprehension achievement was not significant in the structural regression model, the 

total effects (TE = -.13, p < .001) and the total indirect effects (TIE = -.17, p < .001) were 
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both statistically significant.  This indicates an indirect relationship between gender and 

reading comprehension achievement.  Based on the structural regression results, this 

relationship was mediated by students’ attitudes toward reading (γ1-β4 = -.12, p < .001) 

and by a combination of reading attitudes and reading comprehension strategy use (γ1-β2-

β6 = -.12, p = .04).  Finally, the mediating effect of reading comprehension strategy use, 

also indicated in the results, was not statistically significant (γ4-β6 = .001, p = .61). 

Among the other four student and school level variables (i.e., minority status, 

SES, class time, and class size), high school students’ minority status and their SES had 

the greatest direct effects on reading comprehension achievement (γ12 = .24, p < .001 and 

γ13 = .22, p < .001, respectively).  While the total value of the indirect effects in the 

relationship between students’ minority status and their reading comprehension 

achievement was statistically significant (TIE = -.01, p = .02), only one of the three 

specific indirect effects expressed in the findings was significant.  The results of the 

structural regression analysis revealed the significant mediating effect of reading 

comprehension strategy use on the relationship between students’ minority status and 

their reading comprehension achievement (γ5-β6 = -.004, p = .02).  Whereas, neither the 

mediating effect of reading attitudes nor the combined mediating effect of reading 

attitudes and reading comprehension strategy use on the relationship between students’ 

minority status and their reading comprehension achievement were statistically 

significant (γ2-β4 = -.01, p = .08 and γ2-β2-β6 = .00, p = .18, respectively). 

The three specific indirect effects on the relationship between SES and student’s 

reading comprehension achievement were all statistically significant.  According to the 
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structural regression results, the relationship between SES and reading comprehension 

achievement was mediated by students’ reading attitudes (γ3-β4 = .06, p < .001) and 

reading comprehension strategy use (γ6-β6 = .01, p = .02).  This relationship was also 

mediated by the statistically significant indirect effect of reading attitudes via reading 

comprehension strategy use (γ3-β2-β6 = .001, p = .04). 

Despite the statistical significance of these indirect effects, it is important to point 

out that the total indirect effect (TIE = .06 (p < .001) was markedly smaller than the total 

effect of students’ SES on their reading comprehension achievement (TE = .29 (p < 

.001).  This meant that the combined effect of the mediating role that students’ reading 

attitudes and reading comprehension strategy use play in the relationship between SES 

and reading comprehension achievement had little relative importance in the total 

prediction of reading comprehension achievement accounted for by students’ SES. 

Compared to the relative importance students’ minority status and SES had in 

predicting reading comprehension achievement, the relative importance of class time and 

class size was considerably smaller.  Further, the statistically significant direct effect of 

class size on students’ reading achievement (γ15 = .06, p < .001), was slightly larger than 

the direct effect of class time (γ14 = .04, p < .001).  The four specific indirect effects of 

class size on reading comprehension achievement via reading strategy instruction, via 

reading strategy use, via strategy instruction and reading attitudes, and via reading 

strategy instruction and reading strategy use, were not significant (γ8-β5 = -.001, p = .29; 

γ10-β6 = .002, p = .10; γ8-β1-β4 = -.001, p = .25; and γ8-β3-β6 = .00, p = .29, respectively).  

The nonsignificant indirect effects indicated that students’ reading comprehension 
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strategy use, reading strategy instruction, and students’ attitudes toward reading did not 

mediate the relationship between class size and reading comprehension achievement. 

Whereas, all three of these latent variables significantly mediated the relationship 

between class time and reading comprehension achievement.  The mediating effect of 

reading comprehension strategy instruction via reading attitudes on the relationship 

between class time and reading comprehension achievement (γ7-β1-β4 = .004, p = .001), 

was slightly larger than the mediating effect of reading comprehension strategy 

instruction (γ7-β5 = .002, p = .03), and the mediating effect of reading comprehension 

strategy instruction via reading strategy use (γ7-β3-β6 = .001, p = .04).  The only 

nonsignificant indirect effect of class time on reading achievement was the indirect effect 

via reading comprehension strategy (γ8-β6 = .002, p = .12). 

According to the results of the structural regression analysis for research 

subquestion 2b, ‘What are the direct effects among the three latent constructs?’, reading 

comprehension strategy instruction and high school students’ attitudes toward reading 

had statistically significant direct effects on reading comprehension strategy use.  The 

statistically significant regression coefficient for the direct path from reading strategy 

instruction to reading strategy use (β3 = .37, p < .001) was larger than the statistically 

significant regression coefficient for the direct path from reading attitudes to reading 

strategy use (β2 = .08, p < .001), suggesting that strategy instruction was a better predictor 

of comprehension strategy use in this model than reading attitudes.  The results of 

research subquestion 2b also revealed a statistically significant positive relationship 

between high school students’ attitudes toward reading and reading comprehension 
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strategy instruction (β1 = .19, p < .001).  Table 13 presents the standardized partial 

regression coefficients for the direct effects among high school student’ reading 

comprehension strategy use, reading strategy instruction, and reading attitudes. 

 

 

Table 13 

 

Standardized Direct Effects Among the Three Reading Constructs 

 
                                        Direct Paths Direct Effects 
  

Reading Strategy Use  

     Reading Strategy Instruction → Reading Strategy Use            .37*** 

     Reading Attitudes → Reading Strategy Use            .08*** 
  

Reading Attitudes  

     Reading Strategy Instruction → Reading Attitudes             .19*** 
  

 

 *p < .05. **p < .01. ***p < .001.   
 

 

The results of the structural regression analysis employed to examine research 

subquestion 2c, ‘What are the direct effects of the five student and school level variables 

on the three latent constructs?’, indicated first, that minority status, SES, class time, and 

class size were all statistically significant student/school level predictors of high school 

students’ reading strategy use.  Based on these findings, high school students’ minority 

status and SES both have a statistically significant impact on their reported reading 

comprehension strategy use.  The absolute value of the partial regression coefficient for 

the direct path from minority status to strategy use (γ5 = -.09, p < .001) was equal to the 

statistically significant partial regression coefficient for the direct path from SES to 

strategy use (γ6 = .09, p < .001).  This signified that high school students’ minority status 

and SES equally predicted their reading strategy use. 
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The structural regression results also intimated statistically significant and 

positive effects of class time and class size on high school students reading 

comprehension strategy use (γ9 = .03, p = .05 and γ10 = .04, p = .04, respectively).  

Further, the results intimated that the hypothesized direct effect of students’ gender on 

their reported use of reading comprehension strategies was nonsignificant (γ4 = -.01, p = 

.60).  Table 14 presents the standardized path coefficients for the direct effects of the 

student and school level variables on high school students’ reading comprehension 

strategy use, reading comprehension strategy instruction, and reading attitudes. 

 

Table 14 

 

Standardized Direct Effects of the Control Variables on the Three Reading Constructs 

 

                                     Direct Paths Direct Effects 
  

Reading Strategy Use  

     Gender → Reading Strategy Use           -.01               

     Minority Status → Reading Strategy Use   -.09*** 

     SES → Reading Strategy Use            .09*** 

     Class Time → Reading Strategy Use            .03* 

     Class Size → Reading Strategy Use            .04* 
  

Reading Strategy Instruction  

     Class Time → Reading Strategy Instruction            .06** 

     Class Size → Reading Strategy Instruction           -.02 
   

Reading Attitudes  

     Gender → Reading Attitudes           -.31*** 

     Minority Status → Reading Attitudes           -.03 

     SES → Reading Attitudes             .16*** 
  

 

Note. SES = socio-economic status. 

*p < .05. **p < .01. ***p < .001.   
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Next, the findings of the structural regression analyses showed that two of the 

three hypothesized student/school level predictor variables had statistically significant 

direct effects on high school students’ attitudes toward reading.  The path coefficient for 

the direct effect of gender (γ1 = -.31, p < .001) on reading attitudes showed that it had the 

greatest relative importance in predicting the variability of students’ reading attitudes.  

The statistically significant path coefficient for direct effect of students’ SES on their 

reading attitudes suggested that it had about half of the relative important in predicting 

students’ reading attitudes as their gender (γ3 = .16, p < .001).  Minority status, the last of 

the three hypothesized student/school level predictor variables did not have a statistically 

significant direct effect on students’ attitudes toward reading (γ2 = -.03, p = .08). 

Finally, only one of the two hypothesized student/school level predictor variables 

had a statistically significant direct effect on high school reading strategy instruction.  

The results revealed a significant positive direct effect of high school students’ reported 

amount reading class time on their reading comprehension strategy instruction, (γ7 = .06, 

p = .001).  However, effect of high school students’ class size on their reading 

comprehension strategy instruction was not statistically significant (γ8 = -.02, p = .25). 

R2 values and f2effect sizes. The amount of variation in each dependent variable 

jointly explained by all its predictors together (i.e., R2 values) was examined after 

determining the relative importance of each predictor variable in explaining the amount 

of variation in reading comprehension achievement, reading comprehension strategy use, 

reading comprehension strategy instruction, and reading attitudes.  The statistical 

significances and effect sizes of the R2 values were also examined to enhance the 



192 

 

 

meaningful interpretation of results.  The standardized residual variance, R2 value, 

number of independent predictors, sample size used to calculate the R2 value, and the 

effect size for each dependent variable are presented in Table 15. 

 

Table 15 

 

Residual Variances, R2 Values, Number of Predictors, Sample Sizes, and Effect Sizes for 

Reading Achievement and the Three Reading Constructs 

 

Dependent Variable 

Residual 

Variance 

 

R2  

Value 

Number of 

Predictors 

Sample 

Size 

Effect 

Size 
      

Reading Achievement .667 .333 8 5,233 .33 

Reading Strategy Use .997 .172 7 5,233 .17 

Reading Strategy Instruction .828 .003 2 5,233 .00 

Reading Attitudes .848 .152 4 5,233 .15 
      

 

Note.  All residual variances and R2 values are statistically significant (p < .05). 

  
 

The R2 value results in this section are part of the results of the second research 

question.  However, this section was separated from the results of research subquestions 

2a, 2b, and 2c because the R2 value results include findings related to both subquestions 

2b and 2c that have to be presented together.  For example, it was hypothesized that 

reading comprehension strategy instruction, reading attitudes, gender, minority status, 

SES, class time, and class size each had a direct effect on reading comprehension strategy 

use.  The hypothesized relationships between instruction and strategy use addressed 

research subquestion 2b, whereas the hypothesized relationship between gender and 

strategy use is related to research subquestion 2c.  The structural regression model 

estimated the hypothesized relationships related to the reading comprehension strategy 
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use construct simultaneously.  Thus, the R2 value results were associated with both 

research subquestions 2b and 2c, inextricably linking the two subquestions.  Therefore, 

the R2 value results needed to be presented together. 

The coefficient of multiple determination for the prediction of high school 

students’ reading comprehension achievement, R2 = .333, denoted that 33.30% of the 

student differences in students’ reading comprehension achievement were jointly 

accounted for by all the eight of the hypothesized predictors (i.e., the five student/school 

level variables and three latent variables) together.  The order of strength of the predictors 

of students’ reading achievement, ranging from largest to smallest, was the following: 

reading attitudes (β4 = .37, p < .001), minority status (γ12 = .24, p < .001), SES (γ13 = .22, 

p < .001) , class size (γ15 = .06, p < .001), reading comprehension strategy instruction and 

reading comprehension strategy use (β5 = .05, p = .01 and β6 = .05, p = .01, respectively), 

class time (γ14 = .04, p < .001), and finally gender (γ11 = -.02, p = .19). 

The R2 value for the prediction of high school students’ reading comprehension 

achievement was statistically significant, p < .05, based on the results of the F-test.  The 

F-statistic, F = 420.00, was statistically significant because it exceeded the F-critical 

value, F-CV = 2.37, for df(8, 5,224).  The following guidelines were used for interpreting 

the magnitude of an f2 effect size index: small effect = .02, medium/moderate effect = 

.15, and large effect = .35 (Cohen, 1992).  Therefore, the effect size of the statistically 

significant R2 value, f2 = .33, indicated a large practical significance for the importance of 

the eight independent variables in predicting reading achievement. 
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The second R2 value, for the prediction of high school students’ reading strategy 

use, R2 = .172, meant that 17.20% of the variance in reading comprehension strategy use 

was accounted for by all seven of the hypothesized predictors (i.e., reading attitudes, 

reading comprehension strategy instruction, gender, minority status, SES, class time, and 

class size) combined.  The following list indicates the strength of the seven predictors of 

high school students’ reading strategy use in descending order: reading strategy 

instruction (β3 = .37, p < .001), minority status and SES (γ5 = -.09, p < .001 and γ6 = .09, 

p < .001, respectively), reading attitudes (β2 = .08, p < .001), class size (γ10 = .04, p = 

.04), class time (γ9 = .03, p = .05), and gender (γ4 = -.01, p = .60). 

Further, the results of the F-test to assess the statistical significance of the R2 

value for the prediction of students’ reading comprehension strategy use, indicated that 

the F-statistic, F = 125.00, was statistically significant at the .05 level of significance.  It 

was deemed statistically significant because it exceeded the F-critical value, F-CV = 

2.01, for df(7, 5,225).  Based on the statistically significant F-test, the R2 value for the 

prediction of high school students’ reading comprehension strategy use was statistically 

significant, p < .05.  Considering the effect size of the statistically significant R2 value, f2 

= .17, the importance of these seven independent variables in predicting high school 

students’ strategy use was considered to have a moderate practical significance. 

The coefficient of multiple determination for the prediction of high school 

students’ attitudes toward reading, R2 = .152, suggested that 15.20% of the student 

differences in reading attitudes were jointly explained by the four hypothesized predictors 

(i.e., reading strategy instruction, gender, minority status, and SES) together.  The order, 
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ranging from largest to smallest, of strength of the predictors of high school students’ 

reading attitudes was gender (γ1 = -.31, p < .001), reading comprehension instruction (β1 

= .19, p < .001), SES (γ3 = .16, p < .001), and minority status (γ2 = -.03, p = .08). 

Further, the results of the F-test to assess the statistical significance of the R2 

value for the prediction of high school students’ reading attitudes, intimated that the F-

statistic, F = 237.50, was statistically significant at the .05 level of significance.  It was 

determined to be statistically significant because it exceeded the F-critical value, F-CV = 

2.37, for df(4, 5,228).  The significant F-test provided evidence that the variance in high 

school students’ reading attitudes explained by the four predictors was not equal to zero 

for the population (i.e., the R2 value was statistically significant).  The effect size of the 

significant R2 value, f2 = .15, signified a moderate practical significance for the 

importance of the four predictors in predicting high school students’ reading attitudes. 

The coefficient of multiple determination for the prediction of high school reading 

comprehension strategy instruction, R2 = .003, meant that only 0.30% of the student 

differences in reading comprehension strategy instruction were jointly accounted for by 

the two hypothesized predictors, class time (γ7 = .06, p = .001) and class size (γ8 = -.02, p 

= .25), together.  Despite this extremely small R2 value, its significance was supported by 

the results of the F-test.  The F-statistic, F = 7.50, was statistically significant at the .05 

level of significance because it exceeded the F-critical value, F-CV = 3.00, for df(2, 

5,230).  However, the effect size of the statistically significant R2 value, f2 = .003, 

signified that the lack of importance of class time and class size in predicting high school 

reading comprehension instruction had no practical significance. 
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With a few exceptions, the results of the structural regression analyses confirmed 

the hypothesized model.  The overall results of the structural regression analyses revealed 

that 17 of the 21 hypothesized direct effects were supported by their statistically 

significant path coefficients.  Most importantly, the results of structural regression 

analysis showed high school students’ reading comprehension achievement is directly 

affected by seven of the eight student/school level and latent variables.  In addition to the 

17 statistically significant direct effects, the structural regression results revealed 13 

statistically significant indirect effects. 

Multiple Indicator, Multiple Cause (MIMIC) group code modeling. The third 

research question, ‘Are there significant group differences in students’ reading 

comprehension achievement, reading comprehensions strategy use, reading 

comprehension strategy instruction, and reading attitudes across the five student (i.e., 

gender, minority status, and SES) and school (i.e., class time and class size) level 

variables?’, was investigated using the Multiple Indicator, Multiple Cause (MIMIC) 

modeling approach.  The MIMIC analysis procedures (i.e., model specification, model 

identification, examination of factorial invariance, test of model fit, and estimation of the 

model parameters) were similar to the initial CFA and structural regression procedures.  

Mplus was used to conduct the MIMIC analysis. 

MIMIC model specification. The first step in the MIMIC analysis was to specify 

the hypothetical model.  The MIMIC model presented in Figure 4, illustrates the 

hypothesized group differences in reading comprehension achievement, reading strategy 
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use, reading strategy instruction, and reading attitudes across the five student (gender, 

minority status, and SES) and school (class time and class size) level control variables. 

MIMIC model identification. The identification status of the model was 

determined once the hypothetical MIMIC model was specified.  First, Equation 2, was 

used to calculate the number of known elements in the model (Dimitrov, 2012).  The 

model had 25 indicators, p = 25.  Therefore, the number of known elements was 325, 

25(25+1)/2 = 325.  Next, number of unknown model parameters, 96, was obtained from 

Mplus.  Then the df of the model were computed by subtracting the number of unknown 

elements, 96, from the number of known elements, 325, df = 229.  Since the number of 

known elements was greater than the number of unknown elements, the df of this model 

were positive.  Thus, this CFA model was classified as overidentified. 

Testing for factorial invariance. Factorial invariance across groups is a major 

assumption of MIMIC modeling.  Therefore, testing for group differences in reading 

achievement and the three reading constructs began with confirming the assumption of 

factorial invariance was met for each control variable. 

The first step of factorial invariance testing was to establish the configural 

invariance of each control variable.  Thus, the configural invariance of the five variables 

was tested.  This testing began with the selection of a baseline model.  The final CFA 

model was chosen because it had already demonstrated good model fit while maintaining 

parsimony and substantive meaning.  Next, baseline model fit was tested separately for 

the two groups in all five control variables.  Configural invariance was supported when 
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the fit indices for both groups of the variable individually indicated very good model fit.  

Table 16 contains sample sizes and fit indices from the configural invariance tests. 

 

 

Table 16 

 

Sample Size and Goodness-of-Fit Indices for Configural Invariance Tests 

 

Variable/ 

Group Model 

 

n 
 

χ2 

 

df 

 

CFI 

 

TLI 

 

SRMR 

 

RMSEA 

90% CI 

LL UL 
          

Gender          
   Female  2,546 453.51* 138 .98 .98 .03 .03 .027 .033 
   Male 2,687 389.29* 138 .99 .98 .02 .03 .023 .029 

Minority Status         
   Minority 2,337 403.56* 138 .98 .98 .03 .03 .025 .032 
   Non-Minority 2,896 483.65* 138 .98 .98 .03 .03 .027 .032 

SES          
   Low SES 2,601 410.11* 138 .98 .98 .03 .03 .024 .031 
   High SES 2,632 452.75* 138 .98 .98 .03 .03 .026 .032 
          

Class Time          
   Less Time 2,841 423.79* 138 .99 .98 .03 .03 .024 .030 
   More Time 2,392 451.42* 138 .98 .98 .03 .03 .028 .034 

Class Size          
   Small Class 2,469 402.15* 138 .99 .98 .03 .03 .028 .031 
   Large Class 2,764 452.57* 138 .98 .98 .03 .03 .029 .032 
          

 

Note. n = sample size; χ2 = chi-square; df = degrees of freedom; CFI = comparative fit index; 

TLI = Tucker–Lewis Index; SRMR = standardized root mean square residual; RMSEA = root mean 

square error of approximation; CI = confidence interval; LL = lower limit; UL = upper limit. 

*p < .001.  

 

The goodness-of-fit indices for the female gender group [χ2 (138) = 453.52, p < 

.001, CFI = .98, TLI = .98, SRMR = .03, and RMSEA = .03 (90% CI = .027 – .033)] and 

the male gender group [χ2 (138) = 389.29, p < .001, CFI = .99, TLI = .98, SRMR = .02, 

and RMSEA = .03 (90% CI = .023 – .029)] demonstrated very good fit to the data when 

the baseline model was tested separately with each model.  Likewise, the goodness-of-fit 
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indices, presented in Table 16 above, indicated good model fit when the baseline model 

was tested with the two minority groups, the two SES groups, the two class size groups, 

and the two class time groups.  The good model fit of all 10 models provide evidence of 

the configural invariance of the five control variables.  After it was confirmed that 

configural invariance was in place across the two groups for each control variable, the 

measurement and structural invariance tests for invariance of the factor loadings, 

intercepts, item uniqueness, and factor variances/covariances were conducted. 

Under the step-up invariance constraints method, testing for measurement and 

structural invariance of the gender, minority status, SES, class size, and class time 

population groups was organized in a logical sequence of increasingly restrictive nested 

models.  The statistical significance of the chi-square difference was examined at each 

step to assess whether the Δχ2 provided evidence to support the invariance of factor 

loadings, invariance of item intercepts, invariance of residual item variances/covariances, 

and the invariance factor variances/covariances. 

The first tests of measurement and structural invariance were conducted with the 

two gender groups (0 = female, 1 = male).  No invariance constraints were imposed on 

Model 0, or the baseline model, that were used to begin the testing for measurement 

invariance.  The model fit to the data of Model 0, with all parameters freely estimated, 

was initially tested with both gender groups together, χ2 (276) = 842.79, p < .001; CFI = 

.984, RMSEA = .03 (please see Table 17).  
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Table 17 

 

Tests of Measurement and Structural Invariance Across Gender Groups 

 

Model 

 

χ2 

 

df 

Model 

Comparison 

 

Δχ2 

 

Δdf 

CV 

of Δdf 

 

CFI 

 

ΔCFI 

 

RMSEA 
          

    0  842.79* 276     .984  .03 

    1  969.75* 292 M1 – M0 126.96* 16 26.30 .980 -.004 .03 

  1P  856.71* 282 M1P – M0 13.92   8 15.51 .983 -.001 .03 

    2  993.84* 298   M2 – M1P 137.13* 16 26.30 .980 -.003 .03 

  2P  872.99* 293 M2P – M1P 16.28 11 19.68 .983  .000 .03 

3 1164.11* 312   M3 – M2P  291.12* 19 30.14 .975 -.008 .03 

  3P  881.93* 306 M3P – M2P   8.95 13 22.36 .983  .000 .03 

4  888.26* 299   M4 – M2P   15.27*   6 12.59 .983  .000 .03 

  4P  878.45* 298 M4P – M2P   5.46   5 11.07 .983  .000 .03 
          

 

Note. χ2 = chi-square; df = degrees of freedom; Δχ2 = chi-square difference; Δdf = difference in degrees 

of freedom; CV = critical value of the chi-square distribution; CFI = comparative fit index;  

ΔCFI = difference in comparative fit index; RMSEA = root mean square error of approximation;  

M0 = Model 0; M1 = Model 1; M2 = Model 2; M3 = Model 3; M4 = Model 4; P = partially invariant.  

*p < .001.  
 

 

For the first test of measurement invariance, the test of weak measurement 

invariance (i.e., metric invariance) Model 1 was obtained from Model 0 by constraining 

all factor loadings equal across the two gender groups.  The results of the chi-square 

difference test between Model 1 and Model 0, Δχ2
M1-M0, was statistically significant, Δχ2 

(16) = 126.96, p < .001.  Being that invariance was supported by a non-significant chi-

square difference, the statistically significant Δχ2 between Model 0 and Model 1 indicated 

the factor loadings were not completely invariant across the two groups.  Due to the 

statistically significant chi-square difference of two models, the modification indices 

were examined to determine how to best proceed with testing for partial invariance.  

Model 1 was modified by freely estimating the factor loadings of Item 5 and Item 8 one 

at a time.  After freeing the factor loading of Item 8, the chi-square value for the new 
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model (Model 1P) dropped from 969.75 to 856.71, which made the chi-square difference 

between Model 1P and Model 0, Δχ2
M1P-M0, no longer statistically significant, Δχ2 (8) = 

13.92, p > .05.  Judging by the guidelines, a root mean square error of approximation 

(RMSEA) ≤ .05 indicated a good model fit (Dimitrov, 2012).  Thus, the RMSEA = .03 of 

Model 1P was evidence of a good fit of the model to the data.  Because Model 1P was 

nested within Model 0, the nonsignificant chi-square difference between these two 

models provided evidence that the factor loadings across the two gender groups were 

partially invariant (i.e., weak measurement invariance/partial metric invariance).  The 

partially invariant factor loadings of Model 1P were also supported by the difference in 

the comparative fit index between Model 1P and Model 0, ΔCFI M1P-M0 = -.001.  The new 

model developed to test for the partial invariance of factor loadings, Model 1P, was used 

in the subsequent chi-square difference test with Model 2. 

The next test of measurement invariance, the test of strong measurement 

invariance (i.e., metric and scalar invariance) entailed stepping up the constraints of 

Model 1P to create Model 2, in which all item intercepts were constrained as equal across 

the two gender groups.  Since Model 2 was obtained from Model 1P, the factor loadings 

continued to be constrained as equal across the two gender groups.  The chi-square 

difference between Model 2 and Model 1P, Δχ2
M2-M1P, was statistically significant, Δχ2 

(16) = 137.13, p < .001, thus it was concluded the item intercepts across the two gender 

groups were not completely invariant.  Modification indices were then examined to 

determine the modifications that should be made to the model to test for partial 

invariance.  Beginning with the modification index with the largest value one item at a 
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time was freed to vary across the two gender groups.  The first modification of Model 2 

involved creating Model 2P in which the intercept of Item 3was freely estimated.  The 

resulting Δχ2 between Model 2P and Model 1P was statistically significant.  Three 

additional items were freed to vary before for the Δχ2 between Model 2P and Model 1P, 

Δχ2
M2P-M1P, was non-significant, Δχ2 (11) = 16.28, p > .05. The RMSEA of .03 provided 

evidence of a good fit of model 2P to the data.  The nonsignificant chi-square difference 

between the Model 2P and Model 1P indicated that in addition to partially invariant 

factor loadings, the item intercepts across gender groups were partially invariant (i.e., 

partial scalar invariance/strong measurement invariance).  The comparative fit index 

difference between Model 2P and Model 1P, ΔCFI M2P-M1P = .000, offered additional 

evidence to support the partially invariant factor loadings and partially invariant item 

intercepts of Model 2P.  The new model developed to test for the partial invariance of 

item intercepts, Model 2P, was used in the following chi-square difference tests. 

The third and final test of measurement invariance was the test of strict 

measurement invariance (i.e., metric invariance, scalar invariance, and uniqueness 

invariance).  To conduct this test, Model 3 was obtained from Model 2P by constraining 

all residual item variances/covariances to be equal across the two gender groups.  Model 

3 was nested in model 2P, therefore, the factor loadings and item intercepts continued to 

be invariant across the gender groups.  The Δχ2 difference between Model 3 and Model 

2P, Δχ2
M3-M2P, was statistically significant, Δχ2 (19) = 291.12, p < .001, which signified 

that the residual item variances/covariances were not completely invariant across the two 

gender groups.  In order to test for partial invariance of the residual item variances/ 



203 

 

 

covariances, the modification indices were examined.  The residual variance of Item 5 

was allowed to vary across the two gender groups, which resulted in a statistically 

significant Δχ2 between Model 3P and Model 2P.  After freeing four additional items, the 

chi-square value for the new model (Model 3P) dropped from 1164.11 to 881.93, and the 

chi-square difference between Model 3P and Model 2P, Δχ2
M3P-M2P, was no longer 

statistically significant, Δχ2 (13) = 8.95, p > .05.  The root mean square error of 

approximation goodness-of-fit index of Model 2P (RMSEA = .03) provided evidence of a 

good fit of the model to the data.  Further, evidence was provided by the nonsignificant 

chi-square difference between the Model 3P and Model 2P that in addition to partially 

invariant factor loadings and partially invariant item intercepts, the residual item 

variances/covariances across the two gender groups were partially invariant (i.e., partial 

invariance of item uniquenesses/strict measurement invariance).  The partial invariance 

of factor loadings, partial invariance of item intercepts, and partial invariance of residual 

item variances/covariances of Model 3P were also supported by the difference in the 

comparative fit index between Model 3P and Model 2P, ΔCFI M3P-M2P = .000. 

In order to test for structural invariance (i.e., invariance of factor loadings, item 

intercepts, and factor variances/covariances), Model 4 was developed from Model 2P by 

constraining all factor variances/covariances equal across the two gender groups.  Like 

Model 3, Model 4 was nested in model 2P, therefore, factor loadings and item intercepts 

continued to be held equal across the two groups.  The significant Δχ2 between Model 4 

and Model 2P, Δχ2
M4-M2P, Δχ2 (6) = 15.27, p < .001, indicated that the factor variances/ 



204 

 

 

covariances were not completely invariant across the gender groups.  Due to the 

significant difference in the chi-square of the two models, partial invariance was tested. 

As a result of the examination of the model modification indices, the 

variances/covariances of the reading attitudes factor was freely estimated in Model 4P.  

By freeing the variances/covariances of the reading attitudes factor, there was a drop in 

the chi-square value from 888.26 to 878.45, and the chi-square difference between Model 

4P and Model 2P, Δχ2
M4P-M2P, was then non-significant, Δχ2 (5) = 5.46, p > .05.  As with 

Models 1P, 2P, and 3P, support of a good model fit to the data was offered by the 

RMSEA = .03 of Model 4P.  Being that Model 4P was nested within Model 2P, the 

nonsignificant chi-square difference between these two models offered support for the 

partial invariance of factor loadings, partial invariance of item intercepts, and partial 

invariance of factor variances/covariances across the gender groups (i.e., partial structural 

invariance).  The partially invariant factor variances/covariances of Model 4P were also 

supported by the difference in the comparative fit index between Model 4P and Model 

2P, ΔCFI M4P-M2P = .000.  The results of the first set of tests indicated partial measurement 

invariance (partially invariant factor loadings, partially invariant intercepts, and partially 

invariant residual item variances/covariances) and partial structural invariance (invariant 

factor variances/covariances) across the two gender groups. 

The next set of measurement and structural invariance tests were conducted with 

the two minority status groups (0 = minority, 1 = nonminority).  Again, no invariance 

constraints were imposed on Model 0, or the baseline model, that were used to initiate the 

testing for measurement invariance.  The model which was fit to the data of Model 0, 
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with all parameters freely estimated, was tested first with both minority status groups 

together, χ2 (276) = 887.20, p < .001; CFI = .983, RMSEA = .03 (please see Table 18).  

For the first test of measurement invariance, the test of weak measurement invariance 

(i.e., metric invariance) Model 1 was obtained from Model 0 by constraining all factor 

loadings equal across the two minority status groups. 

 

Table 18 

 

Tests of Measurement and Structural Invariance Across Minority Groups 

 

Model 

 

χ2 

 

df 

Model 

Comparison 

 

Δχ2 

 

Δdf 

CV 

of Δdf 

 

CFI 

 

ΔCFI 

 

RMSEA 
          

0  887.20* 276     .983  .03 

1  920.55* 292 M1 – M0   33.35* 16 26.30 .983  .000 .03 

  1P  901.32* 286 M1P – M0 14.11 10 18.31 .983  .000 .03 

2 1120.84* 302   M2 – M1P 219.52* 16 26.30 .977 -.006 .03 

  2P  916.01* 295 M2P – M1P   4.70   9 16.92 .983  .000 .03 

3 1079.48* 314   M3 – M2P  163.47* 19 30.14 .979 -.004 .03 

  3P  920.85* 308 M3P – M2P   4.83 13 22.36 .983  .000 .03 

4  938.69* 301   M4 – M2P   22.68*   6 12.59 .982 -.001 .03 

  4P  925.96* 300 M4P – M2P   9.95   5 11.07 .983  .000 .03 
          

  

Note. χ2 = chi-square; df = degrees of freedom; Δχ2 = chi-square difference; Δdf = difference in degrees 

of freedom; CV = critical value of the chi-square distribution; CFI = comparative fit index;  

ΔCFI = difference in comparative fit index; RMSEA = root mean square error of approximation;  

M0 = Model 0; M1 = Model 1; M2 = Model 2; M3 = Model 3; M4 = Model 4; P = partially invariant.  

*p < .001.  
 

 

The results of the chi-square difference test between Model 1 and Model 0, Δχ2
M1-

M0, was statistically significant, Δχ2 (16) = 33.35, p < .001.  Since invariance is supported 

by a non-significant chi-square difference, the statistically significant Δχ2 between Model 

0 and Model 1 indicated the factor loadings were not completely invariant across the two 

groups.  Because of the statistically significant chi-square difference of two models, the 
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modification indices were examined to determine how to best proceed with testing for 

partial invariance.  Model 1 was modified by freely estimating the factor loading of Item 

2.  After freeing Item 2, the chi-square value for the new model (Model 1P) dropped from 

920.55 to 901.32, which made the chi-square difference between Model 1P and Model 0, 

Δχ2
M1P-M0, no longer statistically significant, Δχ2 (10) = 14.11, p > .05. 

As stated in the guidelines, a root mean square error of approximation (RMSEA) 

≤ .05 indicates a good model fit (Dimitrov, 2012).  Thus, the RMSEA = .03 of Model 1P 

was evidence of a good fit of the model to the data.  Since Model 1P was nested within 

Model 0, the nonsignificant chi-square difference between these two models provided 

evidence that the factor loadings across the two minority status groups were partially 

invariant (i.e., weak measurement invariance/partial metric invariance).  Further, the 

partially invariant factor loadings of Model 1P were also supported by the difference in 

the comparative fit index between Model 1P and Model 0, ΔCFI M1P-M0 = .000.  Model 

1P, which was developed to test for the partial invariance of factor loadings, was used in 

the following chi-square difference test with Model 2. 

The second measurement invariance test, the test of strong measurement 

invariance, involved stepping up Model 1P constraints to create Model 2, where all item 

intercepts were constrained as equal across the minority status groups.  Because Model 2 

was developed from Model 1P, the factor loadings were still constrained as equal across 

the two minority status groups.  The chi-square difference between Model 2 and Model 

1P, Δχ2
M2-M1P, was significant, Δχ2 (16) = 219.52, p < .001, thus it was concluded the 

item intercepts across the two minority status groups were not completely invariant. 
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Modification indices were then examined to determine the modifications that 

should be made to the model in order to test for partial invariance.  Beginning with the 

modification index with the largest value one item at a time was freed to vary across the 

two minority status groups.  The first modification of Model 2 involved creating Model 

2P in which the intercept of Item 5 was freely estimated.  The resulting Δχ2 between 

Model 2P and Model 1P was statistically significant.  Five additional items were freed to 

vary before for the Δχ2 between Model 2P and Model 1P, Δχ2
M2P-M1P, was non-

significant, Δχ2 (9) = 4.70, p > .05. The RMSEA of .03 provided evidence of a good fit of 

model 2P to the data.  The nonsignificant chi-square difference between the Model 2P 

and Model 1P indicates that in addition to partially invariant factor loadings, the item 

intercepts across the two minority status groups were partially invariant (i.e., partial 

scalar invariance/strong measurement invariance).  The difference in the comparative fit 

index between Model 2P and Model 1P, ΔCFI M2P-M1P = .000 offers additional evidence 

in support of the partially invariant factor loadings and partially invariant item intercepts 

of Model 2P.  The model created to test the partial invariance of item intercepts, Model 

2P, was also utilized in the chi-square difference tests for Model 3 and Model 4. 

The test of strict measurement invariance was the last test of measurement 

invariance.  This test required using Model 2P to develop Model 3, which was 

accomplished by constraining all residual item variances/covariances as equal across the 

two minority status groups.  The factor loadings and item intercepts were still invariant 

across the minority status groups since Model 3 was nested in model 2P.  The Δχ2 

difference between Model 3 and Model 2P, Δχ2
M3-M2P, was statistically significant, Δχ2 
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(19) = 163.47, p < .001, which signified that the residual item variances/covariances were 

not completely invariant across the two minority status groups. 

In order to test for partial invariance of the residual item variances/covariances, 

the modification indices were examined.  The residual variance of Item 5 was allowed to 

vary across the two minority status groups, which resulted in a statistically significant Δχ2 

between Model 3P and Model 2P.  After freeing four additional items, the chi-square 

value for the new model (Model 3P) dropped from 1079.48 to 920.85, and the chi-square 

difference between Model 3P and Model 2P, Δχ2
M3P-M2P, was no longer statistically 

significant, Δχ2 (13) = 4.83, p > .05.  The root mean square error of approximation 

goodness-of-fit index of Model 3P (RMSEA = .03) provided evidence of a good fit of the 

model to the data.  Further, evidence was provided by the nonsignificant chi-square 

difference between the Model 3P and Model 2P, that in addition to partially invariant 

factor loadings and partially invariant item intercepts, the residual item variances/ 

covariances across the two minority status groups were partially invariant (i.e., partial 

invariance of item uniquenesses/strict measurement invariance).  The partial invariance 

of factor loadings, partial invariance of item intercepts, and partial invariance of residual 

item variances/covariances of Model 3P were also supported by the difference in the 

comparative fit index between Model 3P and Model 2P, ΔCFI M3P-M2P = .000. 

Next, Model 4 was created from Model 2P by constraining all factor variances/ 

covariances equal across the two groups to test for structural invariance.  Model 4 was 

nested in model 2P, like Model 3, thus, factor loadings and item intercepts needed to be 

held equal across the two minority status groups.  The significant Δχ2 between Model 4 
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and Model 2P, Δχ2
M4-M2P, Δχ2 (6) = 22.68, p < .001, indicated that the factor variances/ 

covariances were not completely invariant across minority status groups.  Because of the 

significant difference in the chi-square of the two models, partial invariance was tested. 

As a result of the examination of the model modification indices, the variances/ 

covariances of the reading attitudes factor was freely estimated in Model 4P.  By freeing 

the variances/covariances of the reading attitudes factor, there was a drop in the chi-

square value from 938.69 to 925.96, and the chi-square difference between Model 4P and 

Model 2P, Δχ2
M4P-M2P, was then non-significant, Δχ2 (5) = 9.95, p > .05.  As with Models 

1P, 2P, and 3P, support of a good model fit to the data was offered by the RMSEA = .03 

of Model 4P.  Being that Model 4P was nested within Model 2P, the nonsignificant chi-

square difference between these two models offered support for the partial invariance of 

factor loadings, partial invariance of item intercepts, and partial invariance of factor 

variances/covariances across the two groups (i.e., partial structural invariance).  The 

partially invariant factor variances/covariances of Model 4P were also supported by the 

comparative fit index difference between Model 4P and Model 2P, ΔCFI M4P-M2P = .000. 

Evidence to support partially invariant factor loadings, partially invariant 

intercepts, partially invariant residual item variances/covariances, and partially invariant 

factor variances/covariances across the two minority status groups was obtained from the 

results of the second group of measurement and structural invariance tests. 

The third group of tests of measurement and structural invariance were conducted 

with the two SES groups (0 = low SES, 1 = high SES).  In the initial test of measurement 

invariance, no invariance constraints were imposed on Model 0, or the baseline model.  
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The model fit to the data of Model 0, with all parameters freely estimated, was initially 

tested with both SES groups together, χ2 (276) = 862.86, p < .001; CFI = .983, RMSEA = 

.03 (please see Table 19).  For the first test of measurement invariance, the test of weak 

measurement invariance (i.e., metric invariance) Model 1 was obtained from Model 0 by 

constraining all factor loadings equal across the two SES groups.  The results of the chi-

square difference test between Model 1 and Model 0, Δχ2
M1-M0, was significant, Δχ2 (16) 

= 28.36, p < .001.  Because invariance is supported by a non-significant chi-square 

difference, the significant Δχ2 between Model 0 and Model 1 indicated the factor 

loadings were not completely invariant across the two groups. 

 

 

Table 19 

 

Tests of Measurement and Structural Invariance Across SES Groups  

 

Model 

 

χ2 

 

df 

Model 

Comparison 

 

Δχ2 

 

Δdf 

CV  

of Δdf 

 

CFI 

 

ΔCFI 

 

RMSEA 
          

    0  862.86* 276     .983  .03 

    1  891.22* 292 M1 – M0   28.36* 16 26.30 .983  .000 .03 

    1P  866.15* 291 M1P – M0   3.29 15 25.00 .984  .001 .03 

2  962.55* 307   M2 – M1P   96.40* 16 26.30 .981 -.003 .03 

  2P  872.70* 302 M2P – M1P   6.55 11 19.68 .984  .000 .03 

3 1030.32* 321   M3 – M2P  157.62* 19 30.14 .980 -.004 .03 

  3P  886.13* 315 M3P – M2P 13.43 13 22.36 .984  .000 .03 

4  892.74* 308   M4 – M2P   20.04*   6 12.59 .983 -.001 .03 
          

 

Note. χ2 = chi-square; df = degrees of freedom; Δχ2 = chi-square difference; Δdf = difference in degrees 

of freedom; CV = critical value of the chi-square distribution; CFI = comparative fit index;  

ΔCFI = difference in comparative fit index; RMSEA = root mean square error of approximation;  

M0 = Model 0; M1 = Model 1; M2 = Model 2; M3 = Model 3; M4 = Model 4; P = partially invariant.  

*p < .001.  
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Due to the statistically significant chi-square difference of two models, the 

modification indices were examined to determine how to best proceed with testing for 

partial invariance.  Model 1 was modified by freely estimating the factor loading of Item 

12.  After freeing the factor loading of Item 12, the chi-square value for the new model 

(Model 1P) dropped from 891.22 to 866.15, which made the chi-square difference 

between Model 1P and Model 0, Δχ2
M1P-M0, no longer statistically significant, Δχ2 (15) = 

3.29, p > .05.  Based on the guidelines, a root mean square error of approximation 

(RMSEA) ≤ .05 indicates a good model fit (Dimitrov, 2012).  Thus, the RMSEA = .03 of 

Model 1P was evidence of a good fit of the model to the data.  Because Model 1P was 

nested within Model 0, the nonsignificant chi-square difference between these two 

models provided evidence that the factor loadings across the two SES groups were 

partially invariant (i.e., weak measurement invariance/partial metric invariance).  The 

partially invariant factor loadings of Model 1P were also supported by the difference in 

the comparative fit index between Model 1P and Model 0, ΔCFI M1P-M0 = .001.  The new 

Model 1P was used in the subsequent chi-square difference test with Model 2. 

The next test of measurement invariance, the test of strong measurement 

invariance, required stepping up the constraints of Model 1P to develop Model 2.  All 

item intercepts in Model 2 were constrained as equal across the SES groups.  Because 

Model 1P was used to create from Model 2, the factor loadings were still constrained as 

equal across the two SES groups.  The chi-square difference between Model 2 and Model 

1P, Δχ2
M2-M1P, was statistically significant, Δχ2 (16) = 96.40, p < .001, thus it was 

concluded the item intercepts across the two SES groups were not completely invariant.  
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Modification indices were then examined to determine the modifications that 

should be made to the model in order to test for partial invariance.  Beginning with the 

modification index with the largest value one item at a time was freed to vary across the 

two SES groups.  The first modification of Model 2 involved creating Model 2P in which 

the intercept of Item 10was freely estimated.  The resulting Δχ2 between Model 2P and 

Model 1P was statistically significant.  Three additional items were freed to vary before 

for the Δχ2 between Model 2P and Model 1P, Δχ2
M2P-M1P, was non-significant, Δχ2 (11) = 

6.55, p > .05. The RMSEA of .03 provided evidence of a good fit of model 2P to the data. 

The nonsignificant chi-square difference between the Model 2P and Model 1P 

indicated that in addition to partially invariant factor loadings, the item intercepts across 

the two SES groups were partially invariant (i.e., partial scalar invariance/strong 

measurement invariance).  The difference in the comparative fit index between Model 2P 

and Model 1P, ΔCFI M2P-M1P = .000 offers additional evidence in support of the partially 

invariant factor loadings and partially invariant item intercepts of Model 2P.  The new 

model designed to test for the partial invariance of item intercepts, Model 2P, was 

utilized in the subsequent chi-square difference tests for Models 3 and 4. 

The third measurement invariance test was the test of strict measurement 

invariance.  For this test, Model 2P was used to created Model 3.  This was done by 

constraining all residual item variances/covariances to be equal across the SES groups.  

Because Model 3 was nested in model 2P, the factor loadings and item intercepts 

remained invariant across the SES groups.  The Δχ2 difference between Model 3 and 
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Model 2P, Δχ2
M3-M2P, was significant, Δχ2 (19) = 157.62, p < .001, which signified that 

the residual item variances/covariances were not completely invariant across the groups. 

Next, the modification indices we examined in order to test for partial invariance 

of the residual item variances/covariances.  The residual variance of Item 5 was allowed 

to vary across the two SES groups, which resulted in a statistically significant Δχ2 

between Model 3P and Model 2P.  After freeing four additional items, the chi-square 

value for the new model (Model 3P) dropped from 1030.32 to 886.13, and the chi-square 

difference between Model 3P and Model 2P, Δχ2
M3P-M2P, was no longer statistically 

significant, Δχ2 (13) = 13.43, p > .05.  The root mean square error of approximation 

goodness-of-fit index of Model 3P (RMSEA = .03) provided evidence of a good fit of the 

model to the data.  Further, evidence was provided by the nonsignificant chi-square 

difference between the Model 3P and Model 2P that in addition to partially invariant 

factor loadings and partially invariant item intercepts, the residual item variances/ 

covariances across the two SES groups were partially invariant (i.e., partial invariance of 

item uniquenesses/strict measurement invariance).  The partial invariance of factor 

loadings, partial invariance of item intercepts, and partial invariance of residual item 

variances/covariances of Model 3P were also supported by the difference in the 

comparative fit index between Model 3P and Model 2P, ΔCFI M3P-M2P = .000.   

The test for structural invariance required using Model 2P to develop Model 4 by 

constraining all factor variances/covariances to be equal across the two SES groups.  As 

with Model 3, Model 4 was nested in model 2P, consequently, factor loadings and item 

intercepts remained equal across the two SES groups. The statistically significant Δχ2 
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between Model 4 and Model 2P, Δχ2
M4-M2P, Δχ2 (6) = 20.04, p < .001, indicated that the 

factor variances/covariances were not completely invariant across the two SES groups.  

Because of the significant difference in the chi-square of two models, partial invariance 

was attempted.  The modification indices for Model 4 did not include factor variances/ 

covariances that could be freely estimated.  Thus, it was not possible to test for partial 

structural invariance across groups, and structural invariance could not be confirmed. 

The third set of tests, which examined the measurement and structural invariance 

across the two SES groups, offered evidence that supported partially invariant factor 

loadings, partially invariant intercepts, and partially invariant residual item 

variances/covariances across the two groups.  Neither invariant nor partially invariant 

factor variances/covariances were supported by the evidence, thus structural invariance 

across the two SES groups was not confirmed.  The lack of structural invariance is not a 

concern.  As previously mentioned structural invariance is a useful, but not required, 

condition for comparing group mean differences because the equality of factor 

variances/covariances (structural invariance) is not necessary to define the relationships 

between the items and the factors (Wu et al., 2007). 

The fourth set of measurement and structural invariance tests were conducted 

with the class time groups (0 = less class time, 1 = more class time).  Invariance 

constraints were not imposed on Model 0, or the baseline model, used to initiate this set 

of tests.  The model fit to the data of Model 0, with all parameters freely estimated, was 

initially tested with both class time groups together, χ2 (276) = 875.21, p < .001; CFI = 

.983, RMSEA = .03 (please see Table 20).  For the first test of measurement invariance, 
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the test of weak measurement invariance (i.e., metric invariance), Model 1 was obtained 

from Model 0 by constraining all factor loadings equal across groups. 

 

 

Table 20 

 

Tests of Measurement and Structural Invariance Across Class Time Groups  

Model 

 

χ2 

 

df 

Model 

Comparison 

 

Δχ2 

 

Δdf 

CV 

of Δdf 

 

CFI 

 

ΔCFI 

 

RMSEA 
          

0  875.21* 276     .983  .03 

1  897.52* 292   M1 – M0 22.31 16 26.30 .983  .000 .03 

2  945.37* 308   M2 – M1   47.86* 16 26.30 .982 -.001 .03 

  2P  914.05* 306 M2P – M1 16.54 14 23.69 .983  .000 .03 

3  961.36* 325   M3 – M2P   47.30* 19 30.14 .982 -.001 .03 

  3P  925.01* 323 M3P – M2P 10.96 17 27.59 .983  .000 .03 

4  925.25* 312   M4 – M2P 11.19   6 12.59 .983  .000 .03 
          

 

Note. χ2 = chi-square; df = degrees of freedom; Δχ2 = chi-square difference; Δdf = difference in degrees 

of freedom; CV = critical value of the chi-square distribution; CFI = comparative fit index;  

ΔCFI = difference in comparative fit index; RMSEA = root mean square error of approximation;  

M0 = Model 0; M1 = Model 1; M2 = Model 2; M3 = Model 3; M4 = Model 4; P = partially invariant.  

*p < .001.  

 

The results of the chi-square difference test between Model 1 and Model 0, Δχ2
M1-

M0, was not significant, Δχ2 (16) = 22.31, p > .05.  The RMSEA = .03 of Model 1 was 

further evidence of a good fit of the model to the data.  Because Model 1 was nested 

within Model 0, the nonsignificant chi-square difference between the models provided 

evidence that the factor loadings across groups were invariant (i.e., weak measurement 

invariance/metric invariance).  The comparative fit index difference between Model 1 

and Model 0, ΔCFI M1-M0 = .000, also supported the invariant factor loadings of Model 1. 

The test of strong measurement invariance was the second test of measurement 

invariance.  This test involved stepping up the constraints of Model 1P to create Model 2, 
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where all item intercepts were constrained as equal across the two class time groups.  

Since Model 2 was developing using Model 1P, the factor loadings continued to be 

constrained as equal across the two class time groups.  The chi-square difference between 

Model 2 and Model 1, Δχ2
M2-M1, was statistically significant, Δχ2 (16) = 47.86, p < .001, 

thus it was concluded the item intercepts across the two class time groups were not 

completely invariant.  Subsequently, the modification indices were examined to 

determine the modifications that should be made in order to test for partial invariance.  

One item at a time, the intercepts for Item 18 and Item 8, respectively, were set free to 

vary across the two class time groups. 

The first modification of Model 2 involved creating Model 2P in which the 

intercept of Item 18 was freely estimated.  The resulting Δχ2 between Model 2P and 

Model 1P was significant.  After freeing the intercept for Item 8, the chi-square value for 

Model 2P dropped from 945.37 to 914.05 and the chi-square difference between Model 

2P and Model 1P, Δχ2
M2P-M1P, was no longer significant, Δχ2 (14) = 16.54, p > .05.  

Further, the RMSEA of .03 provided evidence of a good fit of model 2P to the data.   

The nonsignificant chi-square difference between the Model 2P and Model 1P 

indicated that in addition to invariant factor loadings, the item intercepts across the two 

class time groups were partially invariant (i.e., partial scalar invariance/strong 

measurement invariance).  The difference in the comparative fit index between Model 2P 

and Model 1P, ΔCFI M2P-M1P = .000 offers additional evidence in support of the invariant 

factor loadings and partially invariant item intercepts of Model 2P.  Model 2P, the model 
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developed to test for the partial invariance of item intercepts, was later used in the chi-

square difference tests for Models 3 and 4. 

The test of strict measurement invariance was the final measurement invariance 

test.  To carry out this third test, Model 3 was developed from Model 2P by constraining 

all residual item variances/covariances to be equal across groups.  The factor loadings 

and item intercepts stayed invariant across the class time groups since Model 3 was 

nested in model 2P.  The Δχ2 difference between Model 3 and Model 2P, Δχ2
M3-M2P, was 

statistically significant, Δχ2 (19) = 47.30, p < .001, which signified that the residual item 

variances/covariances were not completely invariant across the two class time groups. 

In order to test for partial invariance of the modification indices were examined 

and Item 19 was allowed to vary across the two class time groups.  This caused the chi-

square value for Model 3P to drop from 961.36 to 925.01, and the chi-square difference 

between Model 3P and Model 2P, Δχ2
M3P-M2P, was no longer statistically significant, Δχ2 

(17) = 10.96, p > .05.  The RMSEA = .03 of Model 3P provided evidence of a good fit of 

the model to the data.  Further, evidence was provided by the nonsignificant chi-square 

difference between the Model 3P and Model 2P, that in addition to invariant factor 

loadings and partially invariant item intercepts, the residual item variances/covariances 

across the two class time groups were partially invariant (i.e., partial invariance of item 

uniquenesses/strict measurement invariance).  The invariance of factor loadings, partial 

invariance of item intercepts, and partial invariance of residual item variances/ 

covariances of Model 3P were also supported by the difference in the comparative fit 

index between Model 3P and Model 2P, ΔCFI M3P-M2P = .000. 
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By constraining all the factor variances/covariances in Model 2P to be equal 

across the two class time groups, Model 4 was created to conduct the test of structural 

invariance.  Model 4 was nested in model 2P, like Model 3, as such, factor loadings and 

item intercepts continued to be held equal across the two class time groups.  The non-

significant Δχ2 between Model 4 and Model 2P, Δχ2
M4-M2P, Δχ2 (6) = 11.19, p > .05, 

indicated that the factor variances/covariances were invariant across the two class time 

groups.  As with Models 1P, 2P, and 3P, support of a good model fit to the data was 

offered by the RMSEA = .03 of Model 4.  Being that Model 4 was nested within Model 

2P, the nonsignificant chi-square difference between the two models offered support for 

the invariance of factor loadings, partial invariance of item intercepts, and invariance of 

factor variances/covariances across the class time groups (i.e., structural invariance).  The 

invariant factor variances/covariances of Model 4 were also supported by the difference 

in the comparative fit index between Model 4 and Model 2P, ΔCFI M4-M2P = .000.  In 

conclusion, evidence to support invariant factor loadings, partially invariant intercepts, 

partially invariant residual item variances/covariances, and invariant factor 

variances/covariances across the two class time groups was provided by the results of the 

last group of measurement and structural invariance tests. 

Finally, the last set of measurement and structural invariance tests were conducted 

with the two class size groups (0 = small class size, 1 = large class size).  Like the four 

previous tests, no invariance constraints were imposed on Model 0, or the baseline model, 

that were used in the test of measurement invariance.  The model fit to the data of Model 

0, with all parameters freely estimated, was initially tested with both class size groups 
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together, χ2 (276) = 854.72, p < .001; CFI = .984, RMSEA = .03 (please see Table 21).  

For the first test of measurement invariance, the test of weak measurement invariance 

(i.e., metric invariance) Model 1 was obtained from Model 0 by constraining all factor 

loadings equal across the two class size groups.  The results of the chi-square difference 

test between Model 1 and Model 0, Δχ2
M1-M0, was statistically significant, Δχ2 (16) = 

49.84, p < .001.  Since invariance is supported by a non-significant chi-square difference, 

the statistically significant Δχ2 between Model 0 and Model 1 indicated the factor 

loadings were not completely invariant across the two groups. 

 

 

Table 21 

 

Tests of Measurement and Structural Invariance Across Class Size Groups  

Model 

 

χ2 

 

df 

Model 

Comparison 

 

Δχ2 

 

Δdf 

CV  

of Δdf 

 

CFI 

 

ΔCFI 

 

RMSEA 
          

0  854.72* 276     .984  .03 

1  904.56* 292    M1 – M0   49.84* 16 26.30 .983 -.001 .03 

  1P  865.03* 290  M1P – M0 10.31 14 23.69 .984  .000 .03 

2  926.62* 306   M2 – M1P   61.59* 16 26.30 .983 -.001 .03 

  2P  872.81* 303 M2P – M1P   7.78 13 22.36 .984  .000 .03 

3   904.94* 322   M3 – M2P   32.13* 19 30.14 .984  .000 .03 

  3P  894.05* 321 M3P – M2P 21.25 18 28.87 .984  .000 .03 

4  905.58* 309   M4 – M2P   32.78*   6 12.59 .983 -.001 .03 

  4P  882.72* 308 M4P – M2P   9.91   5 11.07 .984  .000 .03 
          

 

Note. χ2 = chi-square; df = degrees of freedom; Δχ2 = chi-square difference; Δdf = difference in degrees 

of freedom; CV = critical value of the chi-square distribution; CFI = comparative fit index;  

ΔCFI = difference in comparative fit index; RMSEA = root mean square error of approximation;  

M0 = Model 0; M1 = Model 1; M2 = Model 2; M3 = Model 3; M4 = Model 4; P = partially invariant.  

*p < .001.  

 

Due to the statistically significant chi-square difference of two models, the 

modification indices were examined to determine how to best proceed with testing for 
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partial invariance.  Model 1 was modified by freely estimating the factor loadings of Item 

12 and Item 9 one at a time.  After freeing the factor loading of Item 8, the chi-square 

value for the new model (Model 1P) dropped from 904.56 to 865.03, which made the chi-

square difference between Model 1P and Model 0, Δχ2
M1P-M0, no longer statistically 

significant, Δχ2 (14) = 10.31, p > .05.  Based on the guidelines, a root mean square error 

of approximation (RMSEA) ≤ .05 indicates a good model fit (Dimitrov, 2012).  Thus, the 

RMSEA = .03 of Model 1P was evidence of a good fit of the model to the data.  Because 

Model 1P was nested within Model 0, the nonsignificant chi-square difference between 

these two models provided evidence that the factor loadings across the two class size 

groups were partially invariant (i.e., weak measurement invariance/partial metric 

invariance).  The partially invariant factor loadings of Model 1P were also supported by 

the difference in the comparative fit index between Model 1P and Model 0, ΔCFI M1P-M0 

= .000.  Model 1P, the new model developed to test for the partial invariance of factor 

loadings, was used in the following chi-square difference test with Model 2. 

The next test of measurement invariance, the test of strong measurement 

invariance consisted of stepping up the constraints of Model 1P to create Model 2, in 

which all item intercepts were constrained as equal across the two class size groups.  

Because Model 2 was created from Model 1P, the factor loadings were still constrained 

as equal across the two class size groups.  The chi-square difference between Model 2 

and Model 1P, Δχ2
M2-M1P, was significant, Δχ2 (16) = 61.59, p < .001, which indicated 

that the item intercepts across the two class size groups were not completely invariant. 



221 

 

 

The modifications that should be made to the model to test for partial invariance 

were then determined by an examination of the model modification indices.  Beginning 

with the modification index with the largest value one item at a time was freed to vary 

across the two class size groups.  The first modification of Model 2 involved creating 

Model 2P in which the intercept of Item 5 was freely estimated.  The resulting Δχ2 

between Model 2P and Model 1P was statistically significant.  One additional item was 

freed to vary before for the Δχ2 between Model 2P and Model 1P, Δχ2
M2P-M1P, was non-

significant, Δχ2 (13) = 7.78, p > .05. The RMSEA of .03 provided evidence of a good fit 

of model 2P to the data.  This nonsignificant chi-square difference indicated that the item 

intercepts across the two class size groups were partially invariant (i.e., partial scalar 

invariance/strong measurement invariance).  The difference in the comparative fit index 

between Model 2P and Model 1P, ΔCFI M2P-M1P = .000 offers additional evidence in 

support of the partially invariant factor loadings and partially invariant item intercepts of 

Model 2P.  Model 2P, which was created to test the partial invariance of item intercepts, 

was also used for chi-square difference tests of Model 3 and Model 4. 

The last test of measurement invariance was the test of strict measurement 

invariance.  The first step in this test required using Model 2P to create Model 3, which 

was achieved by constraining all residual item variances/covariances as equal across the 

groups.  Model 3 was nested in model 2P, thus, the factor loadings and item intercepts 

stayed invariant across the class size groups.  The Δχ2 difference between Model 3 and 

Model 2P, Δχ2
M3-M2P, was significant, Δχ2 (19) = 32.13, p < .001, which signifying that 

the residual item variances/covariances were not completely invariant across groups. 
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In order to test for partial invariance of the residual item variances/covariances, 

the modification indices were examined.  Model 3 was modified by freely estimating the 

residual variance of Item 5.  After freeing this residual variance, the chi-square value for 

the new model (Model 3P) dropped from 904.94 to 894.05, which made the chi-square 

difference between Model 3P and Model 2P, Δχ2
M3P-M2P, no longer significant, Δχ2 (18) = 

21.25, p > .05.  The root mean square error of approximation goodness-of-fit index of 

Model 3P (RMSEA = .03) provided evidence of a good fit of the model to the data. 

Further, evidence was provided by the nonsignificant chi-square difference 

between the Model 3P and Model 2P, that in addition to partially invariant factor 

loadings and partially invariant item intercepts, the residual item variances/covariances 

across the two class size groups were partially invariant (i.e., partial invariance of item 

uniquenesses/strict measurement invariance).  The partial invariance of factor loadings, 

partial invariance of item intercepts, and partial invariance of residual item 

variances/covariances of Model 3P were also supported by the difference in the 

comparative fit index between Model 3P and Model 2P, ΔCFI M3P-M2P = .000. 

To conduct the test for structural invariance, Model 2P was used to develop 

Model 4 by constraining all factor variances/covariances equal across the groups.  Like 

Model 3, Model 4 was nested in model 2P, thus, factor loadings and item intercepts were 

required to be held equal across the two class size groups.  The significant Δχ2 between 

Model 4 and Model 2P, Δχ2
M4-M2P, Δχ2 (6) = 32.78, p < .001, indicated that the factor 

variances/covariances were not completely invariant across the two class size groups. 
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Because of the statistically significant difference in the chi-square of the two 

models, partial invariance was tested.  Because of the examination of the model 

modification indices, the reading comprehension strategy use factor was freely estimated 

in Model 4P.  By freeing this factor, there was a drop in the chi-square value from 905.58 

to 882.72, and the chi-square difference between Model 4P and Model 2P, Δχ2
M4P-M2P, 

was then non-significant, Δχ2 (5) = 9.91, p > .05.  As with Models 1P, 2P, and 3P, 

support of a good model fit to the data was offered by the RMSEA = .03 of Model 4P.  

Since Model 4P was nested within Model 2P, the nonsignificant chi-square difference 

between the two models supported the partial invariance of factor loadings, partial 

invariance of item intercepts, and partial invariance of factor variances/covariances 

across the two class size groups (i.e., partial structural invariance).  The partially 

invariant factor variances/covariances of Model 4P were also supported by the difference 

in the comparative fit index between Model 4P and Model 2P, ΔCFI M4P-M2P = .000.  The 

results of the fifth set of tests for measurement and structural invariance provided 

evidence to support the partially invariant factor loadings, partially invariant intercepts, 

partially invariant residual item variances/covariances, and partially invariant factor 

variances/covariances across the two class size groups. 

In conclusion, the results of testing for factorial invariance showed invariance of 

form (configural invariance) and structural invariance (partially invariant factor loadings, 

partially invariant intercepts, partially invariant residual item variances/covariances, and 

partially invariant factor variances/covariances) across the gender, minority status, and 

class size groups.  Additionally, although the factorial invariance test results did not 
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support the structural invariance of the SES groups, configural invariance, partial 

invariance of factor loadings, partial invariance of item intercepts, and partially 

invariance of residual item variances/covariances were supported.  Finally, the results of 

testing for factorial invariance across class time groups provided evidence of configural 

and structural invariance (invariant factor loadings, partially invariant intercepts, partially 

invariant residual item variances/covariances, and invariant factor variances/covariances). 

The results of testing for configural, measurement, and structural invariance, of 

the gender, minority status, SES, class size, and class time variables confirmed that the 

MIMIC assumption of factorial invariance (invariant factor loadings, invariant intercepts, 

invariant item residual variances and covariance, and invariant factor variances/ 

covariances) or partial factorial invariance was met for each variable.  Thus, it was 

permissible to test for mean group differences in response to the third research question, 

‘Are there significant group differences in high school students’ reading comprehension 

achievement, reading comprehension strategy use, reading comprehension strategy 

instruction, and reading attitudes across the five student level (i.e., gender, minority 

status, and SES) and school level (i.e., class time and class size) variables?’. 

MIMIC model testing and parameter estimation. The Multiple Indicator, Multiple 

Cause (MIMIC) group code modeling was employed to test the mean differences 

between each of the two gender, minority status, SES, class time, and class size groups in 

reading comprehension achievement and the three reading constructs.  The results of the 

MIMIC group differences tests are presented in Figure 9. 
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Figure 9. Final MIMIC model. 

*p < .05. **p < .01. ***p < .001. 
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A joint examination of the goodness-of-fit indices suggested a good model fit to 

the data, CFI = .96, TLI = .95, SRMR = .03, RMSEA = .03 (90% CI = .030-.033), aside 

from the significant chi-square, χ2(234) = 1426.79, p < .001, which was overlooked 

because of the large sample size in this study.  Additional support for good fit of the 

MIMIC model was offered by the standardized residuals, ranging from 0.34 to 0.98, 

which were well within the recommended range. 

All structural coefficients in the MIMIC model, presented in Figure 9, are 

standardized.  Thus, the two-way paths (i.e., two-way arrows) signify correlations 

between the variable they connect.  The structural coefficients corresponding to the two-

way paths are the correlation estimates. 

The following positively correlated relationships are depicted in Figure 9: the 

relationship between reading comprehension achievement and reading comprehension 

strategy use (β6 = .13, p < .001), the relationship between reading achievement and 

reading comprehension strategy instruction (β5 = .15, p < .001), the relationship between 

reading achievement and reading attitudes (β4 = .41, p < .001), the relationship between 

reading strategy use and reading strategy instruction (β3 = .39, p < .001), the relationship 

between reading comprehension strategy use and reading attitudes (β2 = .15, p < .001), 

and the relationship between reading attitudes and reading comprehension strategy 

instruction (β1 = .20, p < .001).  The magnitude of the positive correlations among the 

three latent factors are consistent with the results of the confirmatory factor analysis. 

The findings of the MIMIC analyses of group differences in high school students’ 

reading comprehension achievement indicated statistically significant mean differences 
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for all the student and school level control variables in the model (gender, minority status, 

SES, class size, and class time).  Gender differences in high school students’ reading 

comprehension achievement were suggested by the significant structural path coefficient 

for the path from gender to achievement (γ16 = -.14, p < .001).  Based on the negative 

sign of the path coefficient and the designated group coding (0 = female, 1 = male), the 

MIMIC analysis results meant that female high school students demonstrated higher 

reading comprehension achievement than their male peers.  Based on Cohen’s (1992) 

guidelines for interpreting the magnitude of a d effect size index (small effect = .20, 

moderate effect = .50, and large effect = .80), the effect size, d = .31, signified a small to 

moderate magnitude of the gender differences in reading comprehension achievement.  

Table 22 presents the absolute values of the statistically significant unstandardized 

structural coefficients and factor residual variances. 

The statistically significant structural coefficient for the path from minority status 

to reading achievement showed that there were also differences in high school students’ 

reading achievement based on their minority status (γ17 = .22, p < .001).  Moreover, 

based on the ascribed group coding (0 = minority, 1 = nonminority), the positive path 

coefficient signified that the reading comprehension achievement of the nonminority 

students was higher than the minority students.  Considering the effect size, d = .50, the 

magnitude of the achievement difference between the groups of students was moderate.   

The standardized structural coefficient for the path from SES to reading 

achievement was also statistically significant, which indicated differences in achievement 

between the two SES groups (γ18 = .30, p < .001).  Based on the positive path coefficient 
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and the coding for the two SES groups (0 = low SES, 1 = high SES), the reading 

comprehension achievement of the high SES group was greater than the achievement of 

the low SES group.  The magnitude of the effect size difference, d = .67, in reading 

achievement between the low and high SES groups was moderate to large. 

 

Table 22 

 

Structural Coefficients, Residual Variances, and Effect Sizes for the Group Mean 

Differences in Reading Achievement and the Three Reading Constructs 

 

Construct/ 

Groups 

Structural 

Coefficient 

Residual 

Variance 

Effect  

Size 
    

Reading Achievement    

     Gender 27.70 8117.89 .31 

     Minority Status 45.21 8117.89 .50 

     SES 60.76 8117.89 .67 

     Class Time   9.05 8117.89 .10 

     Class Size 13.49 8117.89 .15 
    

Reading Strategy Use    

     Gender     .05         .28 .10 

     Minority Status     .05         .28 .21 

     SES     .15         .28 .30 

     Class Time     .06         .28 .11 
    

Reading Strategy Instruction    

     Gender     .03         .12 .09 

     Minority Status     .07         .12 .09 

     SES     .10         .12 .28 

     Class Time     .04         .12 .11 
    

Reading Attitudes    

     Gender     .49         .53 .67 

     Minority Status     .05         .53 .07 

     SES     .27         .53 .38 
    

 

Note. The unstandardized structural coefficients are shown as absolute values.  
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According to the statistically significant structural coefficient for the path from 

class time to reading comprehension achievement (γ19 = .05, p = .001).  Given the group 

coding for the two groups, (0 = less class time, 1 = more class time), the positive sign of 

this coefficient intimated that the reading comprehension achievement of students who 

reported having more class time was higher than the achievement of students who 

reported having less class time.  The mean difference effect size, d = .10, meant that the 

magnitude of the reading achievement class time group difference was small. 

Finally, the results of the MIMIC group mean analysis revealed differences in 

high school students’ reading achievement based on the size of their reading classes.  

Considering the coding for the two class size groups (0 = small class size, 1 = large class 

size), the positive sign of the path from class size to reading comprehension achievement, 

(γ20 = .07, p < .001), signified that high school students in large classes outperformed 

students in small classes.  The effect size, d = .15, indicated a small magnitude in the 

difference between the reading achievement of the students in the small and large classes. 

The tests of group difference in reading comprehension strategy use showed 

significant differences in strategy across the gender, minority status, SES, and class time 

groups.  The structural coefficient for the path from gender to reading comprehension 

strategy use was significant, which suggested that the two gender groups differed on their 

reported use of reading comprehension strategies (γ11 = -.05, p = .01).  Based on the 

group coding (0 = female, 1 = male), the negative coefficient indicated that female 

students reported using strategies more frequently than male students.  Like the gender 
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group differences in reading strategy instruction, the effect size magnitude of the gender 

group difference in the reading comprehension strategy use, d = .10, was also small. 

The structural path coefficient for the path from minority status to reading 

strategy use (γ12 = -.10, p < .001) was also statistically significant.  This means that 

minority and nonminority students also differed in terms of their reported use of reading 

strategies.  Based on the coding for the two groups (0 = minority, 1 = nonminority), the 

finding that minority students reported using reading strategies more frequently than 

nonminority group was supported by the negative sign of the structural path coefficient.  

The effect size of this difference, d = .21, signified that the differing frequency of reading 

strategy use between minority and nonminority students a small. 

According to the statistically significant path coefficient for the path from SES to 

reading comprehension strategy use (γ13 = .15, p < .001), there were also SES differences 

in the frequency of reading comprehension strategy use reported by high school students. 

The positive sign of this path coefficient along with the SES group coding (0 = low SES, 

1 = high SES) suggesting that students with a high SES reported using reading strategies 

more often than students with a low SES.  The mean difference effect size, d = .30, meant 

that the magnitude of the reported difference in strategy use between the two groups of 

students was small to moderate. 

While there were no significant class size group differences in reading strategy 

use based on the results of the MIMIC analysis, (γ15 = .03, p = .11), the significant 

standardized structural coefficient for the path from class time to reading strategy use 

showed that there were class time group differences in strategy use (γ14 = .05, p = .003).  
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Given the group coding for the two groups, (0 = less class time, 1 = more class time), the 

positive sign of this coefficient indicated that students who reported having more reading 

comprehension strategy instructional class time also reported using reading strategies 

more frequently than the students with less class time.  The effect size, d = .11, indicated 

that the practical significance of the difference in reading strategy use according the 

students reported amount of class time was small. 

Like the group difference in high school students’ reading comprehension strategy 

use, the results of the MIMIC analyses of group differences in reading comprehension 

strategy instruction revealed statistically significant differences in the gender, minority 

status, SES, and class time groups.  The statistically significant standardized structural 

coefficient for the path from gender to reading comprehension strategy instruction 

denoted gender difference in high school reading strategy instruction (γ6 = -.04, p = .01). 

Based on the coding for the two gender groups (0 = female, 1 = male) and the 

negative sign of the path coefficient, female high school students reportedly received 

more reading comprehension strategy instruction than males.  Although the results were 

statistically significant, the effect size, d = .09, signified that the magnitude of the 

difference in reading strategy instruction reported by female and male students was small. 

Similarly, there were differences in the reading strategy instruction reported by 

minority and nonminority high school students.  The standardized structural coefficient 

for the path from minority status to reading comprehension strategy instruction was 

statistically significant, signifying minority status groups difference in reading strategy 

instruction (γ7 = -.04, p = .01).  Minority students reported that they received more 
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strategy instruction than nonminority students, judging by the negative sign of the 

standardized structural coefficient and the group coding (0 = minority, 1 = nonminority).  

The magnitude of the effect size, d = .09, indicated that the difference in strategy 

instruction reported by the nonminority and minority groups was small. 

Further, SES group difference in reading comprehension strategy instruction were 

suggested by the significant structural coefficient for the path from SES to reading 

strategy instruction (γ8 = .14, p < .001).  Given the group coding for the two SES groups, 

(0 = low SES, 1 = high SES), the positive sign of this coefficient revealed that students 

with a high SES reportedly receive more reading comprehension strategy instruction than 

students in the low SES group.  The effect size, d = .28, meant that a small to moderate 

magnitude in the difference strategy instruction reported by the high and low SES groups. 

According to the significant coefficient for the path from class time to reading 

comprehension strategy instruction (γ9 = .05, p = .001), there were also differences in the 

reported amount of reading strategy instruction between the two class time groups.  The 

designated group coding for the two groups (0 = less class time, 1 = more class time) and 

the positive sign of this path coefficient intimated that the students who reported having 

more class time also reported receiving more reading strategy instruction compared to the 

students who reported having less class time.  The mean difference effect size, d = .11, 

indicated that the magnitude of the difference in strategy instruction based on the amount 

of class time reported by students was small.  Further, the one control variable for which 

there were no significant group differences in high school reading comprehension 

strategy instruction was the school level variable, class size (γ10 = -.03, p = .10). 
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Finally, the MIMIC analysis results related to the students’ reading attitudes 

revealed statistically significant gender, minority status, and SES group differences.  The 

standardized structural coefficient for the path from gender to reading attitudes was 

statistically significant, which showed that the two gender groups differed on reading 

attitudes (γ1 = -.31, p < .001).  Given the coding for the two gender groups, (0 = female, 1 

= male), the negative sign of the path coefficient signified that female students reported 

more positive reading attitudes than male students.  The effect size of the reading attitude 

gender group differences was moderate to large, d = .67. 

The significant standardized structural coefficient for the path from minority 

status to reading attitudes revealed differences in high school students’ attitudes toward 

reading based on their race/ethnicity (γ2 = -.03, p = .04).  Considering the assigned group 

coding (0 = minority, 1 = nonminority), the negative sign of the path coefficient indicated 

that minority students reported more positive attitudes toward reading than nonminority 

students.  The mean difference effect size, d = .07, indicated that the magnitude of the 

difference in reading attitudes between minority and nonminority students was small. 

Further, the statistically significant path coefficient for the path from SES to 

reading attitudes (γ3 = .18, p < .001), signified differences in reading attitudes between 

the students with a high SES and the students with a low SES. The positive sign of this 

path coefficient along with the SES group coding (0 = low SES, 1 = high SES) meant that 

the students with a high SES reported more positive attitudes toward reading than the 

students with a low SES.  The magnitude of the effect size, d = .38, of the difference 

between the reading attitudes of the low and high SES groups was small to moderate. 
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Lastly, the results of the MIMIC group mean analysis of class time and class size 

group differences in high school students’ attitudes toward reading were not statistically 

significant (γ4 = -.003, p = .90 and γ5 = .03, p = .06, respectively).  This suggests that there 

were no significant differences in high school students’ reported attitudes toward reading 

related to reading comprehension strategy instructional class time or class sizes. 

In conclusion, 16 of the 20 hypothesized group differences in high school 

students’ reading comprehension achievement, reading comprehension strategy use, 

reading comprehension strategy instruction, and reading attitudes across the five student 

and school level variables were confirmed by the results of the MIMIC analysis.  All four 

of the hypothesized gender, minority status, and SES group differences were statistically 

significant.  The hypothesized class time group differences in students’ reading 

comprehension strategy use, strategy instruction, and reading comprehension 

achievement were also statistically significant.  However, there were no class time group 

differences in students’ attitudes toward reading.  The only significant class size group 

differences were observed for differences in high school students’ reading comprehension 

achievement.  Class size group differences in reading comprehension strategy use, 

strategy instruction, and reading attitudes were not statistically significant. 
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Chapter Five 

Most educational reform efforts in the US are intended to increase student 

achievement, in order to minimize academic achievement gaps in reading and 

mathematics (Lang et al., 2009).  Despite the ongoing national attention and ardent goals 

designed to improve reading proficiency, on average, more than 60% of high school 

seniors in the US continue to struggle to read (NCES, 2017).  Further, over 1.5 million 

college freshmen are unprepared for the challenging requirements of advanced college 

reading (NCES, 2014).  As a result of this prevalent reading failure, the overriding 

purpose of this study was to investigate various relationships among reading related 

variables to potentially discover new avenues of exploration that may conceivably lead to 

improvements in the reading comprehension proficiency of U.S. high school students. 

The main purpose of this study was to examine the relationships among U.S. high 

school students’ reading comprehension strategy use, reading comprehension strategy 

instruction, attitudes toward reading, and their reading comprehension achievement (as 

measured by PISA 2009 U.S. Reading Literacy achievement scores).  Additionally, 

because evidence from prior empirical research posited that gender, minority status, SES, 

class time, and class size each have a significant relationship either with one of the latent 

constructs and/or reading comprehension achievement, they were also included as the 

student and school level control variables in the SEM model.  Finally, because of the 
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inconsistent and/or incomplete evidence in the reading research literature defining these 

relationships, group differences in high school students’ reading comprehension 

achievement, reading comprehension strategy use, reading comprehension strategy 

instruction, and reading attitudes across the five student and school level variables 

(gender, minority status, SES, class size, and class time) were investigated with the intent 

of developing a more robust understanding of these relationships. 

Due to the extensive number of results obtained in this study, a summary of the 

findings is provided first in this chapter.  The summary is followed by a more elaborate 

discussion of results as well as the various implications of the study findings.  Finally, the 

limitations of this study and suggested areas of future research are presented. 

Discussion 

As indicated by the preliminary reliability analyses, the reading comprehension 

strategy use, reading comprehension strategy instruction, and reading attitudes scales all 

demonstrated moderate to high levels of reliability according to the Cronbach’s alpha and 

latent variable modeling tests of internal consistency reliability.  The results related to the 

first research question, ‘Do the observable indicators selected to measure the three latent 

constructs appropriately define them?’, revealed statistically significant relationships 

between each indicator and its respective latent factor.  As hypothesized, the results 

indicated that reading strategy use was accurately defined by seven indicators, reading 

comprehension strategy instruction was accurately defined by five indicators, and reading 

attitudes was accurately defined by seven indicators.  The results of the confirmatory 
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factor analysis, employed to examine this question, also revealed that the three latent 

constructs were all positively correlated. 

Structural regression analysis was used to examine the second research question, 

‘Are there direct and indirect effects among the five student and school level variables, 

the three latent variables, and high school students’ reading comprehension 

achievement?’.  The second research question consisted of three subquestions.  The 

results of research subquestion 2a, ‘What are the direct and indirect effects of the three 

latent constructs and the five student (i.e., gender, minority status, and SES) and school 

(i.e., class time and class size) level variables on high school students’ reading 

comprehension achievement?’, obtained via structural regression analysis, indicated that 

except for gender, all of the other variables in the model were statistically significant 

predictors of high school student’ reading comprehension achievement. 

The structural regression analysis of indirect effects on high school students’ 

reading comprehension achievement revealed that in this model many of the relationships 

were mediated by reading comprehension strategy use, reading comprehension strategy 

instruction, and reading attitudes.  Specifically, the following indirect relationships were 

found to be significant: the relationship between reading comprehension strategy 

instruction and reading achievement was mediated by both reading comprehension 

strategy use and reading attitudes, the relationship between gender and reading 

achievement was mediated by reading strategy use and reading attitudes, the relationship 

between minority status and reading achievement was mediated by strategy use, the 

relationship between SES and reading achievement was mediated by reading attitudes 
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and strategy use, and finally, the relationship between class time and reading achievement 

was mediated by reading strategy instruction and reading attitudes. 

The results of research subquestion 2b, ‘What are the direct effects among the 

three latent constructs (i.e., reading comprehension strategy use, reading comprehension 

strategy instruction, and reading attitudes)?’, suggested that strategy instruction and 

reading attitudes had a direct effect on reading strategy use, reading strategy instruction 

had a direct effect on reading attitudes, and as anticipated, neither strategy use nor 

reading attitudes had a direct effect on strategy instruction. 

Finally, the results of research subquestion 2c, ‘What are the direct effects of the 

five student and school level variables on the three latent constructs?’, revealed that 

minority status, SES, class time, and class size had statistically significant positive direct 

effects on reading comprehension strategy use.  The results also revealed that the effect 

of gender on reading comprehension strategy use was not statistically significant.  While 

class time had a statistically significant direct effect on reading comprehension strategy 

instruction, the effect of class size was insignificant.  Finally, gender and SES had 

statistically significant direct effects on students’ reading attitudes.  However, the effects 

of students’ minority status on their attitudes toward reading were not significant. 

The R2 value results discussed in this section are part of the results of the second 

research question.  This section was separated from the discussion of the subquestions of 

the second research question because the R2 value results were associated with both 

subquestions 2b and 2c, and need to be discussed together.  For example, it was 

hypothesized that reading comprehension strategy instruction, gender, minority status, 
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and SES each had a direct effect on reading attitudes.  While research subquestion 2b 

involved the hypothesized relationship between instruction and attitudes, the 

hypothesized relationship between gender and attitudes was related to research 

subquestion 2c.  Since the structural regression model estimated the hypothesized 

relationships related to the reading comprehension strategy instruction construct 

simultaneously, the R2 value results are related to both research subquestions 2b and 2c.  

Consequently, these results needed to be presented, interpreted, and discussed together. 

First, the R2 value results revealed that 33.30% of the variance in reading 

comprehension achievement was jointly accounted for by all eight predictor variables.  

The following list indicates the strength of the eight hypothesized predictors of reading 

comprehension achievement in descending order: reading attitudes, minority status, SES, 

class size, reading comprehension strategy instruction and reading comprehension 

strategy use (equivalent), class time, and gender.  The large practical significance of the f2 

effect size of the R2 value for the prediction of students’ reading achievement, f2 = .33, 

confirmed the importance of these independent variables in predicting achievement.  The 

importance of these findings will be discussed in the ‘Implications’ section below. 

Based on the R2 value results 17.20% of the student differences in high school 

students’ reading comprehension strategy use were explained by the combination of their 

attitudes toward reading, reading comprehension strategy instruction, gender, minority 

status, SES, class time, and class size.  The order of strength of the predictors of strategy 

use, ranging from largest to smallest, was indicated by the results as the following: 

reading comprehension strategy instruction, minority status and SES (equivalent), 
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reading attitudes, class size, class time, and gender.  The importance of these seven 

variables in predicting students’ reading strategy use was confirmed by the moderate f2 

effect size of the R2 value for the prediction of strategy use, f2 = .17. 

The results also revealed that 15.20% of the variance in high school students’ 

reading attitudes was jointly explained by all four hypothesized predictor variables 

together.  This signified that reading comprehension strategy instruction, gender, 

minority status, and SES were all important predictors of students’ attitudes toward 

reading.  In the following list, the four predictors of students’ reading attitudes are 

ordered from the largest predictor to the smallest: gender, reading strategy instruction, 

SES, and minority status.  The moderate f2 effect size of the R2 value for the prediction of 

reading attitudes, f2 = .15, supported the importance that these four variables have in 

predicting high school students’ attitudes toward reading. 

According to the structural regression results, only 0.30% of the student 

differences in high school reading comprehension strategy instruction were jointly 

accounted for by the two hypothesized predictors, class time and class size.  The strength 

of the prediction from class size was larger than the prediction from class time.  The f2 

effect size of the significant R2 value in predicting strategy instruction, f2 = .003, meant 

that the lack of importance of class time and class size in predicting reading strategy 

instruction was not practically significant. 

The results related to the third research question, ‘Are there significant group 

differences in students’ reading comprehension strategy use, reading comprehension 

strategy instruction, reading attitudes, and reading comprehension achievement across the 
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five student level (i.e., gender, minority status, and SES) and school level (i.e., class time 

and class size) variables?’, were obtained using MIMIC analysis.  The findings revealed 

statistically significant differences across all five groups on reading comprehension 

achievement.  There were also statistically significant differences in gender, minority 

status, SES, and class time for reading comprehension strategy use.  Whereas, the class 

size group differences in reading comprehension strategy use were not significant.  The 

class time group differences in reading comprehension strategy instruction were 

statistically significant, however, the class size group differences were insignificant.  

Finally, statistically significant gender, minority status, and SES groups differences in 

reading attitudes were found.  On the other hand, difference in students reading attitudes 

based on class time and class size groups were not statistically significant. 

The expectation that the significant group differences in the four variables would 

consistently favor girls, nonminority students, students with a high SES, more class time, 

and smaller class sizes was not entirely accurate.  The results suggested that the students 

in the minority group reported more positive attitudes toward reading, a higher rate of 

reading strategy instruction, and a higher frequency of reading comprehension strategy 

use.  Further, the students in the large class size group performed higher on the reading 

comprehension assessment than the students in the small class size group. 

Reading comprehension achievement. The hypothesis that reading 

comprehension strategy use had a direct effect on reading comprehension achievement 

was confirmed by the results of this study.  The statistically significant, positive 

relationship between high school students’ reading comprehension strategy use and 
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reading comprehension achievement found in this study is consistent with previous 

research conducted by Denton et al. (2015), Hong-Nam et al. (2014), and Shera (2014).  

The large number of statistically significant indirect effects related to high school 

students’ reading comprehension strategy use provide additional support for the 

important role it plays in high school students’ reading comprehension achievement.  The 

findings of this study indicated that reading comprehension strategy use mediated the 

relationships between reading comprehension achievement and reading attitudes, reading 

comprehension achievement and reading comprehension strategy instruction, reading 

comprehension achievement and gender, reading comprehension achievement and 

minority status, and reading comprehension achievement and SES. 

The SEM results indicated that high school students’ reading comprehension 

strategy use and high school reading comprehension instruction equally predicted reading 

comprehension achievement.  The finding that reading comprehension strategy 

instruction had a direct effect on high school students’ reading comprehension 

achievement is in alignment with a 2015 study conducted by Sari, that reported a 

statistically significant, positive, relationship between reading strategy instruction and 

reading achievement.  The results also suggested that reading comprehension strategy 

instruction mediated the relationship between reading comprehension achievement and 

class time and between reading comprehension achievement and class size. 

It was also hypothesized in this study that high school students’ attitudes toward 

reading had a direct effect on their reading comprehension achievement.  The findings in 

this study also confirmed this hypothesis.  According to the results of the model, high 
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school students’ attitudes toward reading was the greatest predictor of their reading 

comprehension achievement. Although the results of this study are comparable to studies 

identified in the literature review, the magnitude of the relationship was different than 

both previously identified studies.  The magnitude of the relationship between reading 

attitudes and high school students’ reading comprehension achievement found in this 

study, β = .37, was lower than the results obtained in Kasapoglu’s 2014 study, β = .57, 

but higher than the results obtained Sari’s 2015 study, γ = 0.16.  The inconsistent findings 

among these three multivariate studies is extremely noteworthy because all three studies 

were conducted using the results of the PISA 2009.  While the sample in this study was 

composed of students in the United States, the other two studies utilized the results of 

students in Turkey.  This inconsistency may also be related to the fact that the variables 

used to examine high school students’ reading comprehension achievement differed 

across the three studies.  Further support for the important impact of high school 

students’ attitudes toward reading on their comprehension achievement is offered by the 

results of the study indicating several statistically significant indirect effects related to 

reading attitudes.  The findings suggested that reading attitudes mediated the 

relationships between reading comprehension achievement and reading strategy 

instruction, reading comprehension achievement and gender, reading comprehension 

achievement and SES, and reading comprehension achievement and class time. 

Gender, minority status, and socio-economic status. Although the results of this 

study indicated that high school students’ gender did not have a direct effect on reading 

achievement, there were statistically significant gender differences in high school 
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students’ reading comprehension achievement, favoring girls.  The effect size of this 

difference, d = .31, indicated a small to moderate practical significance.  This finding is 

concordant with the results of multiple existing empirical studies that reported significant 

gender differences in reading, in favor of female students (e.g., Chui & McBride-Chang, 

2006; Huang, 2015; Kasapoglu, 2014; Lietz, 2006; Shera, 2014; Singh, 2008).  As stated 

by Watson and Kehler (2012) the lower literacy achievement typically demonstrated by 

male students, compared to female students, has been an area of major concern since the 

1990s.  There are a host of possible explanations for this gender disparity, including the 

differing socio-cultural experiences, neurobiological functioning, cognitive processing, 

and reading behaviors of male and female students (Gurian, 2010; Singh, 2008). 

The hypothesis that high school students’ minority status had a direct effect on 

their reading comprehension achievement and that there were statistically significant 

differences in high school students’ reading comprehension achievement based on their 

minority status, was also confirmed by the results of the study.  According to the test of 

minority group differences, nonminority students scored higher than minority students.  

The effect size, d = .50, indicates a moderate practical significance of this difference in 

reading achievement.  The findings indicating that high school students’ minority status 

had a significant direct effect on their reading comprehension achievement and that there 

were statistically significant achievement differences according to students’ minority 

status, were consistent with the findings of Brown-Jeffy’s 2006 study of the race gap in 

high school students’ reading achievement.  The result of this study, indicating a 

significant reading achievement gap between minority and nonminority students in the 
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US favored nonminority students, is also consistent with Brown-Jeffy’s (2006) findings.  

Minority students have been consistently identified as at risk for academic failure.  The 

reading achievement disparity between minority and nonminority students has been 

attributed to different factors including student SES, school SES, peer influence, home 

environment, number of parents in the home, parental support, highest level of parental 

education (Johnson, Gupta, Rosen, & Rosen, 2013; Sirin, 2005). 

Students with a low SES have also been consistently identified as at risk for 

academic failure.  Similar to the differences in reading achievement based on students’ 

minority status, the SES reading achievement gap has been attributed to a multitude of 

risk factors including inadequate food or shelter, violence in the home or community, 

parents suffering from mental health issues, parents who are addicted to alcohol and/or 

drugs, poor school/parent relationship (i.e., parents are alienated from school or feel 

unwelcome at their child’s school), parental unemployment (Johnson et al., 2013).  It was 

hypothesized in this study that students’ SES had a direct effect on their reading 

comprehension achievement and that there were significant differences in high school 

students’ reading comprehension achievement based on their SES status.  The results of 

this study supported these hypotheses.  Students’ SES had a statistically significant direct 

effect on reading comprehension achievement. This finding was consistent the findings of 

Chui and McBride-Chang (2006), Huang (2015), Özdemir and Gelbal (2014), Shera 

(2014), and Singh (2008), all of which indicated that the positive relationship between 

high school students’ SES and their reading achievement was statistically significant. 
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Further, group differences in students reading achievement among the SES 

groups, in favor of students with a high SES, were also statistically significant.  These 

results were commensurate with the results reported in Shera’s 2014 multilevel analysis 

of school effects, gender, and SES differences in high school students’ reading 

achievement.  The results were also in agreement with the results of Huang’s 2015 

investigation of the SES achievement gap in the United States.  The finding that students 

with a high SES scored higher than students with a low SES had moderate to large 

practical significance, d = .67.  Based on the definition of SES adopted for this study, the 

practical interpretation of these findings is that high school students whose parents have 

more years of schooling, good paying careers, and whose families have more financial, 

cultural, and home education resources (specifically, the number of books in the home), 

demonstrate higher levels of reading comprehension proficiency. 

Class time and class size. As hypothesized, class time also had a direct effect on 

the reading comprehension achievement of high school students.  The finding of this 

study, indicating that increased reading instruction time significantly improves high 

school students’ reading achievement, are consistent with the findings of Cattaneo et al. 

(2016), Huang (2015), Kasapoglu (2014), and Lavy (2015).  Furthermore, there were 

statistically significant class time group differences in high school students’ reading 

comprehension achievement.  The tests of class time group differences revealed that 

students who reported more class time per week demonstrated higher reading 

achievement than high school students who reported less class time.  This finding had a 

small practical significance, d = .10.  The results of this study, indicating that increased 
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reading instruction class time positively influenced high school students reading 

achievement, were corroborated by Huebener et al.’s (2016) research that examined the 

relationship between high school reading class time and reading achievement.  

Specifically, Huebener et al. (2016) reported that an increase of two hours of instructional 

time per week improved high school students’ reading comprehension achievement by an 

average of 6% of an international standard deviation. 

The hypothesized direct effect of high school students’ class size on their reading 

comprehension achievement was confirmed by the findings in this study.  As stated in the 

literature review, no studies specifically investigating the relationship between high 

school class sizes and high school students’ reading comprehension achievement were 

found in the literature.  However, in a more general study that investigated the effects of 

class size on high school students’ overall academic achievement, Krassel and Heinesen 

(2014) found a statistically significant positive effect of class size on achievement.  Other 

studies conducted by Chatterji (2006), Finn and Achilles (1999), and Molnar et al. (1999) 

examined the effects of class size on the reading comprehension achievement of 

elementary students.  The significant influence of class size on reading achievement 

reported in the results of each of these related studies adds credence to the results of this 

study.  However, because they examined elementary versus high school aged students, 

they don’t entirely corroborate the results. 

The findings of the current study also revealed statistically significant differences 

in high school students’ reading comprehension achievement based on their reported 

class sizes. The MIMIC test of class size group differences indicated that high school 
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students in the larger classes outperformed students in the smaller classes in reading 

comprehension achievement.  The effect size, d = .15, indicated a small magnitude in the 

difference between the reading achievement of the students in the small and large class 

size groups.  No studies of high school students reading comprehension achievement 

were found to compare these results, however, the results of two similar, but not entirely 

compatible, studies were consistent with this finding.  For example, a study conducted by 

Johnson (2000) that investigated class size group differences in the reading achievement 

of eighth grade students also reported that the reading performance of students in larger 

classes was higher than students in smaller classes. Likewise, the results of Rice’s (1999) 

study that examined class size group differences in high school students’ academic 

achievement reported that high school students in smaller classes did not perform as well 

as those in larger classes.  However, findings in this study related to the class size group 

differences conflicted with the majority of results in the studies that have examined class 

size group differences in academic achievement.  The findings in most of the class size 

studies discussed in the literature review indicated the achievement of students in small 

classes was higher than the students in large classes (e.g., Chatterji, 2006; Finn & 

Achilles, 1999; Glass & Smith, 1979; Krassel & Heinesen, 2014; Molnar et al., 1999).  

The class size group differences revealed in this study were also incompatible with the 

results of a study conducted by Leuven et al. (2008) that found no statistically significant 

class size group differences in achievement. 

Initially, the finding that students in the large classes outperformed students in the 

small classes was surprising.  However, upon further reflection, this unanticipated result 
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is likely due to the cutoff value used in this study to differentiate the small and large class 

size groups for the MIMIC group differences test.  Prior to identifying the cutoff value, 

the class size research and other reputable academic resources were examined to identify 

the size of high school classes most beneficial to student learning.  The only suggestions 

found were for elementary and middle school classes.  Approximately 20 students or less 

were typically recommended as the desirable elementary class size (e.g., Finn, 2002).  

Consequently, the cutoff of 20 students was selected for the small class size group.  It is 

plausible that the optimal size of high school classes is larger than elementary classes 

considering that older students are typically more independent and require less 

individualized attention.  If so, this may explain the unexpected class size results. 

Reading comprehension strategy use. The CFA results supported the hypothesis 

that three latent constructs (i.e., reading comprehension strategy use, reading strategy 

instruction, and reading attitudes) were all positively correlated with each other.  Also, as 

anticipated, the structural regression analysis confirmed that reading comprehension 

strategy use did not have a statistically significant direct effect on either reading 

comprehension strategy instruction or reading attitudes.  Additional findings regarding 

the direction of the relationships among the latent constructs, which allows for more 

meaningful interpretation, will be discussed in the relevant sections below. 

Gender, minority status, and socio-economic status. The hypothesis that gender 

had a direct effect on reading comprehension strategy use was not supported by the 

structural regression model results.  The insignificant direct effect of gender on strategy 

use contradicts the findings in the study of adolescents’ reading comprehension strategy 
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use conducted by Denton et al. in 2015.  Although there was not a statistically significant 

direct relationship between gender and reading comprehension strategy use, the results 

indicated statistically significant differences in reading comprehension strategy use 

across the two gender groups, in favor of girls.  The effect size of this difference, d = .10, 

indicated a small practical significance.  This outcome is consistent with existing studies 

that reported high school girls use reading strategies to support their comprehension more 

frequently than boys (e.g., Denton et al., 2015; Lim et al., 2015; Shera, 2014). 

In addition to the direct effect of gender on students’ reading comprehension 

strategy use, a direct effect of the high school students’ minority status was hypothesized.  

As opposed to the hypothesized direct effect of gender, this hypothesized direct effect 

was confirmed by the results of this study.  The results also confirmed the hypothesized 

minority status differences in high school students’ reading comprehension strategy use.  

The statistically significant group differences indicating that minority students reported 

using reading comprehension strategies more than nonminority student had a small 

practical significance, d = .21.  No prior studies that examined the relationship between 

high school students’ minority status and their reading comprehension strategy use were 

found in which to compare these results.  However, this finding seems inconsistent with 

several other findings in this study that indicated minority students demonstrated lower 

reading comprehension achievement than nonminority students, that reading 

comprehension strategy use has a positive direct effect on reading comprehension 

achievement, and that the relationship between minority status and reading 

comprehension achievement was mediated by reading comprehension strategy use.  It is 
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possible that other mediating factors in the relationship between minority status and 

reading comprehension achievement not included in the SEM model have a greater 

impact on high school students’ reading comprehension achievement. 

It was also hypothesized that reading comprehension strategy use was directly 

impacted by students’ SES.  The results indicating that high school students’ SES had a 

significant direct effect on their reading strategy use confirmed this hypothesis.  This 

positive direct effect of SES on high school students’ strategy use is consistent with prior 

research findings presented in the study conducted by Lim et al. (2015).  Further, the 

statistically significant results of the MIMIC group mean analysis employed to explore 

SES differences in high school students’ strategy use revealed that students with a high 

SES reported using reading strategies more frequently than students with a low SES.  The 

effect size, d = .30, indicated a small to medium practical significance of this finding.  

Similar to the minority status differences in students’ strategy use, no prior studies that 

examined the differences in high school students reading strategy use related to their SES 

were found in the literature in which to compared these results. 

Class time and class size. Class time had a significant and positive effect on high 

school students’ reading comprehension strategy use, as anticipated.  The tests of class 

time group differences indicated that students in the more class time group reported using 

reading strategies more than the students with less class time.  The small practical 

significance of this finding was supported by the effect size, d = .11.  Also, as 

hypothesized, the results of this study indicated that class size had a statistically 

significant direct effect on high school students’ reading comprehension strategy use, 
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however, no significant class size group differences in reading comprehension strategy 

use were found.  The lack of statistically significant class size group differences in 

strategy use may also be related to the issue mentioned above, regarding the designated 

class size cut off value used in this study.  Only prior research that investigated the 

relationship between high school students’ reading comprehension achievement and class 

time was available in the literature.  Unfortunately, no existing research specifically 

focused on the relationship between reading comprehension strategy use and class time or 

class size was located to compare to the findings of this study. 

Reading comprehension strategy instruction. The confirmatory factor analysis 

results indicated a statistically significant, positive, correlation between reading 

comprehension strategy instruction and high school students’ use of reading 

comprehension strategies.  The direction of the relationship provided by structural 

regression results indicated that strategy instruction had a direct effect on reading 

comprehension strategy use.  In other words, effective reading comprehension strategy 

instruction increases the frequency of high school students’ reading strategy use.  This 

finding implies that students who receive explicit reading comprehension strategy 

instruction are more likely to use the strategies to aid their comprehension of text.  This 

result is concordant with the results Lim et al. (2015) obtained in their SEM study of high 

school students’ reading attitudes and reading behaviors. 

The hypothesized positive correlation between reading comprehension strategy 

instruction and high school students’ attitudes toward reading was also confirmed by the 

CFA.  According to the structural regression results, the hypothesized direct effect of 
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reading comprehension strategy instruction on high school students’ reading attitudes was 

statistically significant.  This finding is commensurate with the findings of existing 

studies that have examined the relationship between high school reading comprehension 

instruction and high school students reading attitudes (e.g., Lim et al., 2015; Jhang, 

2014).  The direct effect of high school reading comprehension strategy instruction on 

students’ reading attitudes implies that students who are taught strategies that support 

their comprehension of texts are more likely to pursue reading opportunities and reading 

related activities due to more positive attitudes toward reading. 

Gender, minority status, and socio-economic status. The results of the MIMIC 

model indicated that female students reportedly received more reading comprehension 

strategy instruction.  The small effect size, d = .09, indicates that this finding has little 

practical significance.  Minority students also reported receiving more reading 

comprehension strategy instruction, d = .09.  Considering this finding, the positive impact 

that high school reading comprehension strategy instruction has on students’ reading 

comprehension strategy use and on their attitudes toward reading found in this study may 

explain why minority students reported using reading strategies more frequently than 

nonminority students, and why they reported more positive attitudes toward reading than 

their peers.  It is possible that minority students receive more instruction regarding 

reading comprehension strategies because teachers are aware that as a group minority 

students historically demonstrate lower levels of reading achievement.  If this conclusion 

is accurate, and teachers provide additional attention to minority students for this reason, 

the results indicating that students with a low SES reportedly received less reading 
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comprehension strategy instruction, reported a lower frequency of reading 

comprehension strategy use, and reported less positive attitudes toward reading suggests 

teachers are either unaware that students with a low SES also underperform in reading or 

identifying students with a low SES is less apparent than identifying minority students. 

Class time and class size. The structural regression results revealed that the 

amount of class time had a statistically significant, albeit small, positive impact on high 

school reading comprehension instruction.  The results of the MIMIC analysis also 

indicated significant class time group differences in reading comprehension strategy 

instruction.  This result implies that students who reported more class time per week also 

reported receiving more reading comprehension strategy instruction.  The small practical 

significance of this finding was supported by the effect size, d = .11.  Unfortunately, no 

specific literature in the reading or class time research related to these results were found. 

The hypothesis that class size had a direct effect on reading comprehension 

strategy instruction and that there were significant class size group differences in high 

school students’ reading comprehension strategy instruction were not supported by the 

results of this study.  These results are incompatible with existing qualitative research that 

reported the positive impact of smaller class sizes on the teaching and learning processes 

in high school (e.g., Blatchford et al., 2011; Harfitt & Tsui, 2015).  It is likely that the 

small class size cutoff of 20 students, explained above, also impacted these findings. 

Reading attitudes. The third hypothesized correlation among the three latent 

constructs, the correlation of high school students’ attitudes toward reading and their 

reading comprehension strategy use, was also supported by the results of the CFA.  The 
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structural regression analysis results provided further information regarding the direction 

of this relationship.  Specifically, they indicated that student’s attitudes toward reading 

had a statistically significant direct effect on their reading comprehension strategy use.  

The previously mentioned study conducted by Lim et al. (2015) also examined the 

relationship between high school students’ use of reading comprehension strategies and 

their reading attitudes.  Similarly, they found that students’ attitudes toward reading 

positively predicted their use of reading comprehension strategies. 

Gender, minority status, and socio-economic status. It was hypothesized that the 

gender of high school students had a direct effect on their attitudes toward reading.  The 

statistically significant direct effect of students’ gender on their reading attitudes revealed 

in this study confirm this hypothesis.  This finding is consistent with the results of 

existing research (e.g., Jhang, 2014; Lim et al., 2015; OECD, 2001; OECD, 2004).  

Further, results of the MIMIC group mean analysis confirmed the statistically significant 

differences in high school students’ reading attitudes that were also hypothesized in this 

study.  According to this test of group differences, female high school students have more 

positive attitudes toward reading than males.  The effect size, d = .67 indicated the 

moderate to large practical significance of this finding.  These results in this study are 

consistent with the results of prior studies that have investigated gender difference in high 

school students’ reading attitudes (e.g., Bussert-Webb & Zhang, 2016; Gökhan, 2012; 

Lim et al., 2015).  This finding may be related to the commonly held belief that females 

are more successful readers than males.  Male students who are conditioned to believe 

that they will not perform as well as their female peers may consequently have lower 
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expectations for themselves, be less interested in making an effort to increase their 

reading proficiency, and/or develop negative attitudes toward reading. 

The results of the study did not support the hypothesis that high school students’ 

minority status had a statistically significant direct effect on their reading attitudes.  

However, the hypothesized minority status differences in high school students’ attitudes 

toward reading were supported.  The statistically significant group differences in high 

school students’ reading attitudes across the two minority status groups, indicating that 

minority students had more positive attitudes than nonminority student had a small 

practical significance, d = .07.  This finding has promising implications for the reading 

achievement of minority students.  Given the lower reading comprehension achievement 

demonstrated by minority students and the significant positive relationship between 

reading achievement and reading attitudes described above, focusing on increasing the 

positive reading attitudes of minority could be an important key to narrowing the high 

school reading achievement gap.  As mentioned in the introduction, no studies were 

found that investigated the specific relationship between the minority status of high 

school students’ and their reading attitudes, but in the 1995 study conducted by McKenna 

et al., this relationship was examined with elementary aged students in first through sixth 

grade.  The significant relationship between minority status and students reading attitudes 

found in each of the six grades are consistent with the results of this study. 

It was also hypothesized that high school students’ attitudes toward reading were 

positively predicted by their SES.  This hypothesis was confirmed by the results of the 

study.  The statistically significant positive relationship between students’ SES and their 
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reading attitudes is consistent with existing research.  In 2012, Gökhan conducted a study 

to investigate effects of multiple variables on the reading attitudes of ninth and 12th grade 

students, including SES.  The results of the ANOVA analysis employed in that study 

indicated that reading attitudes of high school students were significantly and positively 

related to their SES level, F(2,423) = 542.777, p < .05.  Additionally, significant SES 

differences in high school students’ reading attitudes were hypothesized.  This hypothesis 

was also supported by the results of this study.  The tests of SES group differences 

indicated that students with a high SES have more positive attitudes toward reading than 

students with a low SES.  The moderate practical significance of this finding was 

supported by the effect size, d = .38.  Gökhan (2012) also found significant SES 

differences in high school students’ attitudes toward reading.  It is possible that students 

with a higher SES have more positive attitudes toward reading because, as discussed 

above, these high school students also demonstrate greater success in reading 

achievement.  Successful academic reading experiences are likely to increase their 

enjoyment of reading, their motivation to read, and ultimately their reading attitudes. 

Class time and class size. The results of the MIMIC analysis did not confirm the 

hypothesized class time or class size group differences in high school students’ attitudes 

toward reading.  Unfortunately, there is currently no empirical research regarding the 

relationships between high school students’ reading attitudes and class time or class size 

to corroborate or dispute these findings.  

Conclusion. In addition to the findings of no class time or class size group 

differences in high school students’ reading attitudes, the following results of this study 
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add to the existing high school reading literature base: high school class size has a direct 

effect on students’ reading comprehension achievement, there are high school class size 

group differences in reading achievement favoring large classes, high school students’ 

gender did not have a direct effect on their reading comprehension strategy use, minority 

status has a direct effect on high school students’ reading comprehension strategy use, 

there are minority status and SES group differences in high school students’ reading 

comprehension strategy use, class time and class size have a direct effect on high school 

students’ reading comprehension strategy use, there are class time and class size group 

differences in high school students’ reading comprehension strategy use, class time has a 

direct effect on high school students’ reported reading comprehension strategy 

instruction, there are class time group differences in high school students’ reported 

reading comprehension strategy instruction, class size does not have a direct effect on 

high school students’ reported reading comprehension strategy instruction, there are no 

class size group differences in high school students’ reported reading strategy instruction, 

minority status has a direct effect on high school students’ reading attitudes, and there are 

minority status group differences in high school students’ reading attitudes. 

Implications 

The detrimental effects of low reading comprehension achievement and ongoing 

concerns about the ability of U.S. schools to teach students to read (Therrien, 2004) keep 

the reading achievement gap in the forefront of priorities for all stakeholders.  Teachers, 

parents, administrators, policymakers, and researchers all share the same goal of 

providing reading instruction that maximizes the reading achievement of all students 
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(IRA, 2002).  The results of this study offer several important implications stakeholders 

can utilize to increase the reading comprehension achievement of high school students. 

Implications for teachers. The low level of U.S. high school students’ reading 

proficiency, in conjunction with the impact that positive reading attitudes have on reading 

achievement and the fact that students’ reading attitudes decline with age, make it 

exceedingly critical for educators to focus more attention on increasing and/or reinforcing 

these students’ positive attitudes toward reading.  Indeed, out of all the variables in the 

SEM model, the results of this study indicated that high school students’ attitudes toward 

reading had the most positive impact on their reading comprehension achievement.  As 

McKenna et al. (2012) stated, effective reading instruction requires the awareness of 

students’ reading attitudes.  This awareness allows teachers to appropriately design 

instruction aimed at increasing and/or sustaining students’ positive reading attitudes 

(Bokhorst-Heng & Pereira, 2008).  For example, teachers could incorporate specific 

instructional techniques into their plans that have been found to positively influence 

students’ reading attitudes such as positive reinforcement, whole class discussions, and 

modeling of positive reading attitudes (Kush & Watkins, 1996). 

In order to appropriately design reading instruction focused on reading attitudes, it 

is necessary for teachers to assess students’ reading attitudes.  Teachers often believe they 

can accurately judge their students’ attitudes toward reading, however, teacher’s ratings 

of student attitudes toward reading do not always match their actual attitudes (Kush & 

Watkins, 1996).  Accurate knowledge of high school students’ reading attitudes obtained 

from a reading attitude assessment is also important for teachers because students reading 
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attitudes tend to become more negative over time (McKenna et al., 2012) and negative 

reading attitudes hinder students’ learning of reading comprehension strategies (Petscher, 

2010).  This makes it especially important for high school teachers to be aware of 

students’ reading attitudes because they tend to become more negative over time 

(McKenna et al., 2012).  Further, the results of the MIMIC test of gender differences 

indicated that boys had more negative attitudes toward reading than girls, suggesting that 

while teachers should not overlook girls’ reading attitudes, they need to pay special 

attention to increasing boys’ reading attitudes. 

Often, struggling high school readers have experienced failure over such a 

considerable period of time that they become frustrated and develop negative attitudes 

towards reading (Woolley, 2011).  Providing these students with the instructional support 

necessary to help them overcome their frustration with reading is a significant challenge 

made even more difficult by the fact that this frustration has caused many of these 

students to disengage from any type of academic reading.  Positive attitudes toward 

reading are associated with increased reading engagement (McKenna et al., 1995).  Thus, 

reading instruction that focuses on developing and/or increasing students’ reading 

attitudes can help struggling readers reengage in academic reading.  In addition to a focus 

on improving students’ reading attitudes, encouraging struggling readers to engage in 

reading activities should be a top priority for teachers because according to Guthrie et al. 

(2004), reading engagement also leads to increased reading achievement. 

The results of this study suggest that students’ attitudes toward reading is prime 

area for reading comprehension intervention.  Unlike other interventions that can take a 
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long period of time to produce results, changes in students’ reading attitudes can be quite 

notable over a short period of time (Kazelskis et al., 2005).  For example, social cognitive 

learning theory suggests that students’ self-beliefs are easily manipulated by teachers and 

other influential adults (Bandura, 1997; Schunk & Pajares, 2001).  More specifically, 

teachers’ attitudes towards reading influence their students’ reading attitudes (Applegate 

& Applegate, 2004; Lim et al., 2015).  Therefore, something as simple as a teacher 

consistently modeling positive attitudes toward reading could positively influence 

students’ reading attitudes and subsequently their reading comprehension achievement.  

Another rather easy way to positively influence students’ attitudes toward reading is to 

allow them to select the books they read in class.  The autonomy provided by self-

selecting texts makes the reading experience more positive and enjoyable for students 

(Petscher, 2010).  Enjoyment of reading increases students’ desire to read more, and once 

students become more motivated they will begin reading more frequently (Williams, 

2014).  Which ultimately increases students’ reading attitudes as well as their reading 

comprehension achievement (Petscher, 2010). 

Implications for teachers related to gender, minority status, and SES. Over the 

past 20 years, student diversity has significantly increased in U.S. schools.  The wide 

array of background characteristics represented in today’s classrooms make it extremely 

difficult for teachers to meet the individual needs of every student (Klein, 2008).  In line 

with this notion, Williams (2014) added that the increasingly diverse student population 

in high schools has made it ever more challenging to improve students’ reading 

comprehension achievement.  In a broad sense, Luke, Woods, and Dooley (2011), stated 
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that content area reading comprehension strategy instruction is one important approach 

that high school teachers can use to effectively increase the reading achievement of 

students from diverse backgrounds.  They explained that these strategies allow diverse 

students to become familiar with important common background knowledge and become 

more competent with the various content area reading demands (Luke et al., 2011). 

Specifically, the results of this study suggest that it is important for teachers to be 

aware that differences in gender, minority status, and SES significantly impact students’ 

reading comprehension abilities and performance.  As such, teachers should differentiate 

their reading comprehension instruction to appropriately address known student 

differences.  Brozo et al. (2014) offered teachers several research based suggestions to 

address the gender differences in reading that disproportionally disadvantage boys.  First, 

they recommend that teachers consciously make boys reading needs a priority.  Next, 

they tell teachers to focus on increasing boys reading engagement and reading frequency.  

They also suggest that teachers assign boys texts related to their individual interests.  

Further, they encourage teachers to allow boys to read using electronic texts and 

alternative forms of media.  Finally, they recommend that teachers develop reading 

programs for boys that involve their fathers and/or other influential adult males.  Of 

course, these approaches are also beneficial to girls, thus, teachers should not focus on 

improving boys’ reading comprehension achievement to the exclusion of girls’. 

High school teachers also need to be cognizant of the impact that social and 

cultural factors have on students’ reading comprehension achievement (Myrberg & 

Rosén, 2009).  Considering the positive relationship between parental involvement and 
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student achievement (Huang, 2015), coupled with the lower parental involvement 

associated with minority students and students with a low SES, these students are likely 

to have less exposure to or support for reading at home, which negatively affects their 

overall academic achievement (Sirin, 2005).  Further, the results of the minority and SES 

tests of group differences indicated that minority students and students with low SES 

demonstrated significantly lower reading comprehension achievement.  Thus, it is 

inappropriate for high school teachers to make broad assumptions regarding all students’ 

reading comprehension proficiency.  They need to understand that their students likely 

have dissimilar reading experience in the home and unequal reading comprehension 

competencies.  Therefore, although it may seem like a challenging task, all high school 

content area teachers need to be aware of students’ family background in order to 

effectively accommodate the significant influences of students’ minority status and SES 

on their reading comprehension achievement (Jeynes, 2002; Sirin, 2005). 

Last, and arguably the most important implication for high school teachers is 

simply that they need to explicitly teach students general cognitive, metacognitive, and 

content area specific reading comprehension strategies.  The results of this study confirm 

the findings of prior research.  Even though research evidence has consistently confirmed 

that explicit reading strategy instruction can effectively increase students’ reading 

comprehension achievement, there is a disconnect between the research and current high 

school teaching practices.  Despite the poor reading comprehension proficiency of a 

majority of U.S high school students and the positive relationship between reading 

comprehension proficiency and content area achievement, little to no time is spent 
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teaching reading comprehension in high school content area classrooms (Ness, 2009).  

Many high school teachers think that teaching reading is not part of their instructional 

responsibilities.  They believe that reading comprehension instruction is complete before 

high school, despite expert recommendations to continue teaching students’ how to read 

as long as they need it (Ness, 2009).  The fact that 63% of 12th grade students (NCES, 

2017) cannot read proficiently suggests that a large number of high school students did 

not acquire adequate reading comprehension skills prior to high school and are in 

desperate need of continued reading comprehension instruction. 

All classroom teachers at every level of schooling need to be able, ready, and 

willing to help students improve their reading comprehension proficiency.  Especially 

considering that classroom teachers, not reading specialists or special educators, are 

ultimately responsible for their students’ learning (Invernizzi, Landrun, Howell, & 

Warley, 2005).  The low to moderate values of the factor loadings for the seven items 

used to define the reading comprehension strategy use latent construct offer a starting 

point that high school teachers can use to plan their reading comprehension strategy 

instruction.  For example, the lowest scoring item on this scale addressed students’ use of 

graphs, diagrams, and tables to locate important information in a text.  Knowledge of, and 

the ability to accurately use this strategy is extremely important for high school students’ 

comprehension of non-fiction content area texts.  Similar to the above suggestion for 

improving students’ reading attitudes, teachers need to assess students’ use of reading 

comprehension strategies. Comparing the specific reading strategies that students report 
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using against the strategies they expect students to be using would enable teachers to 

more effectively plan their reading instruction to meet the needs of their students. 

Implications for higher education. The main implication of the results of this 

study for institutes of higher education is directly related to the previous implication that 

high school teachers need to teach their students content area reading comprehension 

strategies.  Preservice secondary education teacher preparation programs need to expand 

their programs of study to include sufficient training in content area reading instruction.  

They need to ensure that high school teachers can effectively teach content area reading 

comprehension strategies and integrate explicit reading comprehension strategy 

instruction into their content area instruction. 

According to Kissau and Hiller (2013), one of the most common reasons high 

school teachers give to explain why they allot minimal, if any, instructional time to 

teaching reading comprehension strategies is that they never learned how to teach reading 

comprehension strategies, much less how to incorporate reading comprehension strategy 

instruction into their instruction.  Likewise, as Ness (2009) reported in the findings of her 

qualitative investigation of middle and high school content area teachers’ reading 

comprehension instruction practices, some teachers stated that they did not feel qualified 

to teach reading comprehension and others surprisingly revealed that they didn’t even 

know the meaning of comprehension instruction (Ness, 2009).  It is not entirely 

surprising however, that many high school teachers do not feel prepared to teach reading 

comprehension strategies.  Typically, high school teachers are only prepared to teach 

their subject area content (Irvin et al., 2007), and they have not been taught how to teach 
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content area reading comprehension strategies or how to incorporate reading 

comprehension strategy instruction into their content classes.   

Most preservice secondary teacher preparation programs only require one content 

area reading course (Sturtevant, 2003).  Various statements of high school teachers 

reported throughout the literature point to an overall lack of competence in terms of 

reading comprehension strategy instruction and suggest that, in general, the amount of 

preservice training they received was insufficient.  The probability that high school 

students learn content area reading comprehension strategies would increase if 

institutions of higher education developed and implemented a reading curriculum that 

directly instructs preservice high school teachers how to effectively teach the specific 

reading strategies and skills requisite of their content area.  Well prepared high school 

teachers who can competently teach reading comprehension strategies are essential to 

eliminating the reading achievement gap. 

Implications for administrators. Although there are a wide variety of strategies 

that aid students’ reading comprehension, it is difficult for secondary content area 

teachers to know when and how to use these strategies with their students.  This dearth in 

pedagogical knowledge can be attributed to the lack of a content area reading 

comprehension strategy instruction curriculum in pre-service teacher preparation 

programs discussed above.  It can also be attributed to the lack of focus on professional 

development opportunities for in-service high school teachers (Vaughn et al., 2013). 

The lack of pre-service training combined with the significant effects of reading 

comprehension strategy instruction and reading strategy use on high school students’ 
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reading achievement implies that education administrators play an extremely vital role in 

helping to reduce the abysmal reading achievement gap that has plagued students in the 

US for at least the last 30 years.  An important first step is to reverse the current trend of 

limited professional development designed to improve the reading instruction 

competency of high school teachers (Shanahan & Shanahan, 2012). 

District level administrators need to develop and school level administrators need 

to implement required content area specific reading comprehension strategy professional 

development with all high school content area teachers.  To increase the probability that 

reading comprehension strategies are effectively taught to and used by high school 

students, all content area teachers need to be aware of the strategies, understand their 

importance, know how to effectively teach them to students, and be given extensive 

opportunities to practice using the strategies specific to their area of expertise.  

Essentially, they need receive much of the same content area reading comprehension 

strategy instruction they will, in turn, need to implement with their students. 

District and school level administrators also need to develop a way to ensure these 

reading comprehension strategies are implemented in all content area classrooms.  For 

example, school level administrators should conduct content area reading comprehension 

strategy instruction observation of all content area teachers.  District and school level 

accountability teams as well as accountability procedures could also be developed.  The 

school accountability teams would be responsible for collecting school level data.  A 

representative from the school team would also be a member of the district level team 

responsible for reporting their results.  The district level team would then synthesize the 
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results across the various high schools, identify and communicate areas of concern, and 

potentially develop additional professional development targeting ongoing areas of need. 

Another area of need that can be easily addressed by school administrators is the 

underperformance in reading comprehension of students with a low SES, which was 

reaffirmed by the results of this study.  SES was the third largest positive predictor (out 

of eight) of high school students’ reading comprehension achievement in the SEM model 

used in this study.  A summer reading instruction program and a summer book program 

are two relatively easy approaches administrators could employ to support the reading 

achievement of high school students with a low SES. Summer reading programs are 

especially beneficially for students with a low SES because, according to Allington et al. 

(2010), the reading achievement of students from low income families regresses during 

the summer break from instruction.  In addition to the benefits to student learning, 

summer reading programs should be an attractive option for administrators because 

federal financial assistance to support additional learning opportunities schools provide 

for at risk students from low income families is allocated under Title I, Part A of the 

Elementary and Secondary Education Act of 1965. 

Administrators could also support the reading comprehension achievement of 

students with a low SES by facilitating a summer book program for low income students.  

They could develop a very manageable program similar to the experimental program 

implemented by Allington et al. (2010).  They developed their program based on the 

notion that without books at home, students from low income families rarely read over 

the summer break and subsequently demonstrate a loss in previously attained reading 
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comprehension achievement.  The experimental program entailed giving students from 

low income families books of their choosing to reading during the summer break.  

Results of the program indicated that not only were the average summer reading losses 

experienced by students from low income families eliminated, the program participants 

also demonstrated reading gains similar to those typically observed in students from 

middle income families (Allington & McGill-Franzen, 2013; Allington et al., 2010). 

Implications for policymakers. There are several reasons why the effective 

remediation of widespread reading comprehension deficits has not been implemented in 

U.S. high schools.  Sadly, the top reason is that policy makers typically do not understand 

the complexities of literacy development or the critical relationship between literacy (i.e., 

reading and writing) and high school students’ content area learning (Irvin et al., 2007).  

Consequently, scarce resources are allocated to support high school students who struggle 

with the reading and/or writing skills required for academic success. 

For example, many high schools do not provide remedial reading classes for 

students with reading difficulties (Shanahan & Shanahan, 2012) and less than 10% of 

high schools have a literacy specialists on site to work with students (Irvin et al., 2007).  

The lack formal reading comprehension instruction and reading experts in most high 

schools are major roadblocks to any current efforts of improving high school students’ 

reading comprehension achievement.  The direct and indirect effects of reading 

comprehension strategy instruction, reading comprehension strategy use, and reading 

attitudes on high school students’ reading comprehension achievement revealed in this 
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study support the need for education policy makers to allocate more funding and 

resources to improve the currently bleak state of reading instruction in U.S. high schools. 

The results of this study also provide evidence in support of the current and 

widely debated education policy initiative of increasing instructional time.  Although the 

variance explained by the class time school level variables in the SEM model was 

relatively small, it is still important to consider the policy implications of this statistically 

significant result.  The finding is important because a global policy change to increase 

instructional time has the potential to positively impact the reading achievement of a 

larger number of students compared to changes made at the individual student level. 

A second reason policy makers should consider increasing instruction time is that 

due to the increased comprehensiveness and rigor of the curriculum standards, teachers 

often feel rushed to cover all the required content.  In Ness’s (2009) qualitative study 

mentioned above, a common reason many high school teachers reported for not teaching 

content area reading comprehension strategies was a lack of instructional time.  They felt 

like they didn’t have enough time to teach all the required content area subject matter and 

they didn’t want to waste time teaching reading strategies.  According to Ness, the 

teachers explained that they believed their main responsibility was to teach students their 

content area curriculum.  Further, they explained that with the pressure to sufficiently 

cover all the content area material prior to the end-of-year state testing, they felt like 

teaching reading comprehension strategies took up too much valuable class time. 

Policymakers should also consider adding explicit content area reading 

comprehension strategies to the individual high school subject area curriculum standards 
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(i.e., biology, chemistry, history, algebra, etc.).  Including content area reading 

comprehension strategies in the state standards would serve multiple purposes.  First, it 

would increase teachers’ awareness of the need, and their responsibility, to incorporate 

reading strategies into their instruction.  Explicitly communicating the appropriate 

strategies students need per subject area would inform teachers exactly of what they need 

to teach.  Third, including the strategies into the standards would serve as an additional 

measure of accountability to help ensure teachers teach students’ these necessary skills. 

Implications for parents. The positive relationship between parental 

involvement and students’ academic achievement is supported extensively throughout the 

research literature (Flowers, 2007).  In fact, according to Gamoran and Long (2007), 

families have a larger impact on student achievement than schools.  A student’s family 

plays a key role in their school success including preparing them for school, placing a 

high value on education, conveying a belief in their academic competence, and promoting 

their language development and comprehension through reading (Ladd, 2012). 

Quite possibly the most important action a parent can take to support their high 

school child’s learning is to pay close attention to their reading proficiency.  If they 

believe that their child is unable to read at an appropriate level and/or they think that their 

child is struggling to comprehend difficult content areas texts, they need to contact the 

relevant content area teacher.  If they find out their child is not being taught critical 

content area reading strategies, they need to bring this concern to the attention of school 

administrators.  If, in fact, the teacher is providing proper reading comprehension strategy 
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instruction, the child’s reading difficulties may be indicative of a more severe reading 

deficit or underlying learning issue that should be promptly examined by the high school. 

Further, parents of students with a low SES can help their child overcome some of 

the disadvantages students experience due to their low SES by devoting time to working 

with their children on the strategies and skills they need to develop reading proficiency 

(Buckingham et al., 2014).  Understandably, in some cases, some parents may not know 

how to effectively support their child’s reading comprehension development at home.  In 

other cases, some parents may not have the time necessary to help their children.  In 

either case, parents need to contact their child’s teacher and/or school to request guidance 

and learn out about available resources they can take advantage of to help support the 

development of their child’s reading comprehension proficiency.  Finally, one relatively 

easy action parents can take to help their child, regardless of the circumstances just 

described, is to model positive attitudes toward reading because parental attitudes toward 

reading are positively associated with their child’s reading attitudes (Petscher, 2010). 

Implications for researchers. One promising method to improving high school 

students’ reading comprehension is content area reading comprehension strategy 

instruction.  For students to receive the most effective instruction, teachers need to be 

knowledgeable of and understand how to implement empirically based reading 

comprehension strategy instructional approaches.  According to Hagaman and Reid 

(2008), existing reading research has predominantly focused on the foundational reading 

skills of young students.  While early intervention research is necessary, the abundance of 

research on young readers has left a void in the literature of studies that address the 
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distinct difficulties of struggling high school readers (Deshler & Hock, 2007).  As a 

result, there are relatively less resources for teachers about how to help high school 

students overcome general reading comprehension difficulties or about high school 

reading comprehension strategy instruction.  Further, the positive effects on high school 

students’ reading achievement demonstrated by all variables in this study, coupled with 

the limited amount of existing research regarding many of the relationships examined in 

this study indicates there are several gaps in the literature that need to be filled. 

Although some reading comprehension strategy interventions developed for 

elementary age students have been successfully extended with high school age students, 

high school content area teachers need evidenced based interventions that are designed 

intentionally for the high school age students.  They need interventions that specifically 

address reading comprehension strategies for their content area that can be implemented 

with a wide range of students, yet still permit sufficient time for content area instruction.  

While a few such interventions have been developed, most have not been rigorously 

investigated and their effectiveness have not been systematically demonstrated (Lang et 

al., 2009).  Therefore, there is a need for practical, evidenced based content area reading 

comprehension strategy interventions that can be easily implemented in high school 

classrooms.  Finally, the results of this study indicating that the positive relationship 

between high school students’ reading comprehension strategy instruction and reading 

comprehension achievement is mediated by students’ reading comprehension strategy use 

and their reading attitudes, suggest that specific reading comprehension strategy 
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instruction interventions with a combined focus on content area reading comprehension 

strategies and high school students reading attitudes are also needed. 

Limitations and Future Research 

There are several important limitations identified in this study that need to be 

discussed.  The first main limitation of this study was the use of secondary data.  While 

the secondary PISA 2009 dataset provided an extensive amount of valuable information 

that would not otherwise be as easily accessible, it’s use presented various limitations in 

this study.  For example, the data in this dataset was not collected to address the specific 

research questions in this study.  As a result, rather than having data from students of all 

high school ages/grade levels, analysis in this study was restricted to the sample of 15-

year-old high school students.  Further, the items used to define the reading 

comprehension strategy use, reading comprehension strategy instruction, and reading 

attitudes latent variables were limited to the questions posed in the PISA 2009.  Future 

survey research conducted with ninth through 12th grade students utilizing a precisely 

designed survey instrument including enough items to fully target all relevant aspects of 

the reading comprehension strategy use, reading comprehension strategy instruction, and 

reading attitudes constructs would offer more meaningful findings that could be used to 

enhance high school students’ reading comprehension proficiency. 

A second major limitation of this study was the cutoff value selected to 

distinguish the small and large class sizes for the analysis of class size group differences.  

As explained in the discussion section above, the only class size recommendations found 

in the literature were for elementary and middle school classes.  In lieu of an optimal high 
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school class size recommendation, Finn’s (2002) recommended small class size of 20 or 

less students was adopted to designate the small class group in this study.  The cutoff of 

20 students for the small class size group is thought a limitation in this study because, 

considering the results of existing class size research, the results of all four class size 

group differences tests in this study were questionable. 

More specifically, the only hypothesized class size group difference (of the four 

hypothesized) confirmed by the results of the MIMIC analysis was the class size group 

differences in students’ reading comprehension achievement.  While this difference was 

hypothesized, it was not anticipated that the students in the larger classes would 

outperform students in the smaller classes.  This finding is questionable mainly because it 

contradicts the results of most existing class size research.  It is also questionable because 

it conflicts with classroom teachers’ common assumption that smaller class sizes 

positively influence academic achievement. 

The fact that three of the four hypothesized class size difference were not 

confirmed by the data, coupled with the counterintuitive outcome of the one confirmed 

class size group difference, make it likely that the class size groups were poorly specified 

in this study.  While it is possible that the unexpected findings were not related to the 

class size cutoff, future research is needed to determine the size of high school classes 

that is most beneficial to student learning.  Those findings can then be used to reanalyze 

the class size group differences examined in this study to determine if the results were 

due to the incorrectly specifying the class size groups, or if the higher achievement of the 

students in the larger classes has practical implications for high school class sizes. 
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The third major limitation of this study is related to the decisions made in defining 

the minority status groups.  When defining the minority status groups, it was decided to 

combine all six minority groups represented in the U.S. portion of the PISA 2009 dataset 

into one group (i.e., the minority group).  In doing so, valuable information regarding the 

differences among the six race/ethnicity groups (i.e., African American, Hispanic, Asian, 

American Indian/Alaska Native, Native Hawaiian/Other Pacific Islander, or more than 

one race) in relation to the various reading variables examined in the study was lost.  This 

decision seems especially limiting in light of the number of statistically significant 

findings related to high school students’ minority status found in this study and the 

paucity of existing research in these areas.  Future research to examine the relationships 

addressed in this study across the specific race/ethnicity groups is recommended. 

Likewise, future research to cross-examine gender and SES with the significant 

relationships students’ minority status had with the latent reading constructs and reading 

comprehension achievement is recommended.  The findings of such research would 

provide a deeper understanding of how teachers should develop and plan instruction that 

may serve to reduce the minority status reading achievement gap.  Indeed, this type of 

cross examination with assorted student and school level control variables beyond gender 

and SES, (e.g., age, grade level, English Language Learner status, disability status, 

immigration status, school SES, school type, etc.) would be valuable future research. 

Researchers are currently faced with the crucial responsibility of expanding the 

knowledge base regarding all aspects of reading comprehension strategies that high 

school teachers can rely upon to secure students reading comprehension proficiency prior 
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to the end of compulsory education.  Substantially more research is needed to inform 

teachers about the most effective approaches to improving high school students’ reading 

comprehension proficiency.  Overall, additional research regarding each of the 

relationships examined in this study is recommended.  In the review of the literature for 

this study alone, no research was found in three important areas of interest related to high 

school students reading comprehension strategy use, including its relationship with 

students’ minority status, the amount of reading comprehension strategy instructional 

class time, and the size of the classes in which comprehension strategies are taught.  The 

limited amount of prior empirical research addressing these relationships, specifically 

addressing the population of high school students, inhibited the discussion of findings in 

this study.  Future research in these areas would provide meaningful information to allow 

for a complete and robust discussion of the significant findings in this study. 

Further, the indirect effects examined in this study for exploratory purposes 

yielded a variety of interesting results that have either not yet been addressed or have 

been inadequately addresses in the high school reading literature.  Future research 

focused on any of the following relationships would be valuable to the field: the 

relationship between reading comprehension strategy instruction and reading 

achievement mediated by reading strategy use and reading attitudes, the relationship 

between gender and reading achievement mediated by reading strategy use and reading 

attitudes, the relationship between minority status and reading achievement mediated by 

strategy use, the relationship between SES and reading achievement mediated by reading 
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attitudes and strategy use, and finally, the relationship between class time and reading 

achievement mediated by reading strategy instruction and reading attitudes. 

Neurobiological reading comprehension intervention research is one final, and 

particularly interesting area of reading research in need of greater attention.  Advances in 

neuroplasticity research indicating that the brain can be taught to change has prompted 

research that examined the relationship between the brain and several different reading 

disabilities (e.g., Cutting, Materek, Cole, Levine, & Mahone, 2009; Shaywitz et al., 2003; 

Shaywitz et al., 2002).  Effective brain based reading intervention research in areas such 

as phonological awareness (e.g., Shaywitz et al., 2004) and phonics (e.g., Simos et al., 

2002) have also been conducted.  Additionally, there have been some effective 

neurobiological reading comprehension intervention studies conducted with young 

students (e.g., Meyler, Keller, Cherkassky, Gabrieli, & Just, 2008), however, nothing was 

found in the literature investigating older students.  Thus, future neurobiological reading 

comprehension intervention research targeting high school students is recommended.  

Further, considering the gender based reading achievement differences associated with 

brain development discussed in the literature review (e.g., Gurian, 2010; Prado & 

Plourde, 2011) and the gender based reading achievement differences favoring high 

school girls supported by the results of this study, future neurobiological reading 

comprehension intervention research, specifically focused on improving the reading 

comprehension proficiency of at-risk high school boys, is also recommended. 
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Conclusion 

High school students’ reading comprehension difficulties are commonly 

associated with student demographic variables such as gender, minority status, and SES.  

The No Child Left Behind Act of 2001, officially made U.S. schools accountable for 

closing the reading comprehension achievement gaps due to gender, minority status, and 

SES group differences (No Child Left Behind [NCLB], 2001).  Unfortunately, the 

evidence presented in the literature review and the results of this study demonstrated 

persisting disparities in reading comprehension proficiency associated with high school 

students’ gender, minority status, and SES.  While the minority reading achievement gap 

is shrinking, and the gender achievement gap has remained relatively stable, the SES 

reading achievement gap is widening (Reardon et al., 2012).  In today’s economy, 

academic success is more widely recognized and rewarded than in the past.  Considering 

the positive relationship between reading achievement and overall academic success, 

eliminating the SES reading achievement gap could potentially expand the opportunities 

for academic success of students with a low SES.  Furthermore, expanded opportunities 

for academic success could boost the otherwise minimal chances of social mobility 

currently afforded to students with a low SES.  The potential of greater social mobility 

for students with a low SES (Reardon et al., 2012) is one of many reasons improving high 

school students’ reading comprehension proficiency should remain a national priority. 

The first mention of reading as a national concern in the US dates back to World 

War I, when intelligence testing showed that approximately 25% of the 2.8 million 

drafted soldiers were unable to read a newspaper written in English (White, 1999). 
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Unfortunately, over 100 years later, reading remains a national concern in the US.  

According to the results of the NAEP 2015, among the 63% of 12th grade students who 

scored below proficient in reading comprehension, 35% of the students scored at the 

basic proficiency level, and 25% of the students scored below the basic level of reading 

proficiency (NCES, 2017).  Further, from 1998 to the most recent NAEP administration 

in 2015, the reading scores of 12th grade students have declined (NCES, 2017). 

Amongst the myriad of skills students must learn in school, reading 

comprehension is of utmost importance.  Conceivably, in the future there will be new 

ways to obtain information that are as widespread and effective as text, but currently 

reading comprehension proficiency remains the key to students becoming fully informed 

and productive members of our society.  Likewise, failure to develop proficient reading 

comprehension skills can have devastating long-term academic, psychological, social, 

behavioral, and economic effects on students as well as the society in which they live. 

Reading failure does not just happen.  Most likely, high school students who 

struggle to read were also middle school students who struggled to read, and were 

perhaps even elementary students who struggled to read.  Reading failure is a result of 

students’ instructional needs not being met somewhere along the continuum of their 

academic lives.  After 30 years of high school students consistently failing to demonstrate 

proficient reading comprehension, teachers at every level of schooling from pre-school 

up and through adult continuing education programs must become wholly committed to 

ensuring the reading success of all students.  It is also imperative that policymakers 

allocate the funding and resources necessary to support the reading achievement of high 
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school students.  Continued apathy on the part of teachers or policymakers toward 

addressing the reading needs of struggling U.S. students is indefensible. 

There are currently millions of science, technology, and engineering jobs in the 

US that cannot be filled because of an overall skills deficit in the country.  Unfortunately, 

a widespread deficit in the skills required by these highly complex careers is not 

surprising when considering the prevalence of reading failure in the US.  To learn the 

advanced skills required for these in demand job, students must possess the reading 

comprehension strategies and skills so many are presently lacking (Reardon et al., 2012).  

The results of this study demonstrated that the explicit teaching of reading strategies can 

help high school students develop these fundamental skills, and various actions to begin 

reversing the pattern of reading failure in the United States have been recommended. 

The ability to comprehend text is not innate.  And unfortunately, for some 

students, comprehension will always be challenging.  Yet, all students must have the 

opportunity to develop the reading skills necessary to pursue their goals in life.  While the 

process of learning to read requires commitment and effort on the part of the student, it is 

incumbent on everyone in their lives to do everything within their means to help them 

achieve reading proficiency.  Without this essential skill, their opportunities for success 

in life will be severely and unnecessarily limited.  As Flippo, Holland, McCarthy, and 

Swinning (2009) eloquently opined, helping “students acquire and enjoy the lifelong 

habit of reading…is their right, and our responsibility” (p. 82).  Educators, 

administrators, parents, policy makers, and researchers must work together and with 

students to help them to achieve their potential in life. 
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