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Abstract

TOWARDS DESIGNING RELIABLE AND EFFICIENT MILLIMETER-WAVE WIRE-
LESS LANS

Ding Zhang, PhD

George Mason University, 2022

Dissertation Director: Dr. Parth Pathak

With the increasing amount of mobile data and the demand for high data rates, cur-

rent 2.4GHz/5GHz wireless local area networks (WLANs) are facing the problem of limited

capacity. Millimeter-wave (mmWave) networks with gigahertz of channel bandwidth can

provide multi-gigabit per second data rates, making it possible to support novel applica-

tions such as augmented/virtual reality (AR/VR), mobile offloading, high-resolution video

streaming, etc. However, despite the potential, the directional nature of mmWave WLAN

makes it prone to blockages and mobility. The dense deployment of Access Points (APs)

brings unpredictable interference and non-negligible beamforming overhead. Moreover, cur-

rent mmWave WLANs are application agnostic, resulting in inefficient usage of resources

in supporting AR/VR type bandwidth-intensive applications.

In this dissertation, I propose novel solutions to four key challenges, aiming to build

practical, reliable, and efficient mmWave WLANs. Firstly, I explore a proactive blockage

mitigation technique that utilizes joint transmissions of multiple APs to provide block-

age resilience. Secondly, I characterize interference in dense mmWave WLANs and imple-

ment three interference mitigation techniques using commercial-off-the-shelf (COTS) de-

vices. Thirdly, focusing on reducing the beamforming overhead, I propose a “Networked



beamforming” model to reduce the number of APs that conduct beamforming in dense

mmWave WLANs, resulting in significant improvements in network throughput. Lastly, I

design novel solutions for blockage prediction and prefetching based on users’ six-degree-of-

freedom (6DoF) position and orientation information to facilitate high-quality volumetric

video streaming over mmWave WLANs.



Chapter 1: Introduction

1.1 Gigabits mmWave WLANs

With the tremendous increasing number of mobile devices and the amount of mobile data on

the Internet [32], higher data rates and larger network capacity are necessary for our daily

life. However, the current WiFi systems working on the 2.4GHz and 5GHz bands face great

challenges in providing high data rates because of the physical limits of their bandwidth. In

order to enable larger bandwidth, Federal Communications Commission (FCC) [34] opened

57-64 GHz and 64-71 GHz millimeter-wave band as the unlicensed bands in 2013 [33].

Millimeter-wave (mmWave) band refers to the frequency from 30GHz to 300GHz. The high

frequency of the mmWave band boosts the channel bandwidth from MHz to GHz, which

provides a great potential for gigabits-per-second (Gbps) data rates. With the development

of standards like the IEEE 802.11ad [49], and 802.11ay [48] operating on the 60GHz band, 60

GHz mmWave networks have emerged as viable candidates for designing the next generation

of WLANs.

Fig. 1.1 shows the spectrum of the IEEE WLAN family. 802.11b/g [11,12] and 802.11n

[13] work on 2.4GHz frequency providing 20MHz and 40MHz channels respectively while

802.11ac [9] and 802.11ax [10] can provide 80/160MHz channels on 5GHz frequency. Com-

pared with these low-frequency standards, 802.11ad [49], and 802.11ay [48] operating on

mmWave 60GHz band can provide 2.16GHz channels, and 802.11ay can even support 4

bonded channels up to 8.64GHz. With the support of high bandwidth, the data rate of

802.11ad standard can go up to 7Gbps, while the data rate can even achieve to 100Gbps in

802.11ay by using multiple data streams of multiple-input-multiple-output (MIMO) tech-

nology. Moreover, with the support of the specification and development of the hard-

ware, the emerging Commercial-Off-The-Shelf (COTS) devices such as laptops [1,5], routers
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Figure 1.1: Millimeter-wave band spectrum

[2,4,6,124], smartphones [8] and software radio (SDR) platforms [3] are driving the growth

of 60 GHz WLANs, which brings us to a Gigabits-per-second (Gbps) era.

On the other hand, the high-frequency mmWave signal comes with high attenuation.

Therefore, directional antennas such as phased antenna arrays are employed to beam the

signal in the desired direction to increase the received signal-to-noise ratio (SNR), which is

called beamforming. Beamforming is achieved on the phased antenna arrays by changing

the phase and amplitude value of each element on the array. In a practical system, the phase

and amplitude of elements do not change continuously. Instead, they are selected from a set

of predefined Antenna Weight Vectors(AWV), which is called codebook [63]. Beamforming

training is to find an appropriate AWV (which is also called a sector, a beam, or a pattern)

to maximize the received signal-to-noise ratio (SNR).

Based on the appropriate beams selected by the beamforming training process, mmWave

networks can provide multi-gigabit per second data rates for applications such as bandwidth-

intensive entertainment paradigms like augmented/virtual reality (AR/VR), low latency

vehicle-to-vehicle networks needed for autonomous driving, immersive remote education,

and remote precision medicine. For instance, the mmWave WLAN allows multiple users

to enjoy high-resolution video streaming with guaranteed latency, which enables next-

generation remote education and home entertainment. In addition, outdoor 60GHz mmWave

picocell could be deployed in urban area to enable high Internet access [81] and low latency
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vehicle-to-vehicle networks [45,116,121]. Moreover, hundreds of IoT devices or robots could

be connected within a mmWave network in modern factories. All in all, mmWave networks

could provide foundational infrastructure to connect edge devices by a low latency and high

quality-of-service (QoS) network, which will further facilitate the development of big data

and artificial intelligence (AI).

1.2 Challenges and Contributions

In spite of the great potential of mmWaveWLAN, the directional nature of mmWaveWLAN

makes it prone to blockages and mobility. The dense deployment of Access Points (APs)

brings unpredictable interference and non-negligible beamforming overhead. Moreover, cur-

rent mmWave WLANs are application agnostic, resulting in inefficient usage of resources

in supporting AR/VR type bandwidth-intensive applications. In this dissertation, I pro-

pose novel solutions to four key challenges, aiming to build practical, reliable, and e�cient

mmWave WLANs. I list the detailed challenges and my contributions below.

(1) Even though beamforming in mmWave WLANs can increase the SNR by concen-

trating signals to a specific receiver, it reduces link reliability because of the vulnerability

to blockages and mobility. The human body can bring 20 to 30 dB attenuation to the

link [112], which will result in an outage of the link in mmWave WLANs. Besides, small

rotation and movement will cause the misalignment of the beams of the transmitter and

receiver, which makes it very challenging to keep the link reliable. Different from many

existing works that will be discussed in the next chapter, to tackle the blockage problem,

I propose a novel proactive blockage mitigation technique to intelligently use Joint Trans-

missions to provide a reliable system-level solution in the multiple APs multiple clients

mmWave WLAN. An angle spread-power metric is proposed to measure the reliability of

joint transmission. Besides, a conflict graph-based scheduling scheme is proposed to balance

the tradeoff between spatial reuse and reliability. I implement the system on a ray-tracing

model, and the results show that our solution can improve 85.3% network throughput and
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decrease 18.9% retransmissions under high blockage scenarios. The detailed design will be

covered in Chapter 3.

(2) Scaling the WLAN infrastructure to thousands of IoT and edge computing devices

will require the dense deployment of access points (APs) in future mmWave WLANs. Apart

from the capacity scaling, such dense deployment of APs can increase the robustness of

mmWave WLANs, where fast AP hand-offs can be used to protect against link blockages

and high attenuation. This is in line with the emergence of dense 5G mmWave wireless

networks originally envisioned in [92]. Even though dense deployment of APs in 60 GHz

WLANs can provide always-on gigabit connectivity to clients, it brings another challenge to

solve, which is the unpredictable interference. Unlike the legacy WiFi, which just allows

one transmission to take the air at a time. The directional nature of mmWave WLANs has

the potential for spatial reuse, which allows multiple transmissions to share the medium at

the same time. However, without smart control of these transmissions, it will exacerbate

the network performance by aggravating deafness and the hidden terminal problem. It

could be further aggravated by the fact that today’s phased antenna arrays do not provide

regular beams but instead create non-uniform beams with significant sidelobes[106]. To

have a better understanding of the interference effect in mmWave WLANs, I conducted a

thorough measurement study by using COTS and SDR to character the link performance in

the dense deployed mmWave WLAN. In addition, I characterize three different interference

mitigation methods, including sector selection, channelization, and receive beamforming

which can effectively reduce the interference footprint in mmWave WLANs. The detailed

experiments will be discussed in Chapter 4.

(3) Dense deployment of APs and clients in mmWave 802.11ay WLANs poses another

critical challenge where the beamforming between a large number of clients and APs incurs

a formidable beamforming overhead. Frequent beamforming between APs and clients

is also necessary to adjust the beams based on blockages and mobility. If up-to-date beam-

forming information is available, it is possible to dynamically determine the AP-client as-

sociation based on current blockages and allocate network resources (e.g., MIMO grouping,
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channel, etc.) in an efficient way. On the other hand, outdated beamforming information

will harm network performance. However, frequently getting up-to-date beamforming in-

formation can take up a significant amount of time. For example, in 802.11ay, it takes

approximately 5ms to train the downlink transmitter and receiver sectors of one AP to

all its clients. With ten collocated APs, the overhead could be approximately 50ms which

would consume half of the 100ms beacon interval (BI) time just for the beamforming. To

reduce the beamforming overhead in dense mmWave WLANs, I propose a novel approach of

“networked beamforming” where only a small subset of APs are selected for beamforming in

each beacon interval in 802.11ay WLANs. Based on the concept of uncertainty, our system

predicts the APs whose beamforming information is likely outdated and needs updating.

The proposed approach complements the existing per-link beamforming solutions and ex-

pands its effectiveness from a link-level to a network-level solution. The design details are

described in Chapter 5.

(4) mmWave networks were proposed to support bandwidth-intensive applications, like

AR/VR or high-resolution video streaming. However, the current mmWave networks

are application-agnostic. Current solutions in PHY/MAC layer assume that the high

throughput can be directly used by the upper layer’s applications. In our study, we find

that the cross-layer solution by considering upper-layer information can benefit mmWave

networks. For example, by using 6DoF data to help mmWave transmission. Or verse vice,

by using mmWave in-band information to improve application performance. In Chapter

6, I propose an application-aware mmWave network to facilitate volumetric video stream-

ing. Our system utilizes the 6DoF motion prediction of users to proactively adapt mmWave

beams and prefetch frames to mitigate the blockage effects. Furthermore, it takes advantage

of the multicast transmission to deliver the overlapped content within users’ viewports to

reduce the bandwidth requirement. Our extensive experiments on a real testbed and with

a trace-driven simulator show that our proposed system can effectively improve the frame

rate and volumetric video quality compared to the state-of-the-art system.
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Chapter 2: Background and Literature Review

In this chapter, I will first introduce two IEEE standards operating on the mmWave band,

IEEE 802.11ad, and IEEE 802.11ay. IEEE 802.11ad is the first WLAN specification on

the mmWave band. The highest data rate supported by 802.11ad is up to 7 Gbps. As

the evolution of 802.11ad, 802.11ay supports downlink multi-user MIMO (MU-MIMO) and

flexible channelization, which can increase the achievable data rate up to 100 Gbps. Con-

cepts such as the different medium access methods, beamforming, and MIMO in mmWave

are introduced first and then expanded with the literature review of recent research.

In the literature review, we focus on significant research problems in mmWave WLANs.

The first problem is how to mitigate the link outages caused by the blockage and mobility

in mmWave WLANs. The second problem is how to reduce the interference within densely

deployed mmWave WLANs. The third problem is how to reduce the beamforming over-

head in mmWave WLAN. The fourth problem is how to facilitate emerging applications

in mmWave WLANs. Lastly, I describe the research scope of this dissertation and how I

tackle these important problems.

2.1 mmWave Wireless LANs

2.1.1 802.11ad Overview

802.11ad medium access. In IEEE 802.11 family, medium access is organized by

periodically recurring beacon intervals (BI) by the access point (AP). In 802.11ad, direc-

tional multi-gigabit (DMG) stations (STA) get access to the medium within BI as shown

in Fig. 2.1. A beacon interval includes beacon header interval (BHI) and data transmission

interval (DTI). BHI is used for the transmission of beacons from the AP as well as beam-

forming training (BFT) between the AP and STAs. The BHI is further divided into three
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Figure 2.1: Beacon Interval in 802.11ad

sub-intervals: Beacon Transmission Interval (BTI), in which an AP transmits beacons to

train the downlink sector configurations; Association Beamforming Training (A-BFT), in

which STAs perform uplink sector configurations in a slotted CSMA manner; Announce-

ment transmission interval (ATI) in which the AP exchanges management frames with

STAs.

The AP and STAs exchange data frames in the data transmission interval (DTI) by

using the ‘best’ sectors searched by beamforming schemes which will be detailed in the

next section. There are two different medium access methods supported by 802.11ad. In

contention-based access periods (CBAPs), multiple STAs compete to get access to the

medium by using RTS/CTS frames. In contrast to the traditional wireless network, the

mmWave WLAN using directional antenna sectors might face deafness problems when using

contention-based access. Another medium access method is called service periods (SPs).

In SP, AP plays a role of a centralized controller to assign access to each STA by running

centralized scheduling algorithms. Because of the directional nature of the mmWaveWLAN,

service period and centralized scheduling are widely used. In 802.11ad, multiple CBAP or

SP could be scheduled together in DTI as shown in Fig. 2.1.

Because of the significant signal attenuation of the 60GHz band, the transmitter (Tx)

and the receiver (Rx) have to concentrate their signal power in a specific direction by tuning
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the phase and amplitude values of their phased array antenna, which is called beamforming.

The radiation shapes of their phased array antenna are called sectors or beams. The sector

or beams of Tx and Rx need to be aligned with each other to obtain the maximum gain.

Beamforming can be done on the Tx side, Rx side, or on both sides. The station that

starts the beamforming training is called the initiator, and the recipient of the beamforming

training is called the responder. 802.11ad beamforming has two subphases - Sector level

sweep (SLS) and Beam refinement protocol (BRP). During the SLS, both endpoints of a

link determine coarse-grained sector configurations. These sector configurations are fine-

tuned to optimized antenna weight (AWV) vectors in the subsequent BRP. Most commonly

in current COTS devices, SLS is used for Tx sector training on both endpoints, while Rx

sector training is rarely implemented.

The SLS involves initiator sector sweep (ISS), responder sector sweep (RSS1), sector

sweep feedback (SSW-FB), and sector sweep acknowledgment (SSW-ACK). The process

is shown in Fig.2.2. During ISS, the initiator sweeps its sectors, and the responder uses

an omnidirectional sector to receive. The responder will measure the SNR of the received

signals from these different sectors. Then in RSS, the responder sweeps its sectors while

the initiator receives these sectors by using an omnidirectional sector. The responder can

also piggyback the transmit sector index of the maximum SNR in its sectors during RSS,

which means the RSS contains feedback about the best sector found during ISS. Then the

initiator sends the SSW-FB frame containing the best sector found in the RSS. Finally, the

SLS is concluded with an SSW-ACK.

To further improve the SNR, the BRP process is conducted to determine the fine-grained

optimized sectors. BRP frames have Tx or Rx training fields (TRN-T/R) appended to

them. By using TRN-T/R, BRP iteratively trains the Tx and Rx sectors found in SLS.

The BRP includes setup, multiple sector ID detections (MID), beam combining (BC), and

BRP transactions.

1Here, RSS is the abbreviation of responder sector sweep, not received signal strength
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(a) Sector Level Sweep (SLS)

(b)  Beam Refinement Protocol (BRP)

Figure 2.2: Sector level sweep(SLS) and Beam refinement protocol (BRP) in 802.11ad

2.1.2 Enhanced Features of 802.11ay

As the enhancement of 802.11ad, IEEE 802.11ay expands the 802.11ad by adding new

features like MIMO and channel bonding/aggregation.

Enhanced Beacon Frames. In 802.11ay, enhanced directional multi-gigabit (EDMG)

stations(STA) get access to the medium within BI, as shown in Fig. 2.3(a), which is similar

to 802.11ad. Moreover, 802.11ay proposes an augmentation to beacon frames (which we

refer to as enhanced beacon frames) where the beacon frames can be used not only for AP

to STAs Tx beamforming but also its Rx beamforming. Here, the AP transmits a beacon

frame in all of its sectors one by one (similar to SLS), where each of the beacon frames
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Figure 2.3: Beacon Interval in 802.11ay

has training fields (TRN-R) appended to it (similar to BRP). The STAs receive the beacon

frame using the quasi-Omni antenna configuration while sweeping through all its Rx sectors

when receiving the TRN-R frames (see Fig.2.3(b)). And the STAs will provide feedback

on the observed sectors and their SNR to the AP during the following A-BFT. This means

that just during the BHI, an AP can train their downlink Tx sectors to all STAs using the

beacon sweeping, and all STAs can determine their downlink Rx sectors using the training

fields.

MIMO Beamforming. MIMO is especially attractive in the case of WLANs, where

an AP can be equipped with multiple antenna arrays, while the client devices can have

fewer RF chains. 802.11ay can realize up to 100 Gbps of link data rate via simultaneous

transmission on eight spatial streams to a group of clients through MIMO. However, to

enable multiple data stream transmissions, each RF chain needs to find its own appropriate

sectors. This process is implemented by a hybrid beamforming process in mmWave WLANs.
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With mmWave hybrid beamforming, data streams are mapped to different RF chains to

realize the spatial multiplexing gains. Here, each RF chain is precoded at the baseband

(digital multiplexing) and steered in different directions (analog beamforming) on the radio

frequency (RF) band.

802.11ay MIMO beamforming process is carried out in two phases. The first phase

(SISO phase) is similar to the beamforming training process described in 802.11ad but is

applicable to all sectors of all RF chains on the AP. The SISO phase could be done by

conducting the beamforming procedure within the BHI. The second phase (MIMO phase)

can be carried out during the DTI as shown in Fig. 2.3(a). Here, multiple streams are

simultaneously probed over different sectors for a subset of selected users based on SISO

phase results. The MIMO phase outputs a feasible user group and their corresponding

sectors to be used in MU-MIMO data transmission. However, the overhead of the MIMO

phase measurement is formidable, and the implementation of selecting the user subset is

left to vendors.

Channelization. In addition to MIMO, 802.11ay proposes to use up to eight 2.16 GHz

channels in the 60 GHz spectrum shown in Fig. 2.3. Compared to 802.11ad, which only uses

the first three channels, 802.11ay also allows channel bonding, where up to four consecutive

2.16 GHz channels can be bonded to create a wider channel that can provide higher per-link

capacity. Besides, 802.11ay allows aggregated channels with the primary channel to flexibly

manage the channel resources.

2.2 Blockage and Mobility in mmWave WLANs

Blockage Problem. Despite the great potential, the essential high-frequency nature

of 60GHz decides that it is much easier to be blocked compared to the lower frequency

signals like 2.4GHz/5GHz WiFi signal. This problem is further enlarged when using phased

antenna arrays to form beams in a narrow direction. Therefore, outages due to link blockage

remain one of the most outstanding problems in reliable link layer connectivity in 60 GHz

11



Figure 2.4: Channelization in 802.11ay

mmWave WLANs. For example, human body blockage of a mmWave link results in a loss

of 20 to 30 dB [112], resulting in a disconnection of two endpoints.

Researchers have proposed a variety of solutions [42, 113, 132] which primarily rely on

beam switching where an alternate (possibly reected) path is used to recover the link

blockage. These approaches have three important limitations: (1) They are inherently

reactive in nature where the blockage recovery is only initiated after the link is blocked. This

has led to the investigation of proactive switching schemes [125,132] but these schemes rely

on motion sensor information from mobile devices to determine pose, orientation, heading,
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etc. (2) Although some existing techniques intelligently detect blockages (beam correlation

[113] or probing [42]), beam switching can yield limited bene�ts when the blockage occurs

close to the transmitter or receiver. In fact, such blockages are more likely in WLAN

scenarios where the user's body blocks the signal from AP to her mobile device (also referred

to as self-body blockage). (3) Existing beam switching-based schemes are primarily studied

for single isolated point-to-point link scenarios. However, as we move towards 60 GHz

enterprise WLANs, more complex scenarios with multiple APs, interfering links, and paths

have to be considered, and relevant challenges should be addressed.

In addition, out-of-band solutions [72,110] can help to switch to other bands if blockages

happen in the mmWave band, but it needs an e�cient switch scheme for both Tx and Rx

sides.

Mobility Problem. Similar to the blockage problem, mobility is another challenging

problem in mmWave WLANs. Unlike the traditional systems in 2.4GHz/5GHz WLANs, the

directional nature of mmWave links requires constant mobility tracking to ensure reliability.

It is because when the stations move, the current beamforming state will be outdated, and

it will trigger a new round of beamforming. Such frequent beamforming can adversely a�ect

the system performance.

To tackle with mobility issue in mmWave WLANs, authors in [141] utilized channel

correlation. Reectors or AP locations in the environment could be sensed to facilitate ro-

bust connection[126] or localize users [25,74{76] under mobility. By making use of feedback

pose information from the client's IMU [125] or taking the triangular relationship between

APs[75,111], clients can proactively hando� between APs in mobility scenarios.

Using location information of clients, APs, and ambient reectors, we can triangulate

the paths between clients and APs. However, there are some limitations to this method.

Firstly, the channel might be prone to dynamic change quickly, including client's rotation,

dynamic blockage, and furniture move, which will change the environment dynamically. So

it is hard to capture the change accurately except for the actual measurement. Secondly,

triangulation does not perform well in the multipath environment because it is not easy to
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capture all reected paths from the environment.

2.3 Interference in mmWave WLANs

Because of the high attenuation with mmWave, the dense deployment of multiple APs in the

WLAN is the trend to provide seamless coverage. Recent work shows that dense deployment

is necessary for seamless hando�s of mobile devices, blockage mitigation, and localization.

For example, 3 APs cover a 28ft� 22ft room in [125]; 4-10 APs covers a 32ft� 22ft room in

[111]; 8 APs are used in a 116ft� 116ft hall in [135]; 14 APs covers a 36ft� 59ft room [76],

and 8APs in a 36ft� 68ft room in [25]. However, the use of multiple APs within close vicinity

of each other can cause non-negligible interference. In addition, the radiation patterns of

the phased arrays in COTS devices are irregular and have non-negligible sidelobes [73,106],

which will cause additional interference to other links and reduce the spatial reuse possibility

in mmWave WLANs.

Interference modeling [41,51,87] and scheduling [26,28,123] are classic topics in WLANs.

Directional antennas are considered to reduce interference footprint and increase the net-

work throughput in [31,60]. Channel and width assignment [17,96] have also been studied

in order to reduce the interference in legacy WiFi.

In mmWave WLANs, extensive measurement studies have been conducted to understand

60 GHz links in indoor [99{101,112,128] and outdoor scenarios [143]. The impact of sidelobes

and reection on link interference has been studied in [20,73,106,136]. Interference between

mmWave links has been studied using an analytical model in [66, 103]. Authors in [67]

studied interference and medium access with highly directional links for 60GHz outdoor

mesh networks through modeling and simulation. Authors in [24, 105, 136] showed how

di�erent sector selection methods and Rx BF can reduce interference. Authors in [135]

proposed a protocol model of interference based on antenna patterns to calculate binary

link interference. Interference is modeled as a conict graph in [52,130].
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2.4 Beamforming Overhead in mmWave WLANs

The problem of reducing beamforming overhead has been studied extensively recently (sur-

vey in [54]). Exhaustively searching allN sectors on Tx and Rx sides incurs an overhead of

O(N 2) [27]. Hierarchical searching [18,47,112] to iteratively search from wider beamwidth

sectors to narrower sectors can reduce the overhead tolog(N ) but needs additional overhead

of feedback after each round. Compressive searching [64,88,89,94] can reduce the BF over-

head to O(Klog (N )), in which K is the underlying number of paths of the mmWave link,

without additional feedback overhead. It can estimate all K paths (LoS and NLoS) based

on the amplitude and (coherent) phase information of packets. In [95, 106], compressive

searching is investigated for commercial devices to estimate the LoS path withO(log(N ))

complexity. Authors in [44] designed a multi-armed probing frame based searching with

the complexity of O(Klog (N )). Authors in [111] reduced the BF overhead to 4K using the

signal's power delay pro�le. Authors in [77] use 4N probing to get the CSI information

on COTS devices and use that for adaptive beamforming. Other works [72,110] have used

out-of-band information to assist the mmWave beamforming process.

Hybrid beamforming based MIMO for mmWave network has been studied in early works

[18, 19, 30, 107, 109]. In a related work [36], authors proposed an approach that decouples

hybrid beamforming from user selection using two types of methods, including selecting

users with minimum sector pattern overlap and incrementally adding increasing the users by

iteratively probing interference. In [35], the authors propose to use the power delay pro�le

(PDP) to predict the intrinsic path skeleton �rst and then select a subset of candidate

sectors for the group with maximum path separation.

With the availability of multiple RF chains, MIMO and hybrid beamforming can enable

APs to transmit with multiple data streams concurrently [109]. Early works [18, 19, 30,

107] mainly focus on designing digital and analogy weights with minimum overhead and

feedback to maximize the capacity. In terms of training a group of uses with 802.11ay

MIMO mmWave links, in paper [36], authors decoupled the hybrid beamforming with user
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selection. It proposed two methods, including selecting the users with minimum pattern

overlapping and incrementally increasing the users by iteratively probing interference. In

[35], the authors use power delay pro�le (PDP) information to predict the intrinsic path

skeleton �rst and then select a subset of candidate sectors for the group with maximum path

separation. Authors of [35] also show the more signi�cant e�ect of the total interference with

analogy BF than digital precoding in MIMO mmWave links and the limited improvement

of zero-forcing.

In recent works [122, 140], authors proposed multi-stream software de�ned radio in

mmWave, which could be used to implement multiple streams transmission and digital

precoding.

2.5 Emerging Applications in mmWave WLANs

Multimedia Content Delivery over mmWave. Most works used mmWave \as-is"

to deliver HD videos [21, 85, 102], 360� videos [79, 108], VR content [15, 16, 58], or sensing

data [86]. MoVR [15,16] utilizes special antennas and reectors for VR over mmWave, but

it is incompatible with o�-the-shelf devices. None of the existing work leverages upper layer

information such as 6DoF motion to improve the resilience of mmWave.

Multi-user AR, VR, and 360 � Video Streaming. Augmented reality (AR) and

virtual reality (VR) applications are important applications in mmWave WLAN. Recent

work has started to address the technical issues of supporting multiple users for AR [90,139],

VR [56, 59, 65], and 360� video streaming [23, 29, 79]. For example, SPAR [90] aims to

reduce the spatial inconsistency of visual content and high initialization latency in multi-

user AR scenarios by adapting the communicated information to the positions of virtual

objects. Coterie [65] enables multi-user VR on commodity mobile devices by exploiting the

similarity of background content in consecutive frames of the same user to reduce bandwidth

consumption. Based on a simulation study, Bao et al. [23] demonstrated the e�ectiveness

of using multicast to transmit the shared content in 360� videos to multiple users.
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Volumetric Video Streaming. Volumetric video is an emerging 3D video format that

enables users to explore multimedia content with six degrees of freedom (6DoF) motion,

3DoF of translational movement (X, Y, and Z), and another 3DoF of rotational movement

(yaw, pitch, and roll). Di�erent from the traditional 2D videos that are based on a �xed

view and the 360-degree videos that support only the 3DoF rotational movement, volumetric

videos provide a more interactive and immersive experience for viewers. When used in AR or

VR, volumetric videos can enable many promising applications in entertainment, education,

healthcare, etc. For example, users can track and view every movement of their favorite

players during a sports event by moving around with 6DoF. Telepresence with volumetric

videos can help students attend classes remotely with an immersive learning experience.

Therefore, it has been regarded as the key application in 5G and beyond [68,69].

There exist only a few studies on volumetric video streaming [39,40,43,55,78,80,82,83,

133], given that the research in this area is still in its infancy, and they all centered around

the single-user scenario.

Speci�cally, ViVo [43] utilizes viewport, distance, and occlusion optimizations to reduce

the bandwidth requirement of mobile volumetric video streaming. GROOT [55] presents

a GPU-assisted point cloud compression scheme to optimize the decoding latency of vol-

umetric content on mobile devices. VoluSR [133] is a recent proposal that leverages 3D

super-resolution to upsample point clouds to improve user experience.

2.6 Research Scope

In this dissertation, I aim to build a practical, reliable, and e�cient mmWave WLAN

to support emerging applications since the current mmWave WLAN is blockage-prone,

interference-prone, application-agnostic, and has signi�cant beamforming overhead. I ex-

plore four critical research directions to solve these challenges, and my proposed solutions

are listed below.

1. How to deal with blockage problem to improve the network reliability in mmWave
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WLANs? To tackle this problem, I present a proactive blockage mitigation tech-

nique for 60 GHz WLANs. With the emergence of dense millimeter-wave wireless

networks, larger indoor spaces are likely to be covered using multiple APs in 60 GHz

WLANs with more overlap in their coverage area. The deeper overlap between the

cells of multiple APs can be exploited to enable Coordinated Multi-Point (CoMP)

Joint Transmissions (JT), where two or more APs jointly transmit to a client. We

show that the coordinated joint transmissions from the APs to a client can substan-

tially improve the blockage mitigation performance. The presence of additional AP(s)

creates spatial diversity when their paths toward a client are su�ciently separated in

terms of Angle-of-Arrival (AoA). Based on these observations, we design a new block-

age mitigation technique, mmChoir, that judiciously chooses which APs participate in

a JT to a client depending on the angular separation of their paths to the client and

their blockage probability. My proposed design can intelligently adapt the number of

joint transmissions depending on the blockages and can carefully balance the spatial

reuse to achieve high throughput and reliability. Since our design relies on multiple,

spatially diverse paths to transmit data to a client, it also provides robustness against

self-body blockages. I will provide the detailed design of our system in Chapter 3.

2. How to reduce the interference between di�erent links to improve the network e�-

ciency in mmWave WLANs? We attempt to understand link interference and how to

mitigate it in a multi-link 60 GHz WLAN. I use 802.11ad COTS devices and 60 GHz

software radio to assess the link performance in indoor environments by a measure-

ment study. I then explore three approaches to reduce interference and investigate

their e�cacy, bene�ts, limitations, and trade-o�s. (1) Interference alleviation using

channelization; (2) Interference alleviation using transmit sector coordination; (3) In-

terference alleviation using receive beamforming. The detailed experiment results are

shown in Chapter 4.

3. How to reduce the beamforming overhead at the network level in mmWave WLANs?
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I present mmAY, a networked beamforming system that addresses the problem of

high beamforming overhead in dense mmWave WLANs. Our key idea is that if we

can somehow identify only a small subset of APs that need to perform beamforming

in each BI, we can reduce the beamforming overhead while making sure that the

beamforming information is up-to-date for MIMO and channel scheduling. In order to

identify the subset of APs, I introduce a concept of uncertainty which is the probability

that an AP's beams to its clients have changed signi�cantly since its last beamforming

(BF). I developed a correlation model where APs which performed BF recently can

predict the uncertainty of other APs. At each BI, APs that have high uncertainty

and also high potential to provide good signal strength to clients can then be selected

for beamforming. Furthermore, I use the network-level uncertainty to dynamically

choose the number of APs that need to perform BF in each BI, allowingmmAY to

adapt to the network dynamics seamlessly. The detailed design of our system will be

shown in Chapter 5.

4. How to create application-aware, cross-layer mmWave WLANs? Aiming to solve the

multi-user blockages and transmission redundancy problem in the multi-user volumet-

ric streaming scenario in mmWave WLAN, I propose a system,M5 , as the �rst of

this kind of end-to-end solution for multi-user volumetric video streaming. Based on

the 6DoF prediction, M5 can proactively adapt the mmWave beams and predict the

upcoming blockages events. When the complete blockage is predicted,M5 can intel-

ligently estimate the blockage duration and prefetch the potentially impacted frames

to mitigate the link uctuation in mmWave WLAN. In addition, M5 utilizes the mul-

ticast transmission with multi-lobe beam patterns to transmit the overlapped content

among users to further improve transmission e�ciency. The detailed design of our

system and the evaluation will be shown in Chapter 6.
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Chapter 3: Blockage Mitigation in mmWave WLANs

Aiming to improve the reliability of mmWave WLAN, in this chapter, I propose a proactive

system, namedmmChoir, to intelligently utilize joint transmission to provide backup paths

in advance. The work presented in this chapter has been published in [135].

3.1 Problem and Approach

In spite of the great potential of mmWave WLAN, outages due to link blockage remain one

of the most critical problems. In this chapter, I present a proactive blockage mitigation

technique for 60 GHz mmWave WLANs. With the emergence of dense millimeter-wave

wireless networks [92], larger indoor spaces are likely to be covered using multiple APs in

60 GHz WLANs with more overlap of their coverage area. The deeper overlap between the

cells of multiple APs can be exploited to enable Coordinated Multi-Point (CoMP) Joint

Transmissions (JT), where two or more APs jointly transmit to a client.

We show that the coordinated joint transmissions from the APs to a client can sub-

stantially improve the blockage mitigation performance. The presence of additional AP(s)

creates spatial diversity when their paths toward a client are su�ciently separated in terms

of Angle-of-Arrival (AoA). Based on these observations, we design a new blockage miti-

gation technique, mmChoir, that judiciously chooses which APs participate in a JT to a

client depending on the angular separation of their paths to the client and their blockage

probability. mmChoir can intelligently adapt the number of joint transmissions depending

on the blockages and can carefully balance the spatial reuse to achieve high throughput

along with reliability. Since mmChoirrelies on multiple, spatially diverse paths to transmit

data to a client, it also provides robustness against self-body blockages.
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Challenges and Contributions: To fully realize the potential of JTs, we address the

following challenges:

(1) JT Selection: The strength of joint transmissions in combating blockages is de-

pendent on the selection of APs and the paths they use to communicate with a client.

Paths which provide higher angular separation are less likely to be a�ected concurrently by

a blockage. However, this requires carefully quantifying the spatial diversity.

We propose a novel metric (referred to as reliability score) that captures the level of

spatial diversity provided by JTs. The metric is based on the angular spread of AoA for

multi-path channels adapted for multi-level codebook-based beamforming. The reliability

score uses the Power Angular Pro�le (PAP) from the beamforming phase and the blockage

probability of component paths to provide an e�ective way of evaluating the quality of JTs.

(2) Interference Estimation: Employing joint transmissions can improve the reliabil-

ity but may increase the interference footprint due to multiple paths transmitting together.

Also, capturing interference relationships between paths (individual as well as JTs) can

require a prohibitively large number of measurements.

In order to estimate the interference relationship between the links, we develop an

interference model (analogous to the protocol interference model), which can e�ciently

construct an interference conict matrix. The estimation process does not require any

measurements other than the beamforming training, which is already used by APs and

clients in the existing 802.11ad MAC protocol. The model can also estimate the interference

for joint transmissions and can account for the receiver beamwidth dilation needed in certain

JTs.

(3) Blockage and interference aware scheduling: The interplay between blockage

tolerance and spatial reuse in the presence of JTs requires judiciously scheduling the links

such that the link layer robustness is improved through coordination while the detrimen-

tal e�ects of increased interference do not produce serious penalties in terms of network

capacity.

Based on the reliability score and spatial reuse score, we propose a centralized blockage
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and interference-aware scheduling algorithm that aims at increasing the reliability as well

as the spatial reuse. The proposed scheduler adapts to the level of blockage to intelligently

adjust the level of coordination (number of JTs used and number of APs involved in each

JT) needed for higher reliability and network capacity.

(4) Trace-driven Simulations: We evaluate mmChoirusing our 60 GHz testbed and

simulations in three di�erent types of rooms and varying levels of human blockages. It is

observed that in case of higher blockages,mmChoir signi�cantly outperforms the existing

scheme, which does not use joint transmissions, while in case of fewer blockages, it adapts

to reduce the number of joint transmissions and maintains a comparable performance. We

�nd that mmChoirachieves on an average 58% increase in network throughput under high

blockage scenarios compared to a beam switching-based blockage mitigation scheme. Also,

when utilizing JTs, coordination between 2 APs is often su�cient to provide blockage

resilience.

3.2 Motivation and System Overview

3.2.1 Motivation

We �rst study blockage and its e�ect on link layer performance using our software-radio

testbed and commercial o�-the-shelf (COTS) devices. We then use the observations to

demonstrate how joint transmissions can help relieve performance degradation. Fig. 3.1

shows the �rst setup where Netgear 802.11ad router [6] sends data (UDP IPerf) to an Acer

laptop [1]. Both devices are equipped with QCA9500 802.11ad chipset [7], and 32-element

phased array. With the transmitter-receiver distance being 5 meters, we introduce human

blockage at di�erent locations on the LoS. Fig. 3.2a shows that when the blockage happens

closer to Tx or Rx, the throughput degradation is much more severe. Similar observations

were made in [112] albeit for a horn antenna system without electronic beamforming. The

performance degradation is worse for 0:5m distance for the router compared to the laptop

because it uses Tx beamforming while the laptop relies on the quasi-Omni pattern to receive
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Figure 3.1: Experiment setup using 802.11ad COTS devices and phased antenna array
(Setup-1) and 60 GHz software radio and horn antenna (Setup-2)

the data (no Rx beamforming). If the Rx also uses the Rx beamforming, the performance

degradation can be even worse, especially when the blockage occurs within one meter of the

Rx.

In the second experiment setup (Fig. 3.1), we use a software-radio 60 GHz testbed where

the transmitter and receiver are composed of USRP [115] software radio as a baseband

processor, VubIQ 60 GHz RF frontend [120] and a horn antenna. The receiver uses the

quasi-Omni antenna pattern, and Tx-1 is located at a �xed angle, as shown in Fig. 3.1.

Another Tx (Tx-2) sends data to the Rx along with the Tx-1. We vary the angle between

Tx-1 and Tx-2 while creating human blockage events closer to the Rx. Fig. 3.2b shows the

total received signal strength (RSS) at the Rx for four location combinations. We observe

that when only Tx-1 is used, a blockage event results in a 12dB loss. When Tx-2 is added

at 30� angular separation, the overall RSS increases, but due to smaller angular separation,
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(a) Blockage closer (� 0:5m) to Rx or Tx results
in severe throughput degradation (worse at Tx

due to Tx beamforming).

(b) Signal received at Rx from Tx-1 and Tx-2
with larger angular separation provides higher

robustness to blockage RSS loss

Figure 3.2: Impact of blockage, proximity and angular separation on RSS and throughput

the blockage-related loss does not improve signi�cantly. However, further increasing the

angular separation (90� and 120� ), the RSS loss signi�cantly drops. This is because signals

arriving from wider angles are less likely to be blocked by the same blockage. If we can

use joint transmissions from multiple, spatially diverse APs to send signals to a client, it

can provide added robustness against the close-proximity blockages. We note that when

the angular separation is 120� , the non-blockage RSS decreases because the wider angle

does not fully leverage the directional receiver gain. This means that while choosing the

joint transmissions, it is also necessary that the receiver's beamwidth is carefully adapted

to exploit the spatial diversity fully.

3.2.2 System Overview

We now provide an overview of codebook-based beamforming used bymmChoir and then

provide a system overview.

Multi-level Codebook:. Due to the formidable complexity of optimal beamforming, 60

GHz devices rely on a prede�ned set of beamforming weights referred to as a codebook.
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Figure 3.3: (a) Multi-level codebook with quasi-omni, sector, and beam patterns, (b)
802.11ad Beacon Interval (BI) including time-divided service periods

A codebook is aA � P matrix where A is the number of antenna elements in the array,

and P is the beamforming weight vectors (also known as patterns). In this work, we use a

DFT-based codebook design [62] which is proven to achieve a uniform gain in all directions.

The DFT codebook matrix is calculated using

w(a; p) =
1

p
A

e� j 2� (a� 1)(p� 1)=P (3.1)

where a 2 f 1; :::; Ag and p 2 f 1; :::; Pg. We use a multilevel codebook technique (used in

[42, 132]) which generates three di�erent levels of beamwidths referred to as Quasi-Omni,

sectors, and beams. The 2-dimensional radiation patterns of the three levels are shown in

Fig. 3.3(a).

Multi-AP Multi-sector Beamforming:. IEEE 802.11ad beamforming training (BFT)

procedure searches the codebook beams to �nd the maximum signal strength of Tx and Rx

beam pairs. The BFT process is carried out in a dedicated time period within the 802.11ad

beacon interval, as shown in Fig. 3.3 (b). With joint transmissions, it is necessary that

a client trains and determines its receiving beam with each AP available in its range.
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